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Quantum 
Gravity???

Classical Riem. 
Geom. 

Quantum Riemannian
 geometry (NCRG)

Quantum spacetime hypothesis:  

�Planck ! 0

Visible in 3D quantum gravity

Born reciprocity as a key idea for quantum gravity

Swap posn/mom
Quantum Phase space 
should contain 
quantum spacetime

Cla. Qua. Grav.  1988

Bicrossproduct quantum groups
acting on quantum spacetime eg

(w/ Ruegg) PLB 1994

…=> 

30 years later we have a fairly good idea what should 
be quantum Riemannian geometry on any algebra



Ω
1 a((db)c)=(a(db))c `bimodule’

d : A → Ω
1 d(ab)=(da)b+a(db) `Leibniz rule’

space of 1-forms, e.g. `differentials’

1. Quantum differentials on an algebra A

require this to extend to a DGA Ω = TAΩ
1/I = ⊕nΩ

n, d
2

= 0

`surjectivity’{
∑

adb} = Ω
1

ker d = k.1 (`connected’)

Classically, C1(M) = ⌦0(M) ⇢ ⌦(M) = �i⌦
i(M)

⌦1
df =

X

i

@f

@xi
dxi

fdg = (dg)f 2 ⌦1

^ : ⌦⌦A ⌦ ! ⌦, d(! ^ ⌘) = (d!) ^ ⌘ + (�1)|!|! ^ d⌘

! ^ ⌘ = (�1)|!||⌘|⌘ ^ !, d2 = 0

algebra A over   , we drop the (graded) commutativity but keep:k

`graded Leibniz rule’

inner if exists ✓ 2 ⌦1, d = [✓, }

LTCC lectures 2011 
(and 2019 book w/ Beggs)



Thm pre-Lie algebra  ◦ : g⊗ g → g

[x, y] = x ◦ y − y ◦ x
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Next we recall that a left pre-Lie algebra (also called Vinberg algebra) is defined
to be a vector space V equipped with a necessarily associative ‘product’ map ⇤ :
V ⇥ V ⇧ V s.t.

(4.4) (x ⇤ y) ⇤ z � (y ⇤ x) ⇤ z = x ⇤ (y ⇤ z)� y ⇤ (x ⇤ z).

In this case, V is necessarily a Lie algebra with Lie bracket given by

(4.5) [x, y]V := x ⇤ y � y ⇤ x

for all x, y ⌃ V , where the Jacobi identity holds due to (4.4.

Corollary 4.2. A connected and simply connected Poisson-Lie group G with Lie
algebra g admits a compatible left-invariant flat preconnection if and only if g�

admits a pre-Lie structure via �. This is bicovariant i� � obeys (3.3).

Proof. This is shown by (2.6) and (4.3) and is an interpretation of the preceding
Theorem 4.1. �

Note the first part does not seem to depend on the Lie algebra structure of g itself
*** seems remarkable, should check ***

Example 4.3. Let m be a finite-dimensional Lie algebra and G = m� be an abelian
Poisson-Lie group with its Kirillov-Kostant Poisson-Lie group structure {x, y} =
[x, y] for all x, y ⌃ m ⌅ C⇥(m�) or S(m) in an algebraic context. By Corollary 4.2,
this admits a compatible left-invariant flat preconnection i⇥ m admits a pre-Lie
algebra structure. Here � = ⇤ and

�x̂dy = d(x ⇤ y), ⌥x, y ⌃ m.

In fact the algebra and calculus in this example works to all orders. Thus the
quantisation of m� is U(m) regarded as a noncommutative coordinate algebra with
relations xy � yx = ⇥[x, y]. If m has an underlying pre-Lie algebra then the above
results lead to relations

[x, dy] = ⇥d(x ⇤ y), ⌥x, y ⌃ m

and one can check that this works exactly and not only to order ⇥ precisely as a con-
sequence of the pre-Lie algebra axiom. Indeed, according to [our paper] bicovariant
calculi on U(m) with left-invariant 1-forms m are classified by invertible 1-cocycles
in Z(m,m) and it is known ***reference needed*** that the latter correspond to
pre-Lie algebra structures for m.

Example 4.4. Let g be a quasi-triangular bialgebra with r-matrix r = r(1)⇥r(2) ⌃
g⇥ g. Then g acts on its dual g� by coadjoint action ad� and by Lemma 3.8 in [18]
g� becomes a left g-crossed module with �(⇤,⌅) = �⌦⇤, r(2)↵adr(1)⌅. To satisfy
compatibility (2.6), (g, r) is required to obey r+⇧x = 0 for any x ⌃ g, where
r+ = (r + r21)/2 is the symmetric part of r. In this case g� has a pre-Lie algebra
structure with �(⇤,⌅) = �⌦⇤, r(2)↵ad�r(1)⌅ by Corollary 4.2. We see in particular
that every finite-dimensional cotriangular Lie bialgebra is canonically a pre-Lie
algebra.

⇒ Ω(U(g)) by skew-symmetrisation of the basic one-forms

Nice problem: take your favourite algebra and classify all 
differential structures (perhaps with some symmetry)

[x, dy] = d(x � y)

Example                          and torsion free flat connection g = Vect(M)

x � y = rxy, r[x,y]z = rxryz �ryrxz

[x, y] = rxy �ryxA = U(di↵(M))

transl. inv., connected, 
classical dim

(w/ Tao) Pac. J. Math 2016 

⌦1(U(g))

Example                                               comm associative algebra g = V, [ , ] = 0, (V, �)

V = C.x, x � x = �x, A = C[x], [x, dx] = �dx

=>  df(x) =
f(x)� f(x� �x)

�
dx

e.g.

<=>  



Propn       discrete set                           directed graphs on                    ⌦1(C(X))X X

df =
X

x!y

(f(y)� f(x))!x!yf.!x!y = f(x)!x!y,!x!y.f = f(y)!x!y

⌦1 = spank{!x!y}

g =
X

x!y

gx!y!x!y ⌦C(X) !y!x gx!y 2 k `metric arrow lengths’

If a graph is bidirected, define

<=>  

(optional `edge-symmetric’ case 
of `metric edge lengths’)

gx!y = gy!x

 Example: Cayley graph on ad-stable set generators    of a group

x → xa, a ∈ Cedges: => left-invariant 1-forms:

eaf = Ra(f)ea, df =
∑

a∈C

∂a(f)ea

∂
a

= Ra − id

C X

ea =
X

x2X

!x!xa

g =
X

a,b

ga,bea ⌦ eb; ga,b 2 C(X)



g ∈ Ω
1
⊗
A

Ω
1

( , ) : Ω1
⊗
A

Ω1
→ A

need this to be able to contract/ `raise/lower’ via metric, eg to have 
well defined contraction:

∧(g) = 0 (optional `quantum symmetric’)

invertible in the sense exists inverse:              

Ω
1
⊗
A

Ω
1
⊗
A

Ω
1
→ Ω

1
Tµνρ !→ gµνTµνρ

“                               “

a(ω, η) = (aω, η), (ω, η)a = (ω, ηa) `bimodule map (tensorial)’

( , )⊗ id :

(( , )⊗ id)(ω⊗ g) = ω = (id⊗( , ))(g⊗ω), ∀ω ∈ Ω1

but

(ω, g
1)g2

a = ωa = (ωa, g
1)g2 = (ω, ag

1)g2

g = g
1
⊗
A

g
2

(ω, g
1)g2 = ω

⇒

⇒ ag = ga, ∀a ∈ A  need metric to be central

Quantum metrics g = gµ⌫dx
µ ⌦A dx⌫



 Connections and curvature

such connections extend to tensor products

∇(fω) = df ⊗ω + f∇ω

∇(ω⊗ η) = ∇ω⊗ η + (σ⊗ id)(ω⊗∇η)

σ : Ω
1
⊗
A

Ω
1
→ Ω

1
⊗
A

Ω
1

bimodule connection:

∇(ωf) = σ(ω⊗df) + (∇ω)f

(Michor, Dubois-Violette, …)

∇ : Ω
1 → Ω

1 ⊗
A

Ω
1

ω⊗ η ∈ Ω
1
⊗
A

Ω
1

more generally rE : E ! ⌦1 ⌦A E, �E : E ⌦A ⌦1 ! ⌦1 ⌦A E

AEA = {(E,rE ,�E)} is a monoidal category by ⌦A

Classically, a connection assigns a covariant derivative  

Similarly for any differential algebra (A,⌦1, d)

(Quillen, Karoubi,…)

rdxµ = ��µ
⌫⇢dx

⌫ ⌦A dx⇢ (Christoffel symbols)



T∇ = ∧∇− dT∇ : Ω
1
→ Ω

2

∇g = 0`metric compatible’ now makes sense                 but is quadratic

torsion free also makes sense

quantum Levi-Civita connection (QLC)

R∇ = (d⊗
A

id − (∧⊗
A

id)(id⊗
A

∇))∇R∇ : Ω
1
→ Ω

2
⊗
A

Ω
1

Curvature

Tr = rg = 0

Laplacian � : A ! A, � = ( , )rd

*-compatibility in *-algebra case

[d, ⇤] = 0, g† = g, � †r⇤ = r; † = flip(⇤ ⌦ ⇤)

Naive Ricci tensor depends on a lift map
then take a trace => 

Ric 2 ⌦1 ⌦A ⌦1 S = ( , )Ric 2 A

Don’t know conserved Einstein, Stress-Energy tensor …!

i : ⌦2 ! ⌦1 ⌦A ⌦1



2. Scalar fields on one edge      X = •0 � •1 = Z2

⌦1 = sp{!0!1,!1!0} = C(Z2).e1; C = {1}, e1 = !0!1 + !1!0

g = ae1 ⌦ e1 = a(0)!0!1 ⌦ !1!0 + a(1)!1!0 ⌦ !0!1

e1f = R(f)e1, R(f)(x) = f(x+ 1), df = @fe1, @ = R� id

a(0) = g0!1, a(1) = g1!0 2 R \ {0}

Exists QLC iff                 Focus on edge-symmetric case a constant    a(1) = ±a(0)

=> 1-parameter connection b = (1� q, 1� q�1); |q| = 1re1 = be1 ⌦ e1,

QUANTUM GRAVITY ON A SQUARE GRAPH 5
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Figure 1. Metric coe�cients defined by functions a, b > 0 are
interpreted as arrow square-lengths on a Lorentzian square graph
with e1 spacelike.

For X = Z2 and its unique generator the Cayley graph is 0 ↔ 1 with just one
edge with two arrows. There is one invariant form e = !0→1 + !1→0 with ef = f̃ e,
df = (@f)e where f̃ swaps the values at 0,1 and @f = (f̃ − f). We have e

2 = 0 and
e
∗ = −e for the ∗-exterior algebra and metric

g = ae = a(0)!0→1 ⊗ !1→0 + a(1)!1→0 ⊗ !0→1

with 2 non-vanishing real parameters a(0) = g0→1 and a(1) = g1→0 as the two arrow
weights. The edge-symmetric case of a single weight associated to either direction
is a(1) = a(0) or @a = 0. The inverse metric is (e, e) = 1�ã. A short calculation
shows that there exists a QLC if and only if ⇢ ∶= ã�a = ±1, i.e. a(1) = ±a(0). This
has the form

∇e = be⊗ e, b(0) = 1 − q, b(1) = 1 − q
−1

⇢, �q� = 1

with one circle parameter q (the restriction here is for a ∗-preserving connection).
The connection necessarily has zero curvature and has geometric Laplacian

(2.1) �f = ( , )∇df = ( , )∇(@fe) = ( , )(@2
f + (@f)b)(e⊗ e) = −(@f)� q

ā
+ q

−1
a
�

which makes sense for any a but as mentioned only comes from ∇ a QLC if a(1) =±a(0). The natural choice is the + case so that the metric is edge-symmetric (a
single real number associated to the edge) and �f = (@f)(q + q

−1)�a then has real
as opposed to imaginary eigenvalues. (In the other case, we would only have q = ±1
with �f = 0 for real coe�cients.) We proceed in the edge-symmetric case. Then
the scalar action for a free massive field in 1 time and 0 space dimensions is,

(2.2) Sf =�
Z2

µf
∗(� +m

2)f = (q + q
−1)�f(1) − f(0)�2 + am

2 ��f(0)�2 + �f(1)�2�
where we see that edge weight a has the square of length dimension so that am

2

is dimensionless. We used µ = a > 0 as the constant ‘measure’ in the sum since the
edge is viewed is the time-like direction at least when q = 1 (but we are not limited
to this.)

= �(@f)(q + q�1)/a=> Laplacian
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The connection necessarily has zero curvature and has geometric Laplacian

(2.1) �f = ( , )∇df = ( , )∇(@fe) = ( , )(@2
f + (@f)b)(e⊗ e) = −(@f)� q

ā
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which makes sense for any a but as mentioned only comes from ∇ a QLC if a(1) =±a(0). The natural choice is the + case so that the metric is edge-symmetric (a
single real number associated to the edge) and �f = (@f)(q + q

−1)�a then has real
as opposed to imaginary eigenvalues. (In the other case, we would only have q = ±1
with �f = 0 for real coe�cients.) We proceed in the edge-symmetric case. Then
the scalar action for a free massive field in 1 time and 0 space dimensions is,

(2.2) Sf =�
Z2

µf
∗(� +m

2)f = (q + q
−1)�f(1) − f(0)�2 + am

2 ��f(0)�2 + �f(1)�2�
where we see that edge weight a has the square of length dimension so that am

2

is dimensionless. We used µ = a > 0 as the constant ‘measure’ in the sum since the
edge is viewed is the time-like direction at least when q = 1 (but we are not limited
to this.)

=> Action
µ = a > 0
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3.1. Scalar field on a single edge. For simplicity, we take f real-valued (the
complex case has the same form of free field action for the real and imaginary
components separately). Furthermore, we expand

f = f0 + f1�; �(i) = (−1)i
for Fourier coe�cients fi on Z2 = {0,1}. Then f(0) = f0 +f1 and f(1) = f0 −f1 and

Sf = 4(q + q
−1)f2

1 + 2am
2(f2

0 + f
2
1 ).

The path integral Z = 2 ∫ df0df1e
ıSf has a Gaussian form which we compute as

usual using

Z↵ = � ∞
−∞ dk e

ı↵k2 =�⇡

↵
e

ı⇡
4

which implies

(3.1) �k2� ∶= ∫ ∞−∞ dk e
ı↵k2

k
2

∫ ∞−∞ dk eı↵k
2 = 1

ıZ↵

@

@↵
Z↵ = ı

2↵

and hence in our case the correlation functions

�f(0)f(1)� = �f(1)f(0)� = �f2
0 − f

2
1 � = ı

4
� 1

am2
− 1

am2 + 2(q + q−1)�
�f(0)f(0)� = �f(1)f(1)� = �f2

0 + f
2
1 � = ı

4
� 1

am2
+ 1

am2 + 2(q + q−1)�
where �f0f1� = 0 as each integrand is then odd. There is an infra-red divergence as
expected as m → 0 but in the massive case there are no divergences and hence no
renormalisation needed until we consider interactions.

3.2. Scalar fields on a Lorentzian rectangle. We start with the constant metric
case so a, b > 0 are constant horizontal and vertical edge lengths (with the former
negative in terms of edge weight), and we work in ‘momentum space’ with Fourier
modes

1, �(i, j) = (−1)i = (1,1,−1,−1),  (i, j) = (−1)j = (1,−1,1,−1), � = �
@1� = −2�, @2� = 0, @1 = 0, @2 = −2 , @1� = @2� = −2�.

Thus, we let
f = f0 + f1� + f2 + f3�

for the plane wave expansion of a general scalar field. As before, we focus on the
real-valued case so the fi are real. We are mainly interested in this paper in generic
metrics so we start with the specialisation to the rectangle of the Laplacian (2.5) for
the generic QLCs for this, with their circle parameter q and corresponding function
Q which we expand as

Q = 1

2
�q + q

−1 + (q − q
−1)�� , Q

−1 = 1

2
�q + q

−1 − (q − q
−1)�� .

Then

�f = 2
Q
−1 − 1

a
(f1� + f3�) + 2

Q + 1

b
(f2 + f3�)

�1 = 0, �� = q + q
−1 − 2

a
� − q − q

−1
a

 , � = q + q
−1 + 2

b
 + q − q

−1
b

�

�� = (q − q
−1)�−1

a
+ 1

b
� + �q + q

−1 − 2

a
+ q + q

−1 + 2

b
��

Fourier modes
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which is metric compatible with the Euclidean metric, has R⇥ = 0 but typically
has non-zero torsion (unless the braiding is trivial, as when the group is abelian, in
which case ⇥ = 0). This would be relevant to quantum teleparallel gravity, but for
some kind of Levi-Civita connection we have to work harder. We have recognised
the expressions in terms of the braiding ⇥ on the space �1 of basic 1-forms.

Example 6.3. [?] (Riemannian geometry of a square.) We take G = Z2 ⇤Z2 with
its canonical 2D calculus. This is the universal calculus (i.e. the only choice) on
each copy of Z2 and has Cayley graph a square with vertices 00,01,10,11 say in
an abbreviated notation for cartesian coordinates in Z2. There are correspondingly
two generators e1, e2 with relations and di⇤erential

eif = Ri(f)ei, df = (⌃1f)e1 + (⌃2f)e2
where as usual R1f shifts by 1 mod 2 (i.e. takes the other point) in the first
coordinate, similarly for R2, and ⌃i = Ri � id. The exterior algebra is the usual
Grassmann algebra on the ei because the group is Abelian. The general form of a
central metric is

g = ae1 ⌅ e1 + be2 ⌅ e2

where the a, b are functions. In terms of the graph their 8 values are equivalent to
the values g on the 8 arrows as shown:

00

01

10

11a01 = g01�11

a00 = g00�10
g00�10 = a10

g01�11 = a11

g00�01 = b01

g10�11 = b11b00 = g00�01
b10 = g10�11

e1

e1

e2 e2

So the Euclidean metric corresponds to a = b = 1 constant. We do not assume this.
It is natural, however, to focus on the symmetric case where the metric weight
assigned to an edge does not depend on the direction of the arrow. This means
⌃1a = ⌃2b = 0 and we assume this now for simplicity. In this case there is a 1-
parameter family of quantum Levi-Civita connections, i.e. torsion free and metric
compatible. These are computed in [?] using Lemma 6.1 as

⌅(e1⌅e1) = �Q�1e1⌅e1+b(R2⇥ � 1)
a

e2⌅e2, ⌅(e2⌅e2) = Qe2⌅e2+a(R1� � 1)
b

e1⌅e1
⌅(e1 ⌅ e2) = �e2 ⌅ e1 + (� � 1)e1 ⌅ e2, ⌅(e2 ⌅ e1) = ⇥e1 ⌅ e2 + (⇥ � 1)e2 ⌅ e1

with the connection then being given as ⇥⇧ = ⇤ ⌅ ⇧ � ⌅(⇧ ⌅ ⇤) for any 1-form ⇧.
Here ⇤ = e1 + e2 makes the calculus inner and Q,�,⇥ are functions on the group
defined as

Q = (q, q�1, q�1, q) = q(�1)i+j , � = (a01
a00

,1,1,
a00
a01
), ⇥ = (1, b10

b00
,
b00
b10

,1)
where we list the values on the points in the same binary sequence as above. Here
q is a free parameter. If we write ⌅ as a matrix ⌅i1i2

j1j2
where the multindices are in

e
2

a = 0, eaeb + ebea = 0 dea = 0

g = ae1 ⊗ e1 + be2 ⊗ e2

for generic functions a,b

We suppose g is edge-
symmetric: ∂1

a = ∂
2
b = 0

=> metric

e.g.

=> 1-parameter moduli space of QLCs

A QUANTUM SPACETIME TOOLKIT 49

which is metric compatible with the Euclidean metric, has R⇥ = 0 but typically
has non-zero torsion (unless the braiding is trivial, as when the group is abelian, in
which case ⇥ = 0). This would be relevant to quantum teleparallel gravity, but for
some kind of Levi-Civita connection we have to work harder. We have recognised
the expressions in terms of the braiding ⇥ on the space �1 of basic 1-forms.

Example 6.3. [?] (Riemannian geometry of a square.) We take G = Z2 ⇤Z2 with
its canonical 2D calculus. This is the universal calculus (i.e. the only choice) on
each copy of Z2 and has Cayley graph a square with vertices 00,01,10,11 say in
an abbreviated notation for cartesian coordinates in Z2. There are correspondingly
two generators e1, e2 with relations and di⇤erential

eif = Ri(f)ei, df = (⌃1f)e1 + (⌃2f)e2
where as usual R1f shifts by 1 mod 2 (i.e. takes the other point) in the first
coordinate, similarly for R2, and ⌃i = Ri � id. The exterior algebra is the usual
Grassmann algebra on the ei because the group is Abelian. The general form of a
central metric is

g = ae1 ⌅ e1 + be2 ⌅ e2

where the a, b are functions. In terms of the graph their 8 values are equivalent to
the values g on the 8 arrows as shown:

00

01

10

11a01 = g01�11

a00 = g00�10
g00�10 = a10

g01�11 = a11

g00�01 = b01

g10�11 = b11b00 = g00�01
b10 = g10�11

e1

e1

e2 e2

So the Euclidean metric corresponds to a = b = 1 constant. We do not assume this.
It is natural, however, to focus on the symmetric case where the metric weight
assigned to an edge does not depend on the direction of the arrow. This means
⌃1a = ⌃2b = 0 and we assume this now for simplicity. In this case there is a 1-
parameter family of quantum Levi-Civita connections, i.e. torsion free and metric
compatible. These are computed in [?] using Lemma 6.1 as

⌅(e1⌅e1) = �Q�1e1⌅e1+b(R2⇥ � 1)
a

e2⌅e2, ⌅(e2⌅e2) = Qe2⌅e2+a(R1� � 1)
b

e1⌅e1
⌅(e1 ⌅ e2) = �e2 ⌅ e1 + (� � 1)e1 ⌅ e2, ⌅(e2 ⌅ e1) = ⇥e1 ⌅ e2 + (⇥ � 1)e2 ⌅ e1

with the connection then being given as ⇥⇧ = ⇤ ⌅ ⇧ � ⌅(⇧ ⌅ ⇤) for any 1-form ⇧.
Here ⇤ = e1 + e2 makes the calculus inner and Q,�,⇥ are functions on the group
defined as

Q = (q, q�1, q�1, q) = q(�1)i+j , � = (a01
a00

,1,1,
a00
a01
), ⇥ = (1, b10

b00
,
b00
b10

,1)
where we list the values on the points in the same binary sequence as above. Here
q is a free parameter. If we write ⌅ as a matrix ⌅i1i2

j1j2
where the multindices are in

50 SHAHN MAJID

order 11,12,21,22, the matrix is

⌅ =
�⇧⇧⇧⇧⇤

⇥Q�1 0 0 a(R1��1)
b

0 � ⇥ 1 ⇥ 0
0 � ⇥ ⇥ 1 0

b(R2⇥�1)
a 0 0 Q

⇥⌃⌃⌃⌃⌅
What we have coming out of the geometry is a field of such ‘generalised braiding’
matrices because the entries here are functions on the group. The eigenvalues are⇥1,�⇥,⇥(⇥1)i+jq�1, (⇥1)i+jq at the point (i, j). For the Euclidean metric the �⇥
eigenvalue is 1 but otherwise it depends on how the metric weights vary. Notice
that these ‘generalised braidings’ have a broadly 8-vertex form normally associated
with quantum integrable systems but here arising very naturally out of nothing
but the quantum Riemannian geometry of the square and inhomogeneity of the
metric. The curvature of the connection computed from Lemma 6.1 is non-zero
with contributions both from q � 1 and from nonconstancy of the metric coe⇤cients.
Details will be in [?].

In addition to the above connection, the Maurer Cartan connection given by ⌅ the
flip map and ⇤ = 0 works for the Euclidean metric as the group is abelian and in the
present case can similarly be extended to a 1-parameter family with a parameter
q so as to be compatible with the above symmetric class of metrics. However, this
variant of the above acquires torsion when the metric coe⇤cients are not constant.

Example 6.4. [3, ?] (Riemannian geometry of the permutation group) For G = S3

with its 3D calculus given by 2-cycles it is shown in [?] that there is no bicovariant
choice of ⇤ that is �-compatible, metric-preserving and torsion free. However, just
as we saw with Cq(S2) above, there are solutions if we ask only for the weaker re-
quirement of cotorsion free. In this case there is found a 1-parameter moduli space
of such connection. Likewise in the quantum frame bundle approach there is a
unique torsion free cotorsion free quantum connection that obeys a certain regular-
ity property (basically that the gauge field has values in the associated braided-Lie
algebra of the permutation group)[?]. We now write this connection in the form

⇤ec = ⇥�
b

eb ⇧ ebcb + 1

3
⇤ ⇧ ⇤ = ⇥��1(ec ⇧ ⇤) + 1

3
⇤ ⇧ ⇤.

This is indeed a bimodule connection as in Lemma 6.1, as it must be, namely with

⌅(ea ⇧ eb) = ⇥1
3
�

cd=ab
ec ⇧ ed + eaba ⇧ ea + eb ⇧ ebab.

For a, b 2-cycles in S3 one has aba = bab so one can write the latter expressions
di⇥erently. The last two terms are �(ea ⇧ eb) +��1(ea ⇧ eb). The key observation
if you want to check ⌅(id + ⌅) = 0 for yourself is that �3 = id. *** is it star
compatible***

The Riemann tensor of this connection in current conventions is then

R⇥ec = ⇥�
b

deb ⇧ ebcb = ⇥(d⇧ id)��1(ec ⇧ ⇤)
and there is a canonical lifting map i is computed in [?] as

i(ea ⌅ eb) = ea ⇧ eb ⇥ 1

3
�

cd=ab
ec ⇧ ed
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where we list the values on the points in the same binary sequence as above. Here
q is a free parameter. If we write ⌅ as a matrix ⌅i1i2
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where the multindices are in
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has non-zero torsion (unless the braiding is trivial, as when the group is abelian, in
which case ⇥ = 0). This would be relevant to quantum teleparallel gravity, but for
some kind of Levi-Civita connection we have to work harder. We have recognised
the expressions in terms of the braiding ⇥ on the space �1 of basic 1-forms.

Example 6.3. [?] (Riemannian geometry of a square.) We take G = Z2 ⇤Z2 with
its canonical 2D calculus. This is the universal calculus (i.e. the only choice) on
each copy of Z2 and has Cayley graph a square with vertices 00,01,10,11 say in
an abbreviated notation for cartesian coordinates in Z2. There are correspondingly
two generators e1, e2 with relations and di⇤erential

eif = Ri(f)ei, df = (⌃1f)e1 + (⌃2f)e2
where as usual R1f shifts by 1 mod 2 (i.e. takes the other point) in the first
coordinate, similarly for R2, and ⌃i = Ri � id. The exterior algebra is the usual
Grassmann algebra on the ei because the group is Abelian. The general form of a
central metric is

g = ae1 ⌅ e1 + be2 ⌅ e2

where the a, b are functions. In terms of the graph their 8 values are equivalent to
the values g on the 8 arrows as shown:

00

01

10

11a01 = g01�11

a00 = g00�10
g00�10 = a10

g01�11 = a11

g00�01 = b01

g10�11 = b11b00 = g00�01
b10 = g10�11

e1

e1

e2 e2

So the Euclidean metric corresponds to a = b = 1 constant. We do not assume this.
It is natural, however, to focus on the symmetric case where the metric weight
assigned to an edge does not depend on the direction of the arrow. This means
⌃1a = ⌃2b = 0 and we assume this now for simplicity. In this case there is a 1-
parameter family of quantum Levi-Civita connections, i.e. torsion free and metric
compatible. These are computed in [?] using Lemma 6.1 as

⌅(e1⌅e1) = �Q�1e1⌅e1+b(R2⇥ � 1)
a

e2⌅e2, ⌅(e2⌅e2) = Qe2⌅e2+a(R1� � 1)
b

e1⌅e1
⌅(e1 ⌅ e2) = �e2 ⌅ e1 + (� � 1)e1 ⌅ e2, ⌅(e2 ⌅ e1) = ⇥e1 ⌅ e2 + (⇥ � 1)e2 ⌅ e1

with the connection then being given as ⇥⇧ = ⇤ ⌅ ⇧ � ⌅(⇧ ⌅ ⇤) for any 1-form ⇧.
Here ⇤ = e1 + e2 makes the calculus inner and Q,�,⇥ are functions on the group
defined as

Q = (q, q�1, q�1, q) = q(�1)i+j , � = (a01
a00

,1,1,
a00
a01
), ⇥ = (1, b10

b00
,
b00
b10

,1)
where we list the values on the points in the same binary sequence as above. Here
q is a free parameter. If we write ⌅ as a matrix ⌅i1i2

j1j2
where the multindices are in

cf `8-vertex R-matrix’

✓ = e1 + e2

|q| = 1
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The connection is given as ∇! = ✓ ⊗ ! − �(! ⊗ ✓) for any 1-form !, so that in
particular

∇e1 = (1 +Q−1)e1 ⊗ e1 + (1 − ↵)(e1 ⊗ e2 + e2 ⊗ e1) −
b

a
(R2� − 1)e2 ⊗ e2.

∇e2 = −
a

b
(R1↵ − 1)e1 ⊗ e1 + (1 − �)(e1 ⊗ e2 + e2 ⊗ e1) + (1 −Q)e2 ⊗ e2.

with curvature

R∇e1 = �Q−1R1↵ −Q↵ + (1 − ↵)(R1� − 1) + R2a

a
(R2� − 1)(R2R1↵ − 1)�Vol⊗ e1

+�Q−1(1 − ↵) + ↵(R2↵ − 1) +Q−1
R1b

a
(�−1 − 1)) + b

a
(R2� − 1)R2��Vol⊗ e2

where Vol = e1 ∧ e2, and a similar formula for R∇e2 interchanging e1, e2; R1,R2;
↵,�; a, b and Q,−Q−1. One can discern contributions from q ≠ 1 and from a, b
non-constant. The connection is ∗-preserving if � ○ † ○ � = † by Proposition 8.11
which comes down to the condition

(233) �q� = 1

so that in particular the function Q −Q−1 is pointwise imaginary.
To discuss the Ricci tensor we need a lifting map i and the canonical choice for

our exterior algebra (where ei anticommute) is i(Vol) = 1
2(e1 ⊗ e2 − e2 ⊗ e1). For

the ‘purely quantum’ case where q ≠ 1 and a, b are constant, the metric compatible
torsion free connection and its curvature reduce to

∇e1 = (1 +Q−1)e1 ⊗ e1, ∇e2 = (1 −Q)e2 ⊗ e2

R∇e1 = −(Q −Q−1)Vol⊗ e1, R∇e2 = (Q −Q−1)Vol⊗ e2

as the intrinsic quantum Riemannian geometry of Z2×Z2 with its Euclidean metric.
We find then that

Ricci = Q −Q−1

2
(e1 ⊗ e2 + e2 ⊗ e1), S = 0

which we see is quantum symmetric but does not obey the same reality condition
as the metric if we impose (233) needed for the connection to obey its ‘reality’
condition. This is a purely quantum e↵ect since classically there would be no
curvature when a, b are constant. The opposite ‘classical’ special case where q = 1
but the metric is given by general a, b similarly gives a simpler R∇, and Ricci with
matrix of coe�cients to the left comes out as

(234) Ricci = 1

2

�
��
�

1
b (−

@2a
↵ + �@1b

� ) −@1b
b (↵ +

1
↵ − � − 2)

−@2a
a (� +

1
� − � − 2) 1

a(−
@2a
↵ + �@1b

� )

�
��
�

.

This has both quantum symmetry and ‘reality’ issues but a perfectly reasonable
scaler curvature

(235) S = 1

ab
�−@2a

↵
+ �

@1b

�
� .

We have described two complementary special cases; the general case has features
of both, i.e. two sources of curvature namely from q ≠ 1 and nonconstant a, b.

with curvature e.g.
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The Laplacian for the above QLC’s are computed as

�f = ( , )∇(@ifei) = −2

a
@1f − 2

b
@2f + @if( , )∇ei = �Q−1 −R2�

a
�@1f − �Q +R1↵

b
�@2f

using our formula for ∇, the connection property, and @2
i = −2@i. The curvatures

are given by

R∇e1 =�Q−1R1↵ −Q↵ + (1 − ↵)(R1� − 1) + R2a

a
(R2� − 1)(R2R1↵ − 1)�Vol⊗ e1

+ �Q−1(1 − ↵) + ↵(R2↵ − 1) +Q−1 R1b

a
(�−1 − 1)) + b

a
(R2� − 1)R2��Vol⊗ e2

where Vol = e1 ∧ e2, and a similar formula for R∇e2 interchanging e1, e2; R1,R2;
↵,�; a, b and Q,−Q−1 (so that Vol also changes sign). One can discern contributions
from q ≠ 1 and from a, b non-constant. The connection reality condition comes down
to

(7) �q� = 1

so that in particular the function Q −Q−1 is pointwise imaginary.

Next we find the Ricci tensor defined by a lifting map i, for which in our case there
is a canonical choice i(Vol) = 1

2(e1 ⊗ e2 − e2 ⊗ e1). If we write R∇ei = ⇢ijVol ⊗ ej

then

Ricci = (( , )⊗ id)(id⊗ i⊗ id)(id⊗R∇)(g) = 1

2
�−R2⇢21 −R2⇢22

R1⇢11 R1⇢12
�

as the matrix of coe�cients on the left in our tensor product basis. Applying ( , )
again, we have scalar curvature

S = 1

2
�−R2⇢21

a
+ R1⇢12

b
�

which is invariant under the interchange above. For the simplest case where q ≠ 1
and a, b are constant, the QLCs and their curvature reduce to

∇e1 = (1 +Q−1)e1 ⊗ e1, ∇e2 = (1 −Q)e2 ⊗ e2

R∇e1 = −(Q −Q−1)Vol⊗ e1, R∇e2 = (Q −Q−1)Vol⊗ e2

as the intrinsic quantum Riemannian geometry of Z2 × Z2 with its rectangular
metric. This has

Ricci = Q −Q−1
2

(e1 ⊗ e2 + e2 ⊗ e1), S = 0

which we see is quantum symmetric but does not obey the same reality condition as
the metric if we impose (7) needed for the connection to obey its ‘reality’ condition.

The general Ricci curvature is more complicated but for q = 1, say, it has values

(8) Ricciq=1 = 1

2
� 1

b (−@2a
↵ + �@1b

� ) −@1b
b (↵ + 1

↵ − � − 2)
−@2a

a (� + 1
� − � − 2) 1

a(−@2a
↵ + �@1b

� ) �
for the matrix of coe�cients. This is in general neither quantum symmetric nor
real in the sense of the metric. For the scaler curvature the general formula is

S = − 1

4ab
�(3 + q + (1 − q)�)@2a

↵
+ (1 − q−1 − (3 + q−1)�)@1b

�
� .
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Finally, it is not obvious what measure we should use to integrate either of these
but if we take measure µ = �ab� = ab (we assume for now the a, b are positive edge
lengths, i.e. the theory has Euclidean signature) and sum over Z2×Z2 then we have

(9) � S = �
Z2×Z2

µS = (a00 − a01)2( 1

a00
+ 1

a01
) + (b00 − b10)2( 1

b00
+ 1

b10
).

independently of q. We consider this action as some kind of energy of the metric
configuration. If we took other measures such as µ = 1 or µ = ��g� = ��ab� then
we would not have invariance under q so the action would not depend only on the
metric but on the choice of ∇.

Next we Fourier transform on Z2 × Z2 to write our results in ‘momentum space’.
We have

1, �(i, j) = (−1)i = (1,1,−1,−1),  (i, j) = (−1)j = (1,−1,1,−1), � = �
@1� = −2�, @2� = 0, @1 = 0, @2 = −2 

as the plane waves and given the conditions we imposed on a, b, we can expand
these in terms of four real momentum space coe�cients as

a = k0 + k1 , b = l0 + l1�.

Then some computation gives the Scalar curvature for q = 1 as

S = 2

(k2
0 − k2

1)(l20 − l21)�(l0 − l1)(k1(k0 + k1) − l1(k0 − k1)), (k0 + k1)(l1(l0 + l1) − k1(l0 − l1)),
(k0 − k1)(k1(l0 + l1) − l1(l0 − l1)), (l0 + l1)(l1(k0 + k1) − k1(k0 − k1))�.

With measure µ = ab as above, this gives

� S = 8� k0k
2
1

k2
0 − k2

1

+ l0l
2
1

l20 − l21
� .

To analyse this we define k = k1�k0 with �k� < 1 corresponding to a > 0 at all points
and similarly for l = l1�l0 and fix k0, l0 > 0 as the average values of a, b so that we
can focus on fluctuations about these as controlled by k, l. In this case the action
becomes

(10) � S = 8� k0k
2

1 − k2
+ l0l

2

1 − l2
� = 8k0(k2 + k4 + k6�) + 8l0(l2 + l4 + l6 +�).

This has a ‘bathtub’ shape with coupling constants k0, l0 and a minimum at k =
l = 0, which makes sense as a measure of the energy of the gravitational field. The
k, l are not momentum variables but the relative amplitude of the unique allowed
non-zero momentum in each direction.

In the Minkowski version, we require say a < 0, b > 0 everywhere. We suppose
k0 < 0, l0 > 0 as the average values and require �k1� < −k0, �l1� < l0 to maintain the
sign. We define k, l as before for the relative fluctuations and regard k̃0 = −k0, l0 as
coupling constants. Now µ = �ab� = −ab for our measure, giving

� S = 8� k̃0k
2

1 − k2
− l0l

2

1 − l2
� = 8k̃0(k2 + k4 + k6�) − 8l0(l2 + l4 + l6 +�).

In either case, if we ignore higher order terms then we have S quadratic in k, l as
for a massless free field in a universe with only one momentum in each direction.

and quantum Ricci scaler curvature for the antisymm lift,

� = (1,�1,�1, 1)

measures the `energy’ in the 
gravitational field, minimised at a, 
b constant (i.e. on `rectangules’ )

a
00 =

a
01

Choice of measure                        (in Eucl. case a, b>0) =>                  µ = | det g| = ab
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With measure µ = ab as above, this gives

� S = 8� k0k
2
1

k20 − k21 +
l0l

2
1

l20 − l21 � .
To analyse this we define k = k1�k0 with �k� < 1 corresponding to a > 0 at all points
and similarly for l = l1�l0 and fix k0, l0 > 0 as the average values of a, b so that we
can focus on fluctuations about these as controlled by k, l. In this case the action
becomes

(10) � S = 8� k0k
2

1 − k2 +
l0l

2

1 − l2 � = 8k0(k2 + k4 + k6�) + 8l0(l2 + l4 + l6 +�).
This has a ‘bathtub’ shape with coupling constants k0, l0 and a minimum at k =
l = 0, which makes sense as a measure of the energy of the gravitational field. The
k, l are not momentum variables but the relative amplitude of the unique allowed
non-zero momentum in each direction.

In the Minkowski version, we require say a < 0, b > 0 everywhere. We suppose
k0 < 0, l0 > 0 as the average values and require �k1� < −k0, �l1� < l0 to maintain the
sign. We define k, l as before for the relative fluctuations and regard k̃0 = −k0, l0 as
coupling constants. Now µ = �ab� = −ab for our measure, giving

� S = 8� k̃0k
2

1 − k2 −
l0l

2

1 − l2 � = 8k̃0(k2 + k4 + k6�) − 8l0(l2 + l4 + l6 +�).
In either case, if we ignore higher order terms then we have S quadratic in k, l as
for a massless free field in a universe with only one momentum in each direction.
The higher terms correspond to quartic and higher derivatives in the action from
this point of view.

Finally, we can add matter using the Laplacian above. However, this Laplacian
does depend on q. For example, one can check in the momentum parametrizaton
that

�k0,l0,q;k,l ∼�l0,k0,−q;l,−k
in the sense of the same eigenvalues. In other words, the theory with a, b swapped
is the same but has the negated value of q. These eigenvalues are mostly real
when q is real, leading to q = ±1 as the natural choices. We plot the three non-
zero eigenvalues in Figure 5 for q = 1 and the two signatures, at a typical value
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Momentum mode expansion for the gravitational field:
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Finally, it is not obvious what measure we should use to integrate either of these
but if we take measure µ = �ab� = ab (we assume for now the a, b are positive edge
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+ 1
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b00
+ 1

b10
).
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To analyse this we define k = k1�k0 with �k� < 1 corresponding to a > 0 at all points
and similarly for l = l1�l0 and fix k0, l0 > 0 as the average values of a, b so that we
can focus on fluctuations about these as controlled by k, l. In this case the action
becomes
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This has a ‘bathtub’ shape with coupling constants k0, l0 and a minimum at k =
l = 0, which makes sense as a measure of the energy of the gravitational field. The
k, l are not momentum variables but the relative amplitude of the unique allowed
non-zero momentum in each direction.

In the Minkowski version, we require say a < 0, b > 0 everywhere. We suppose
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sign. We define k, l as before for the relative fluctuations and regard k̃0 = −k0, l0 as
coupling constants. Now µ = �ab� = −ab for our measure, giving
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In either case, if we ignore higher order terms then we have S quadratic in k, l as
for a massless free field in a universe with only one momentum in each direction.
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b00
+ 1
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As a check, this is invariant under the interchange

(3.4) q ↔ −q−1; k0 ↔ −l0; k ↔ l; f1 ↔ f2.

In the Euclidean square graph version (before we changed a to −a) we have k0 ↔ l0

and the symmetry reflects the ability to interchange the horizontal and vertical
directions of the square, but note that we also have to change q. A similar symmetry
was noted for the eigenvalues of � in [23] but the above is more relevant since it
accounts also for the ‘measure’ µ in the action.

On the other hand, we again need q = ±1 for the action to have real coe�cients (to
kill the q − q

−1) term) and, without loss of generality, we focus on the case q = 1;
the other case is similar given the symmetry mentioned above. In this case

Sf = 4�4k0(f2
2 + f

2
3 ) + 2kk0(f0f2 + f1f3) + 2ll0(f0f1 + f2f3) + 4ll0f1f3 + 4kk0f2f3

+m
2
k0l0 �f2

0 + f
2
1 + f

2
2 + f

2
3 + 2l(f0f1 + f2f3) + 2k(f0f2 + f1f3) + 2kl(f1f2 + f0f3)� �.

Moreover, the action is quadratic in the fi so the functional integration is that of a
Gaussian, with the result that the partition function for a free field can be treated
in just the same way as the in the case of a rectangular background in Section 3.2,
after diagonalisation of the quadratic form underlying Sf . At issue for this are the
eigenvalues of this quadratic form. Its trace is

8(k0
(q + 1)2

q
+ l0
(q − 1)2

q
+ 2m

2
k0l0) = 16k0(2 +m

2
l0)

when q = 1. Thus the sum of the eigenvalues (even for complex q) is real but the
eigenvalues themselves for generic values are complex unless q = ±1, when they are
real. They are also generically but not necessarily nonzero (this is reasonable where
there is curvature). For example, in the massless case with q = 1 the determinant
of the underlying quadratic form is

256(k2
k

2
0 − 4k0ll0 − l

2
l
2
0)(k2

k
2
0 + 4k0ll0 − l

2
l
2
0)

so that there are four 3-surfaces in the four-dimensional metric moduli space where
an eigenvalue vanishes (e.g. giving l in terms of k, k0, l0).

In short, the two real choices q = ±1 each behave similarly to the rectangular
background case although the exact eigenvalues and hence the correlation functions
depend in a complicated way on the background metric.

4. Quantised metric on a quadrilateral

We now consider quantisation of the general edge-symmetric metric. Again it is
convenient to use the Fourier mode expansion as given at the start of Section 3.3
where k0, l0 > 0 are the average horizontal and vertical square-lengths respectively
(the actual horizontal edge weights are negative) and k = k1�k0, l = l1�l0 are the
relative fluctuations. Then the Einstein-Hilbert action (2.4) becomes

(4.1) Sg = �
Z2×Z2

µS = k0↵(k) − l0↵(l); ↵(k) = 8k
2

1 − k2

in our Lorentzian signature case. This has square-length dimension needing a cou-
pling constant, which we call G, of square-length dimension.

12 SHAHN MAJID

4.1. Full quantisation. We functionally integrate over all edge square-lengths
with our given Lorentzian signature. Under our change of variables, the measure of
integration becomes da00da01db00db10 = 4dk0dk1dl0dl1 = 4dk0dl0dkdl k0l0 and the
partition function becomes

Z = 2� 1

−1 dk� L

0
dk0k0e

ı
Gk0↵(k) = 4G

2 � 1

0
dk

d

d↵
�↵=↵(k) 1 − e

ıL
G ↵

↵
= 4G

2 � ∞
0

d↵
dk

d↵

d

d↵
�1 − e

ıL
G ↵

↵
�

for the k0, k integration, times its complex conjugate for the l0, l integration. Here
we regularised an infinity by limiting the k0 integral to 0 ≤ k0 ≤ L rather than
allowing this to be unbounded. We also noted that ↵(k) is an even function and
monotonic in the range k ∈ [0,1), hence in this range we changed variable to regard
k = � ↵

8+↵ as a function of ↵ ∈ [0,∞). For fixed L the ∫ ∞1 d↵ part of Z converges
(in fact to a bounded oscilliatory function of L) but there is a further divergence
at ↵ = 0. The integrand here is a case of

dk

d↵
= 4

↵
1
2 (8 + ↵) 3

2

,
dm

d↵m
�1 − e

ıL
G ↵

↵
� =m!

e
ıL
G ↵

e
− ıL

G ↵
m − 1

(−↵)m+1 ; e
x
m = 1+x+x

2

2
+�+x

m

m!
.

Similarly

�k0� ∶= ∫
1−1 dk ∫ L

0 dk0k
2
0e

ı
Gk0↵(k)

∫ 1−1 dk ∫ L
0 dk0k0e

ı
Gk0↵(k) = −ıG

∫ ∞0 d↵
dk
d↵

d2

d↵2 �1−e ıL
G ↵

↵ �
∫ ∞0 d↵

dk
d↵

d
d↵ �1−e ıL

G ↵

↵ � = −ıG lim
↵→0

d2

d↵2 �1−e ıL
G ↵

↵ �
d
d↵ �1−e ıL

G ↵

↵ � =
2

3
L.

Here the ∫ ∞1 d↵ part of the numerator converges (in fact to a L times a bounded
oscilliatory function of L) and there is again a divergence at ↵ = 0. We then used
L’Hopital’s rule to find the limit of the ratio of the integrals as the limit of the ratio
of the integrands at the divergent point. A similar analysis gives in general

�km
0 � ∶= ∫

1−1 dk ∫ L
0 dk0k

m+1
0 e

ı
Gk0↵(k)

∫ 1−1 dk ∫ L
0 dk0k0e

ı
Gk0↵(k) = (−ıG)m

∫ ∞0 d↵
dk
d↵

dm+1
d↵m+1 �1−e ıL

G ↵

↵ �
∫ ∞0 d↵

dk
d↵

d
d↵ �1−e ıL

G ↵

↵ � = 2

m + 2
L
m

.

We also have �km
0 k

n� = 0 for all n ≥ 1. For odd n this is clear by parity in the

original ∫ 1−1 dk but it holds for all positive n because if the ratio of integrands has
a limit as ↵ → 0, an extra factor k in the numerator makes it tend to zero since
k = O(↵ 1

2 ). It also does not change that the numerator integral converges as ↵ →∞
since k ∼ 1 for large ↵. In particular, �k� = �k2� = 0.

It follows that

�a00� = �a01� = �k0(1 ± k)� = 2

3
L

and one also has �a00b10� = �a00��b10� etc since the l0, l integrals operate indepen-
dently. We use the same cuto↵ 0 ≤ l0 < L. It also follows that

�a00a01� = �a00a00� = �a01a01� = �k2
0(1 ± k

2)� = L
2

2

which implies for example, a relative uncertainty

(4.2)
�a00�a00� =

��a2
00� − �a00�2
�a00� = 1√

8

=> partition function |Z|2
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control IR divergence by 0  k0, l0  L

=>
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for the horizontal edge square-length. Similarly for b10 from the other factor for
the vertical one.

The correlation functions themselves have an infra-red divergence in the same man-
ner as for scalar fields, now appearing as L → ∞ and in principle requiring renor-
malisation. How to do this in a conventional way is unclear and it may be more
appropriate and reasonable (as with the scalar theory) to not renormalise and leave
the regulator in place. We can take the operational view that one can cut-o↵ to
L = 3K0�2 to land on any desired �a00� =K0, then �a2

00� = 9
8K

2
0 is a calculation for

values set at this scale, while the relative �a��a� is independent of this choice of
regulator in any case. One might still think of this as some kind of ‘field renormal-
isation’ to k̂0 = 3K0

2L k0 or â = 3K0

2L a and similarly for b̂. Then �â00� = �k̂0� = K0 is

any desired value resulting from the bare k0 cut o↵ at L while �k̂2
0(1 ± k

2)� = 9
8K

2
0

implies the same as (4.2) for the rescaled â00. However, all we would be doing
in practice is replacing k0 by a new variable 0 ≤ k̂0 ≤ 3K0

2L L = 3K0�2 so this just
amounts to the same as setting L = 3K0�2 in the first place. Similarly if one thinks
in terms of rescaling the coupling constant G.

One can speculate that the constant relative uncertainty (4.2) is suggestive of some
kind of vacuum energy. We also see that a certain amount of geometric structure
is necessarily washed out by functional integration in the full quantisation. For
example, there is nothing to break the symmetry between a00 and a01, just as there
was no intrinsic scale for �a00� = �a01� so it had to be convergent or governed by
the regulator scale.

4.2. Quantisation relative to a Lorentzian rectangular background. By
contrast, it also makes sense to quantise about fixed values and indeed to focus on
fluctuations from the rectangular case, which we now do in a relative sense. Thus
in the Fourier mode decomposition (3.2) of a, b we now fix the average values k0, l0

as a background rectangle and only quantise relative fluctuations k, l with action
(4.1), where ↵(k) = 8(k2 + k

4 + ...) is approximately Gaussian as for the scalar field
on Z2 in Section 3.1 (and has its minimum at k = 0 as expected) but changes as�k�→ 1 in the gravity case. This is not the usual di↵erence fluctuation from a given
background, but fits better with the current computation. In this case,

Z(k0, l0) = 4k0l0 � 1

−1 dk� 1

−1 dl e
ı
Gk0↵(k)− ı

G l0↵(l)
where we regard the background rectangle square-lengths k0, l0 > 0 as coupling
constants and the minus sign in the action comes form the Lorentzian signature.
This converges and we can similarly compute correlations functions from

�k2� = ∫ 1−1 dk ∫ 1−1 dle
ı
Gk0↵(k)− ı

G l0↵(l)k2

∫ 1−1 dk ∫ 1−1 dle
ı
Gk0↵(k)− ı

G l0↵(l) ∼ 3G
2

128k2
0

+ G

16k0
ı

with the indicated asymptotic form at large k0 shown in Figure 2. Similarly for�l2� with a conjugate answer. From these we have

�a00� = �a01� = �k0(1 ± k)� = k0

�a2
00� = �a2

01� = k
2
0(1 + �k2�), �a00a01� = k

2
0(1 − �k2�)

and similarly for b. For the same reasons as before, we also have �a00b10� = k0l0

etc. (and similarly for a, b at any other points). In short, the edge square-lengths a
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00� = 9
8K

2
0 is a calculation for

values set at this scale, while the relative �a��a� is independent of this choice of
regulator in any case. One might still think of this as some kind of ‘field renormal-
isation’ to k̂0 = 3K0

2L k0 or â = 3K0

2L a and similarly for b̂. Then �â00� = �k̂0� = K0 is

any desired value resulting from the bare k0 cut o↵ at L while �k̂2
0(1 ± k

2)� = 9
8K

2
0

implies the same as (4.2) for the rescaled â00. However, all we would be doing
in practice is replacing k0 by a new variable 0 ≤ k̂0 ≤ 3K0

2L L = 3K0�2 so this just
amounts to the same as setting L = 3K0�2 in the first place. Similarly if one thinks
in terms of rescaling the coupling constant G.

One can speculate that the constant relative uncertainty (4.2) is suggestive of some
kind of vacuum energy. We also see that a certain amount of geometric structure
is necessarily washed out by functional integration in the full quantisation. For
example, there is nothing to break the symmetry between a00 and a01, just as there
was no intrinsic scale for �a00� = �a01� so it had to be convergent or governed by
the regulator scale.

4.2. Quantisation relative to a Lorentzian rectangular background. By
contrast, it also makes sense to quantise about fixed values and indeed to focus on
fluctuations from the rectangular case, which we now do in a relative sense. Thus
in the Fourier mode decomposition (3.2) of a, b we now fix the average values k0, l0

as a background rectangle and only quantise relative fluctuations k, l with action
(4.1), where ↵(k) = 8(k2 + k

4 + ...) is approximately Gaussian as for the scalar field
on Z2 in Section 3.1 (and has its minimum at k = 0 as expected) but changes as�k�→ 1 in the gravity case. This is not the usual di↵erence fluctuation from a given
background, but fits better with the current computation. In this case,

Z(k0, l0) = 4k0l0 � 1

−1 dk� 1

−1 dl e
ı
Gk0↵(k)− ı

G l0↵(l)
where we regard the background rectangle square-lengths k0, l0 > 0 as coupling
constants and the minus sign in the action comes form the Lorentzian signature.
This converges and we can similarly compute correlations functions from

�k2� = ∫ 1−1 dk ∫ 1−1 dle
ı
Gk0↵(k)− ı

G l0↵(l)k2

∫ 1−1 dk ∫ 1−1 dle
ı
Gk0↵(k)− ı

G l0↵(l) ∼ 3G
2

128k2
0

+ G

16k0
ı

with the indicated asymptotic form at large k0 shown in Figure 2. Similarly for�l2� with a conjugate answer. From these we have

�a00� = �a01� = �k0(1 ± k)� = k0

�a2
00� = �a2

01� = k
2
0(1 + �k2�), �a00a01� = k

2
0(1 − �k2�)

and similarly for b. For the same reasons as before, we also have �a00b10� = k0l0

etc. (and similarly for a, b at any other points). In short, the edge square-lengths a

=
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0.05

0.10

0.15

0.20

0.25

0.30

0.35
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for the horizontal edge square-length. Similarly for b10 from the other factor for
the vertical one.

The correlation functions themselves have an infra-red divergence in the same man-
ner as for scalar fields, now appearing as L → ∞ and in principle requiring renor-
malisation. How to do this in a conventional way is unclear and it may be more
appropriate and reasonable (as with the scalar theory) to not renormalise and leave
the regulator in place. We can take the operational view that one can cut-o↵ to
L = 3K0�2 to land on any desired �a00� =K0, then �a2

00� = 9
8K

2
0 is a calculation for

values set at this scale, while the relative �a��a� is independent of this choice of
regulator in any case. One might still think of this as some kind of ‘field renormal-
isation’ to k̂0 = 3K0

2L k0 or â = 3K0

2L a and similarly for b̂. Then �â00� = �k̂0� = K0 is

any desired value resulting from the bare k0 cut o↵ at L while �k̂2
0(1 ± k

2)� = 9
8K

2
0

implies the same as (4.2) for the rescaled â00. However, all we would be doing
in practice is replacing k0 by a new variable 0 ≤ k̂0 ≤ 3K0

2L L = 3K0�2 so this just
amounts to the same as setting L = 3K0�2 in the first place. Similarly if one thinks
in terms of rescaling the coupling constant G.

One can speculate that the constant relative uncertainty (4.2) is suggestive of some
kind of vacuum energy. We also see that a certain amount of geometric structure
is necessarily washed out by functional integration in the full quantisation. For
example, there is nothing to break the symmetry between a00 and a01, just as there
was no intrinsic scale for �a00� = �a01� so it had to be convergent or governed by
the regulator scale.

4.2. Quantisation relative to a Lorentzian rectangular background. By
contrast, it also makes sense to quantise about fixed values and indeed to focus on
fluctuations from the rectangular case, which we now do in a relative sense. Thus
in the Fourier mode decomposition (3.2) of a, b we now fix the average values k0, l0

as a background rectangle and only quantise relative fluctuations k, l with action
(4.1), where ↵(k) = 8(k2 + k

4 + ...) is approximately Gaussian as for the scalar field
on Z2 in Section 3.1 (and has its minimum at k = 0 as expected) but changes as�k�→ 1 in the gravity case. This is not the usual di↵erence fluctuation from a given
background, but fits better with the current computation. In this case,

Z(k0, l0) = 4k0l0 � 1

−1 dk� 1

−1 dl e
ı
Gk0↵(k)− ı

G l0↵(l)
where we regard the background rectangle square-lengths k0, l0 > 0 as coupling
constants and the minus sign in the action comes form the Lorentzian signature.
This converges and we can similarly compute correlations functions from

�k2� = ∫ 1−1 dk ∫ 1−1 dle
ı
Gk0↵(k)− ı

G l0↵(l)k2

∫ 1−1 dk ∫ 1−1 dle
ı
Gk0↵(k)− ı

G l0↵(l) ∼ 3G
2

128k2
0

+ G

16k0
ı

with the indicated asymptotic form at large k0 shown in Figure 2. Similarly for�l2� with a conjugate answer. From these we have

�a00� = �a01� = �k0(1 ± k)� = k0

�a2
00� = �a2

01� = k
2
0(1 + �k2�), �a00a01� = k

2
0(1 − �k2�)

and similarly for b. For the same reasons as before, we also have �a00b10� = k0l0

etc. (and similarly for a, b at any other points). In short, the edge square-lengths a

=>

=>
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0.05

0.10

0.15

0.20

0.25

0.30

0.35
1/3

� 1

16k0
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128k2
0
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0

Figure 2. Expectation value �k2� for relative quantum metric
fluctuations on a background Lorentzian rectangle with sides k0, l0

at G = 1. Compare with �k2� = ı
16k0

for the scalar field case from
(3.1).

and b behave independently and each is similar to a scalar field on a 2-point graph,
but �k2� only asymptotes as k0 →∞ to the constant imaginary value ı�(16k0) from
(3.1) for the scalar case on Z2. This justifies the view of large k0 as some kind of
large scale or low energy limit. At the other limit we have, by contrast,

lim
k0→0

�k2� = 1

3
.

The physical meaning of this is unclear due to our model having only four points
but we have one interpretation in this limit as a relative edge-length uncertainty
�a00��a00� =��k2� = 1�√3 similar to our previous (4.2).

5. Concluding remarks

We have seen that a universe of four points with a quadrilateral di↵erential structure
has a natural quantum Riemannian geometry which leads to a plausible, if not
completely canonical, Einstein-Hilbert action, which in turn can be quantised in a
functional integral approach. Choices for the action were a lifting map i needed
to make a trace to define the Ricci tensor (we took the obvious antisymmetric
lift) and the ‘measure’ µ for integrating the action over the four points (we took�det(g)� = ab as this rendered the action independent of the freedom q in the Levi-
Civita connection). We also chose the horizontal edges to actually be assigned
negative values, which we called the Lorentzian case.

We first quantised a free scalar field on two and four points with the expected
Gaussian form that now depends on the modulus one parameter q in the QLC,
for which we focused on the real case of q = ±1. We saw in Section 3.3 that this
freedom is needed to implement the symmetry of the square which in the Euclidean
version flips horizontal and vertical. For the quantum gravity theory, we found that
the edge square-lengths a00, a01 on horizontal edges and b10, b11 on vertical edges
proceeded independently. Thus, we can think of each horizontal edge as a ‘point’

in `deep qg’ limit             ork0 ! 0

G2

G

G ! 1



QLC => 1-parameter geometric quantum Laplacian
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The Laplacian for the above QLC’s are computed as

�f = ( , )∇(@ifei) = −2

a
@1f − 2

b
@2f + @if( , )∇ei = �Q−1 −R2�

a
�@1f − �Q +R1↵

b
�@2f

using our formula for ∇, the connection property, and @2
i = −2@i. The curvatures

are given by

R∇e1 =�Q−1R1↵ −Q↵ + (1 − ↵)(R1� − 1) + R2a

a
(R2� − 1)(R2R1↵ − 1)�Vol⊗ e1

+ �Q−1(1 − ↵) + ↵(R2↵ − 1) +Q−1 R1b

a
(�−1 − 1)) + b

a
(R2� − 1)R2��Vol⊗ e2

where Vol = e1 ∧ e2, and a similar formula for R∇e2 interchanging e1, e2; R1,R2;
↵,�; a, b and Q,−Q−1 (so that Vol also changes sign). One can discern contributions
from q ≠ 1 and from a, b non-constant. The connection reality condition comes down
to

(7) �q� = 1

so that in particular the function Q −Q−1 is pointwise imaginary.

Next we find the Ricci tensor defined by a lifting map i, for which in our case there
is a canonical choice i(Vol) = 1

2(e1 ⊗ e2 − e2 ⊗ e1). If we write R∇ei = ⇢ijVol ⊗ ej

then

Ricci = (( , )⊗ id)(id⊗ i⊗ id)(id⊗R∇)(g) = 1

2
�−R2⇢21 −R2⇢22

R1⇢11 R1⇢12
�

as the matrix of coe�cients on the left in our tensor product basis. Applying ( , )
again, we have scalar curvature

S = 1

2
�−R2⇢21

a
+ R1⇢12

b
�

which is invariant under the interchange above. For the simplest case where q ≠ 1
and a, b are constant, the QLCs and their curvature reduce to

∇e1 = (1 +Q−1)e1 ⊗ e1, ∇e2 = (1 −Q)e2 ⊗ e2

R∇e1 = −(Q −Q−1)Vol⊗ e1, R∇e2 = (Q −Q−1)Vol⊗ e2

as the intrinsic quantum Riemannian geometry of Z2 × Z2 with its rectangular
metric. This has

Ricci = Q −Q−1
2

(e1 ⊗ e2 + e2 ⊗ e1), S = 0

which we see is quantum symmetric but does not obey the same reality condition as
the metric if we impose (7) needed for the connection to obey its ‘reality’ condition.

The general Ricci curvature is more complicated but for q = 1, say, it has values

(8) Ricciq=1 = 1

2
� 1

b (−@2a
↵ + �@1b

� ) −@1b
b (↵ + 1

↵ − � − 2)
−@2a

a (� + 1
� − � − 2) 1

a(−@2a
↵ + �@1b

� ) �
for the matrix of coe�cients. This is in general neither quantum symmetric nor
real in the sense of the metric. For the scaler curvature the general formula is

S = − 1

4ab
�(3 + q + (1 − q)�)@2a

↵
+ (1 − q−1 − (3 + q−1)�)@1b

�
� .
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The P,Q depend on four modulus 1 parameters pi, qi and a similar analysis to the
above gives the action has real coe�cients if and only if pi, qi have values ±1 or
P,Q are chosen from ±1,±�. For example, P = Q = 1 has

�f = 2

a
@1f − 2

b
@2f = −4

a
(f1� + f3�) + 4

b
(f2� + f3�).

Hence �1 = 0, �� = − 4
a�, � = 4

b and �� = (− 4
a + 4

b )� gives us the eigenmodes
modes, with just one zero mode. We also have action

Sf = �
Z2×Z2

µf(� +m
2)f = −16b(f2

1 + f
2
3 ) + 16a(f2

2 + f
2
3 ) + 4abm

2(f2
0 + f

2
1 + f

2
2 + f

2
3 )

for a massive free field with ‘measure’ µ = ab. This again has diagonal form which
is a composite of our previous q = ±1 cases. Then we can immediately write down
the 2-point functions as

�f00f01� = �f10f11� = ı�

8
� 1

abm2
+ 1

abm2 − 4b
− 1

abm2 + 4a
− 1

abm2 + 4a − 4b
�

�f00f10� = �f01f11� = ı�

8
� 1

abm2
− 1

abm2 − 4b
+ 1

abm2 + 4a
− 1

abm2 + 4a − 4b
�

�f00f11� = �f01f10� = ı�

8
� 1

abm2
− 1

abm2 − 4b
− 1

abm2 + 4a
+ 1

abm2 + 4a − 4b
�

�f2
ij� = ı�

8
� 1

abm2
+ 1

abm2 − 4b
+ 1

abm2 + 4a
+ 1

abm2 + 4a − 4b
�

where fi,j = f(i, j). As before, the massless case of the above would have an infra-
red divergence, here regularised by the mass parameter m.

3.3. Scalar field on a curved non-rectangular background. Here we briefly
consider the general case of a scalar field with a general (generically curved) non-
rectangular edge-symmetric metric. In this case, it is convenient to also Fourier
expand the metric in terms of four real momentum-space coe�cients as

(3.2) a = k0 + k1 , b = l0 + l1�

(3.3) a00 = k0 + k1, a01 = k0 − k1, b00 = l0 + l1, b10 = l0 − l1.

So the preceding section was k1 = l1 = 0 and a = k0, b = l0 while more generally
k0, l0 > 0 are each the average of two parallel edge square-lengths (with the actual
horizontal metric edge weights being negative) and k1, l1 are the amount of fluctu-
ation. We restrict to �k1� < k0 and �l1� < l0 in order that our metric does not change
signature. In either case it is useful to change variables from k1, l1 to the relative
fluctuations k = k1�k0 and l = l1�l0 both in the interval (−1,1). As before, we keep
the scalar field real valued for simplicity (the complex case is entirely similar).

We need the 1-parameter QLCs for the general metric, with a modulus one param-
eter q and Laplacian (2.5), resulting in Sf = ∑µf(� +m

2)f given by

Sf = �
Z2×Z2

µf(� +m
2)f = 4�k0

(q + 1)2
q

(f2
2 + f

2
3 ) + l0

(q − 1)2
q

(f2
1 + f

2
3 )

+ (q + q
−1) (kk0(f0f2 + f1f3) + ll0(f0f1 + f2f3))

+ (q − q
−1)(k0 − l0)(f1f2 + f0f3) − 2ll0 �q − q

−1 − 2�f1f3 + 2kk0 �q − q
−1 + 2�f2f3

+m
2
k0l0 �f2

0 + f
2
1 + f

2
2 + f

2
3 + 2l(f0f1 + f2f3) + 2k(f0f2 + f1f3) + 2kl(f1f2 + f0f3)� �
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As a check, this is invariant under the interchange

(3.4) q ↔ −q−1; k0 ↔ −l0; k ↔ l; f1 ↔ f2.

In the Euclidean square graph version (before we changed a to −a) we have k0 ↔ l0

and the symmetry reflects the ability to interchange the horizontal and vertical
directions of the square, but note that we also have to change q. A similar symmetry
was noted for the eigenvalues of � in [23] but the above is more relevant since it
accounts also for the ‘measure’ µ in the action.

On the other hand, we again need q = ±1 for the action to have real coe�cients (to
kill the q − q

−1) term) and, without loss of generality, we focus on the case q = 1;
the other case is similar given the symmetry mentioned above. In this case

Sf = 4�4k0(f2
2 + f

2
3 ) + 2kk0(f0f2 + f1f3) + 2ll0(f0f1 + f2f3) + 4ll0f1f3 + 4kk0f2f3

+m
2
k0l0 �f2

0 + f
2
1 + f

2
2 + f

2
3 + 2l(f0f1 + f2f3) + 2k(f0f2 + f1f3) + 2kl(f1f2 + f0f3)� �.

Moreover, the action is quadratic in the fi so the functional integration is that of a
Gaussian, with the result that the partition function for a free field can be treated
in just the same way as the in the case of a rectangular background in Section 3.2,
after diagonalisation of the quadratic form underlying Sf . At issue for this are the
eigenvalues of this quadratic form. Its trace is

8(k0
(q + 1)2

q
+ l0
(q − 1)2

q
+ 2m

2
k0l0) = 16k0(2 +m

2
l0)

when q = 1. Thus the sum of the eigenvalues (even for complex q) is real but the
eigenvalues themselves for generic values are complex unless q = ±1, when they are
real. They are also generically but not necessarily nonzero (this is reasonable where
there is curvature). For example, in the massless case with q = 1 the determinant
of the underlying quadratic form is

256(k2
k

2
0 − 4k0ll0 − l

2
l
2
0)(k2

k
2
0 + 4k0ll0 − l

2
l
2
0)

so that there are four 3-surfaces in the four-dimensional metric moduli space where
an eigenvalue vanishes (e.g. giving l in terms of k, k0, l0).

In short, the two real choices q = ±1 each behave similarly to the rectangular
background case although the exact eigenvalues and hence the correlation functions
depend in a complicated way on the background metric.

4. Quantised metric on a quadrilateral

We now consider quantisation of the general edge-symmetric metric. Again it is
convenient to use the Fourier mode expansion as given at the start of Section 3.3
where k0, l0 > 0 are the average horizontal and vertical square-lengths respectively
(the actual horizontal edge weights are negative) and k = k1�k0, l = l1�l0 are the
relative fluctuations. Then the Einstein-Hilbert action (2.4) becomes

(4.1) Sg = �
Z2×Z2

µS = k0↵(k) − l0↵(l); ↵(k) = 8k
2

1 − k2

in our Lorentzian signature case. This has square-length dimension needing a cou-
pling constant, which we call G, of square-length dimension.
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3.1. Scalar field on a single edge. For simplicity, we take f real-valued (the
complex case has the same form of free field action for the real and imaginary
components separately). Furthermore, we expand

f = f0 + f1�; �(i) = (−1)i
for Fourier coe�cients fi on Z2 = {0,1}. Then f(0) = f0 +f1 and f(1) = f0 −f1 and

Sf = 4(q + q
−1)f2

1 + 2am
2(f2

0 + f
2
1 ).

The path integral Z = 2 ∫ df0df1e
ıSf has a Gaussian form which we compute as

usual using

Z↵ = � ∞
−∞ dk e

ı↵k2 =�⇡

↵
e

ı⇡
4

which implies

(3.1) �k2� ∶= ∫ ∞−∞ dk e
ı↵k2

k
2

∫ ∞−∞ dk eı↵k
2 = 1

ıZ↵

@

@↵
Z↵ = ı

2↵

and hence in our case the correlation functions

�f(0)f(1)� = �f(1)f(0)� = �f2
0 − f

2
1 � = ı

4
� 1

am2
− 1

am2 + 2(q + q−1)�
�f(0)f(0)� = �f(1)f(1)� = �f2

0 + f
2
1 � = ı

4
� 1

am2
+ 1

am2 + 2(q + q−1)�
where �f0f1� = 0 as each integrand is then odd. There is an infra-red divergence as
expected as m → 0 but in the massive case there are no divergences and hence no
renormalisation needed until we consider interactions.

3.2. Scalar fields on a Lorentzian rectangle. We start with the constant metric
case so a, b > 0 are constant horizontal and vertical edge lengths (with the former
negative in terms of edge weight), and we work in ‘momentum space’ with Fourier
modes

1, �(i, j) = (−1)i = (1,1,−1,−1),  (i, j) = (−1)j = (1,−1,1,−1), � = �
@1� = −2�, @2� = 0, @1 = 0, @2 = −2 , @1� = @2� = −2�.

Thus, we let
f = f0 + f1� + f2 + f3�

for the plane wave expansion of a general scalar field. As before, we focus on the
real-valued case so the fi are real. We are mainly interested in this paper in generic
metrics so we start with the specialisation to the rectangle of the Laplacian (2.5) for
the generic QLCs for this, with their circle parameter q and corresponding function
Q which we expand as

Q = 1

2
�q + q

−1 + (q − q
−1)�� , Q

−1 = 1

2
�q + q

−1 − (q − q
−1)�� .

Then

�f = 2
Q
−1 − 1

a
(f1� + f3�) + 2

Q + 1

b
(f2 + f3�)

�1 = 0, �� = q + q
−1 − 2

a
� − q − q

−1
a

 , � = q + q
−1 + 2

b
 + q − q

−1
b

�

�� = (q − q
−1)�−1

a
+ 1

b
� + �q + q

−1 − 2

a
+ q + q

−1 + 2

b
��

Has symmetry (Mink case)
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As a check, this is invariant under the interchange

(3.4) q ↔ −q−1; k0 ↔ −l0; k ↔ l; f1 ↔ f2.

In the Euclidean square graph version (before we changed a to −a) we have k0 ↔ l0

and the symmetry reflects the ability to interchange the horizontal and vertical
directions of the square, but note that we also have to change q. A similar symmetry
was noted for the eigenvalues of � in [23] but the above is more relevant since it
accounts also for the ‘measure’ µ in the action.

On the other hand, we again need q = ±1 for the action to have real coe�cients (to
kill the q − q

−1) term) and, without loss of generality, we focus on the case q = 1;
the other case is similar given the symmetry mentioned above. In this case

Sf = 4�4k0(f2
2 + f

2
3 ) + 2kk0(f0f2 + f1f3) + 2ll0(f0f1 + f2f3) + 4ll0f1f3 + 4kk0f2f3

+m
2
k0l0 �f2

0 + f
2
1 + f

2
2 + f

2
3 + 2l(f0f1 + f2f3) + 2k(f0f2 + f1f3) + 2kl(f1f2 + f0f3)� �.

Moreover, the action is quadratic in the fi so the functional integration is that of a
Gaussian, with the result that the partition function for a free field can be treated
in just the same way as the in the case of a rectangular background in Section 3.2,
after diagonalisation of the quadratic form underlying Sf . At issue for this are the
eigenvalues of this quadratic form. Its trace is

8(k0
(q + 1)2

q
+ l0
(q − 1)2

q
+ 2m

2
k0l0) = 16k0(2 +m

2
l0)

when q = 1. Thus the sum of the eigenvalues (even for complex q) is real but the
eigenvalues themselves for generic values are complex unless q = ±1, when they are
real. They are also generically but not necessarily nonzero (this is reasonable where
there is curvature). For example, in the massless case with q = 1 the determinant
of the underlying quadratic form is

256(k2
k

2
0 − 4k0ll0 − l

2
l
2
0)(k2

k
2
0 + 4k0ll0 − l

2
l
2
0)

so that there are four 3-surfaces in the four-dimensional metric moduli space where
an eigenvalue vanishes (e.g. giving l in terms of k, k0, l0).

In short, the two real choices q = ±1 each behave similarly to the rectangular
background case although the exact eigenvalues and hence the correlation functions
depend in a complicated way on the background metric.

4. Quantised metric on a quadrilateral

We now consider quantisation of the general edge-symmetric metric. Again it is
convenient to use the Fourier mode expansion as given at the start of Section 3.3
where k0, l0 > 0 are the average horizontal and vertical square-lengths respectively
(the actual horizontal edge weights are negative) and k = k1�k0, l = l1�l0 are the
relative fluctuations. Then the Einstein-Hilbert action (2.4) becomes

(4.1) Sg = �
Z2×Z2

µS = k0↵(k) − l0↵(l); ↵(k) = 8k
2

1 − k2

in our Lorentzian signature case. This has square-length dimension needing a cou-
pling constant, which we call G, of square-length dimension.

E.g.          => 
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As a check, this is invariant under the interchange

(3.4) q ↔ −q−1; k0 ↔ −l0; k ↔ l; f1 ↔ f2.

In the Euclidean square graph version (before we changed a to −a) we have k0 ↔ l0

and the symmetry reflects the ability to interchange the horizontal and vertical
directions of the square, but note that we also have to change q. A similar symmetry
was noted for the eigenvalues of � in [23] but the above is more relevant since it
accounts also for the ‘measure’ µ in the action.

On the other hand, we again need q = ±1 for the action to have real coe�cients (to
kill the q − q

−1) term) and, without loss of generality, we focus on the case q = 1;
the other case is similar given the symmetry mentioned above. In this case

Sf = 4�4k0(f2
2 + f

2
3 ) + 2kk0(f0f2 + f1f3) + 2ll0(f0f1 + f2f3) + 4ll0f1f3 + 4kk0f2f3

+m
2
k0l0 �f2

0 + f
2
1 + f

2
2 + f

2
3 + 2l(f0f1 + f2f3) + 2k(f0f2 + f1f3) + 2kl(f1f2 + f0f3)� �.

Moreover, the action is quadratic in the fi so the functional integration is that of a
Gaussian, with the result that the partition function for a free field can be treated
in just the same way as the in the case of a rectangular background in Section 3.2,
after diagonalisation of the quadratic form underlying Sf . At issue for this are the
eigenvalues of this quadratic form. Its trace is
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2
k0l0) = 16k0(2 +m

2
l0)

when q = 1. Thus the sum of the eigenvalues (even for complex q) is real but the
eigenvalues themselves for generic values are complex unless q = ±1, when they are
real. They are also generically but not necessarily nonzero (this is reasonable where
there is curvature). For example, in the massless case with q = 1 the determinant
of the underlying quadratic form is

256(k2
k
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0 − 4k0ll0 − l

2
l
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0)(k2

k
2
0 + 4k0ll0 − l

2
l
2
0)

so that there are four 3-surfaces in the four-dimensional metric moduli space where
an eigenvalue vanishes (e.g. giving l in terms of k, k0, l0).

In short, the two real choices q = ±1 each behave similarly to the rectangular
background case although the exact eigenvalues and hence the correlation functions
depend in a complicated way on the background metric.
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k = l = 0

4. Curved space scalar QFT on a square
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Remains to compute Hawking effect
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QUANTUM RIEMANNIAN GEOMETRY AND SCALAR FIELDS

ON THE INTEGER LINE

SHAHN MAJID

Abstract. We construct noncommutative or ‘quantum’ Riemannian geome-
try on the integers Z as a 1D lattice line �●i−1 −●i −●i+1� with its natural 2-
dimensional di↵erential structure and metric given by arbitrary non-zero edge

square-lengths ●iai−●i+1. We find for generic metrics a canonical ∗-preserving
quantum Levi-Civita connection, which is flat if and only if ai are a geometric
progression where the ratios ⇢i = ai+1�ai are constant. More generally, we com-
pute the Ricci tensor for the natural antisymmetric lift of the volume 2-form
and find that the quantum Einstein-Hilbert action up to a total divergence is− 1

2 ∑⇢�⇢ where (�⇢)i = ⇢i+1 + ⇢i−1 − 2⇢i is the standard discrete Laplacian.
We take a first look at some issues for quantum gravity on the lattice line. We
also examine 1 + 0 dimensional scalar quantum theory with mass m and the
lattice line as discrete time. As an application, we compute a kind of ‘Hawking
e↵ect’ for a step function jump in the metric by a factor ⇢, finding that an
initial vacuum state has at later times an occupancy �N� = (1 −√⇢)2�(4√⇢)
in the continuum limit, independently of the frequency. By contrast, a delta-
function spike leads to an �N� that vanishes in the continuum limit.

1. Introduction

The idea that our concept of spacetime should be modified as we approach the
Planck scale is now widely accepted, though how precisely to do it is not clear. One
widespread idea is that spacetime coordinates should be become noncommutative
as an expression of quantum gravity corrections, see[13] and our companion paper
[17] for some of the background to this ‘quantum spacetime hypothesis’. By now
there are also several approaches as to how this might be done, such as the ‘Dirac
operator’ (spectral triple) approach of Connes[8] and, which is the one we use,
a constructive approach starting with an abstractly defined ‘bimodule’ ⌦1 of 1-
forms on the possibly noncommutative coordinate algebra. We refer to [15] and
the forthcoming work[7] for expositions. Some physically interesting models in this
bimodule approach were in [6][18].

Another widespread idea for Planck scale spacetime is that there should be some
form of discretisation, which again can be done in di↵erent ways. The most basic
would be to replace spacetime by a lattice or perhaps by a graph and use the meth-
ods of discrete geometry in line with lattice field theory and lattice gauge theory.
There are also more sophisticated methods such as dynamical triangulations[1] and
causal set models[20]. At least the basic graph approach can be seen as quantum
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Key words and phrases. noncommutative geometry, quantum gravity, lattice gravity,

Bekenstein-Hawking, graph Laplacian.
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where in the graph case ✓ = ∑x→y !x→y and where ↵ ∶ ⌦1 → ⌦1 ⊗A ⌦1 and � are
bimodule map (they commute with products by functions from either side). In this
case vanishing torsion and metric compatibility respectively becomes[14]

(2.2) ∧(id + �) = 0, ∧↵ = 0
(2.3) ✓ ⊗ g + (↵⊗ id)g − �12(id⊗ (↵ − �✓)g = 0
In the graph case we typically have ↵ = 0, in which case we are just solving for �.

For every connection we have a Riemannian curvature R∇ ∶ ⌦1 → ⌦2 ⊗ ⌦1. Ricci
requires more data and the current state of the art (but probably not the only way)
is to introduce a lifting map i ∶ ⌦2 → ⌦1⊗⌦1. Applying this to the left output of R∇
we are then free to ‘contract’ by using the metric and inverse metric ( , ) to define
Ricci ∈ ⌦1 ⊗A ⌦1 [4]. The Ricci scalar is then S = ( , )Ricci ∈ A. More canonically,
we have a geometric quantum Laplacian � = ( , )∇d ∶ A → A defined again along
lines that generalise the classical concept to any algebra with di↵erential structure,
metric and connection.

For physics we work over C with A a ∗-algebra, which in our case of C(X) is by
pointwise complex conjugation. We want this to be compatible with ⌦1 which in
our case amounts to !

∗
x→y
= −!y→x and then implies that d commutes with ∗. We

also want to the metric to be compatible with ∗ in the sense g† = g (where † means
to apply ∗ to each factor and flip the two factors), which in our case amounts to
gx→y real. An edge will be called timelike if this is positive, its interpretation being
the square of the edge length under the metric. We also want the connection to be∗-preserving which in the case of interest comes down to

(2.4) († ○ �)2 = id, � ○ † ○ ↵ = ↵ ∗ .
3. QLCs for metrics on Z

The conditions for a QLC depend on how ⌦2 is defined, but for graph calculi
there is a canonical choice of this in the case when X is a group and the graph
a Cayley graph generated by right translation by a set of generators. Here the
edges are of the form x → xi where i is from the generating set and the product
is the group product. In this case there is a natural basis of left-invariant 1-forms
ea = ∑x→xa !x→xa. These obey the simple rules

eaf = Ra(f)ea, df =�
a

(@af)ea, @a = Ra − id, Ra(f)(x) = f(xi)
defined by the right translation operators Ra as stated. In this case ⌦ is canonically
generated by the ea with certain ‘braided-anticommutation relations’ cf. [21]. In
the case of an Abelian group (which is all we will need) this is just the usual
Grassmann algebra on the ea, i.e. they anticommute.

Now let X = Z with generators {+1,−1}. Then the Cayley graph is the integer line� ●i−1 − ●i − ●i+1 �. There are two left-invariant forms

e+ =�
i

!i→i+1, e− =�
i

!i→i−1
with e±f = R±(f)e±, df = (@±f)e± where @± = R± − id and R±(f)(i) = f(i±1). The
exterior algebra has e± anticommuting and e

∗+ = −e−. For the QLC we use [14] and

C = {±1}

QUANTUM RIEMANNIAN GEOMETRY AND SCALAR FIELDS ON THE INTEGER LINE 5

where in the graph case ✓ = ∑x→y !x→y and where ↵ ∶ ⌦1 → ⌦1 ⊗A ⌦1 and � are
bimodule map (they commute with products by functions from either side). In this
case vanishing torsion and metric compatibility respectively becomes[14]

(2.2) ∧(id + �) = 0, ∧↵ = 0
(2.3) ✓ ⊗ g + (↵⊗ id)g − �12(id⊗ (↵ − �✓)g = 0
In the graph case we typically have ↵ = 0, in which case we are just solving for �.

For every connection we have a Riemannian curvature R∇ ∶ ⌦1 → ⌦2 ⊗ ⌦1. Ricci
requires more data and the current state of the art (but probably not the only way)
is to introduce a lifting map i ∶ ⌦2 → ⌦1⊗⌦1. Applying this to the left output of R∇
we are then free to ‘contract’ by using the metric and inverse metric ( , ) to define
Ricci ∈ ⌦1 ⊗A ⌦1 [4]. The Ricci scalar is then S = ( , )Ricci ∈ A. More canonically,
we have a geometric quantum Laplacian � = ( , )∇d ∶ A → A defined again along
lines that generalise the classical concept to any algebra with di↵erential structure,
metric and connection.

For physics we work over C with A a ∗-algebra, which in our case of C(X) is by
pointwise complex conjugation. We want this to be compatible with ⌦1 which in
our case amounts to !

∗
x→y
= −!y→x and then implies that d commutes with ∗. We

also want to the metric to be compatible with ∗ in the sense g† = g (where † means
to apply ∗ to each factor and flip the two factors), which in our case amounts to
gx→y real. An edge will be called timelike if this is positive, its interpretation being
the square of the edge length under the metric. We also want the connection to be∗-preserving which in the case of interest comes down to

(2.4) († ○ �)2 = id, � ○ † ○ ↵ = ↵ ∗ .
3. QLCs for metrics on Z

The conditions for a QLC depend on how ⌦2 is defined, but for graph calculi
there is a canonical choice of this in the case when X is a group and the graph
a Cayley graph generated by right translation by a set of generators. Here the
edges are of the form x → xi where i is from the generating set and the product
is the group product. In this case there is a natural basis of left-invariant 1-forms
ea = ∑x→xa !x→xa. These obey the simple rules

eaf = Ra(f)ea, df =�
a

(@af)ea, @a = Ra − id, Ra(f)(x) = f(xi)
defined by the right translation operators Ra as stated. In this case ⌦ is canonically
generated by the ea with certain ‘braided-anticommutation relations’ cf. [21]. In
the case of an Abelian group (which is all we will need) this is just the usual
Grassmann algebra on the ea, i.e. they anticommute.

Now let X = Z with generators {+1,−1}. Then the Cayley graph is the integer line� ●i−1 − ●i − ●i+1 �. There are two left-invariant forms

e+ =�
i

!i→i+1, e− =�
i

!i→i−1
with e±f = R±(f)e±, df = (@±f)e± where @± = R± − id and R±(f)(i) = f(i±1). The
exterior algebra has e± anticommuting and e

∗+ = −e−. For the QLC we use [14] and

QUANTUM RIEMANNIAN GEOMETRY AND SCALAR FIELDS ON THE INTEGER LINE 5

where in the graph case ✓ = ∑x→y !x→y and where ↵ ∶ ⌦1 → ⌦1 ⊗A ⌦1 and � are
bimodule map (they commute with products by functions from either side). In this
case vanishing torsion and metric compatibility respectively becomes[14]

(2.2) ∧(id + �) = 0, ∧↵ = 0
(2.3) ✓ ⊗ g + (↵⊗ id)g − �12(id⊗ (↵ − �✓)g = 0
In the graph case we typically have ↵ = 0, in which case we are just solving for �.

For every connection we have a Riemannian curvature R∇ ∶ ⌦1 → ⌦2 ⊗ ⌦1. Ricci
requires more data and the current state of the art (but probably not the only way)
is to introduce a lifting map i ∶ ⌦2 → ⌦1⊗⌦1. Applying this to the left output of R∇
we are then free to ‘contract’ by using the metric and inverse metric ( , ) to define
Ricci ∈ ⌦1 ⊗A ⌦1 [4]. The Ricci scalar is then S = ( , )Ricci ∈ A. More canonically,
we have a geometric quantum Laplacian � = ( , )∇d ∶ A → A defined again along
lines that generalise the classical concept to any algebra with di↵erential structure,
metric and connection.

For physics we work over C with A a ∗-algebra, which in our case of C(X) is by
pointwise complex conjugation. We want this to be compatible with ⌦1 which in
our case amounts to !

∗
x→y
= −!y→x and then implies that d commutes with ∗. We

also want to the metric to be compatible with ∗ in the sense g† = g (where † means
to apply ∗ to each factor and flip the two factors), which in our case amounts to
gx→y real. An edge will be called timelike if this is positive, its interpretation being
the square of the edge length under the metric. We also want the connection to be∗-preserving which in the case of interest comes down to

(2.4) († ○ �)2 = id, � ○ † ○ ↵ = ↵ ∗ .
3. QLCs for metrics on Z

The conditions for a QLC depend on how ⌦2 is defined, but for graph calculi
there is a canonical choice of this in the case when X is a group and the graph
a Cayley graph generated by right translation by a set of generators. Here the
edges are of the form x → xi where i is from the generating set and the product
is the group product. In this case there is a natural basis of left-invariant 1-forms
ea = ∑x→xa !x→xa. These obey the simple rules

eaf = Ra(f)ea, df =�
a

(@af)ea, @a = Ra − id, Ra(f)(x) = f(xi)
defined by the right translation operators Ra as stated. In this case ⌦ is canonically
generated by the ea with certain ‘braided-anticommutation relations’ cf. [21]. In
the case of an Abelian group (which is all we will need) this is just the usual
Grassmann algebra on the ea, i.e. they anticommute.

Now let X = Z with generators {+1,−1}. Then the Cayley graph is the integer line� ●i−1 − ●i − ●i+1 �. There are two left-invariant forms

e+ =�
i

!i→i+1, e− =�
i

!i→i−1
with e±f = R±(f)e±, df = (@±f)e± where @± = R± − id and R±(f)(i) = f(i±1). The
exterior algebra has e± anticommuting and e

∗+ = −e−. For the QLC we use [14] and

QUANTUM RIEMANNIAN GEOMETRY AND SCALAR FIELDS ON THE INTEGER LINE 5

where in the graph case ✓ = ∑x→y !x→y and where ↵ ∶ ⌦1 → ⌦1 ⊗A ⌦1 and � are
bimodule map (they commute with products by functions from either side). In this
case vanishing torsion and metric compatibility respectively becomes[14]

(2.2) ∧(id + �) = 0, ∧↵ = 0
(2.3) ✓ ⊗ g + (↵⊗ id)g − �12(id⊗ (↵ − �✓)g = 0
In the graph case we typically have ↵ = 0, in which case we are just solving for �.

For every connection we have a Riemannian curvature R∇ ∶ ⌦1 → ⌦2 ⊗ ⌦1. Ricci
requires more data and the current state of the art (but probably not the only way)
is to introduce a lifting map i ∶ ⌦2 → ⌦1⊗⌦1. Applying this to the left output of R∇
we are then free to ‘contract’ by using the metric and inverse metric ( , ) to define
Ricci ∈ ⌦1 ⊗A ⌦1 [4]. The Ricci scalar is then S = ( , )Ricci ∈ A. More canonically,
we have a geometric quantum Laplacian � = ( , )∇d ∶ A → A defined again along
lines that generalise the classical concept to any algebra with di↵erential structure,
metric and connection.

For physics we work over C with A a ∗-algebra, which in our case of C(X) is by
pointwise complex conjugation. We want this to be compatible with ⌦1 which in
our case amounts to !

∗
x→y
= −!y→x and then implies that d commutes with ∗. We

also want to the metric to be compatible with ∗ in the sense g† = g (where † means
to apply ∗ to each factor and flip the two factors), which in our case amounts to
gx→y real. An edge will be called timelike if this is positive, its interpretation being
the square of the edge length under the metric. We also want the connection to be∗-preserving which in the case of interest comes down to

(2.4) († ○ �)2 = id, � ○ † ○ ↵ = ↵ ∗ .
3. QLCs for metrics on Z

The conditions for a QLC depend on how ⌦2 is defined, but for graph calculi
there is a canonical choice of this in the case when X is a group and the graph
a Cayley graph generated by right translation by a set of generators. Here the
edges are of the form x → xi where i is from the generating set and the product
is the group product. In this case there is a natural basis of left-invariant 1-forms
ea = ∑x→xa !x→xa. These obey the simple rules

eaf = Ra(f)ea, df =�
a

(@af)ea, @a = Ra − id, Ra(f)(x) = f(xi)
defined by the right translation operators Ra as stated. In this case ⌦ is canonically
generated by the ea with certain ‘braided-anticommutation relations’ cf. [21]. In
the case of an Abelian group (which is all we will need) this is just the usual
Grassmann algebra on the ea, i.e. they anticommute.

Now let X = Z with generators {+1,−1}. Then the Cayley graph is the integer line� ●i−1 − ●i − ●i+1 �. There are two left-invariant forms

e+ =�
i

!i→i+1, e− =�
i

!i→i−1
with e±f = R±(f)e±, df = (@±f)e± where @± = R± − id and R±(f)(i) = f(i±1). The
exterior algebra has e± anticommuting and e

∗+ = −e−. For the QLC we use [14] and
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We suppose g is edge-
symmetric: 
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QLC may not always exist if the last step fails for all choices of initial conditions
on ↵,�.

We apply the above to the example of ⇢ = c a non-zero constant, so a(i) = cia(0)
grows or decays exponentially. Then there are two solutions for QLCs:

(i) ↵ = c, �(i) = �������
q i even
q
−1+1−c

c
i odd

, �(i) = �������
q
−1−c

c−1−q−1 i even
c(1−qc)(1−c)(1−qc)+q i odd

, � = 0

(ii) ↵(i) = �������
q i even

c

q+1−c i odd
, � = 1

c
, � = 0, �(i) = �������

q−c
q(c−1)+c i even

q
−1
c − 1 i odd.

which are solutions for the generalised braiding �. Of these, there is a unique ∗-
preserving QLC namely q = c−1 in case (i) and q = c in case (ii), giving in both cases
↵ = c,� = 1�c and � = � = 0. This has
(3.5) ∇e+ = (1 − c)e+ ⊗ e+, ∇e− = (1 − 1

c
)e− ⊗ e−

with zero curvature. So the constant ⇢ case leads to a unique connection and it is
flat.

For a generic quantum symmetric metric, however, (3.2) will not hold and we will
not have a QLC. In this case, we can work with the much larger moduli of cotorsion-
free ∗-preserving connections or with metric compatible ∗-preserving connections
with torsion. Or, there is a nice alternative in our case of a graph calculus, which
we look at next.

3.2. QLCs in the edge-symmetric case. Also given paucity of solutions, we look
at the case where g is not assumed quantum symmetric but instead edge-symmetric
and repeat the above steps. In this case we need

g = ae+ ⊗ e− +R−ae− ⊗ e+ = ae+ ⊗ e− + e−a⊗ e+
arranged so that a(i) = gi→i+1 = (R−a)(i + 1) = gi+1→i at all i as the most general
form of edge-symmetric metric, for any real non-zero function a. The inverse metric
is

(e±, e±) = 0, (e+, e−) = 1

a
, (e−, e+) = 1

R−a.

In this case similar computations for the basis coe�cients in the tensor power give
metric compatibility (2.3) as

(R+� + 1)↵ = ⇢, �(R−� + 1) = 1

R
2−⇢

1 = (R+�)� +R−(↵
⇢
)(� + 1), 1 = (R−�)� + (R−⇢)(R+�)(� + 1)

(R+�)(� + 1) +R−(↵
⇢
)� = 0, (R−⇢)(R+�)� + (R−�)(� + 1) = 0

Taken together, these are equivalent to

(3.6) � = R−( ⇢
↵
) − 1, � = 1

(R−⇢)R+� − 1, ((R−⇢)R+� − 1)(↵ − ⇢) = 0
(3.7) ↵ − ⇢ = −↵(R+�)R−(↵ − ⇢), � − 1

R−⇢ = −↵(R+�)R+(� −
1

R−⇢)
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Abstract. We construct noncommutative or ‘quantum’ Riemannian geome-
try on the integers Z as a 1D lattice line �●i−1 −●i −●i+1� with its natural 2-
dimensional di↵erential structure and metric given by arbitrary non-zero edge

square-lengths ●iai−●i+1. We find for generic metrics a canonical ∗-preserving
quantum Levi-Civita connection, which is flat if and only if ai are a geometric
progression where the ratios ⇢i = ai+1�ai are constant. More generally, we com-
pute the Ricci tensor for the natural antisymmetric lift of the volume 2-form
and find that the quantum Einstein-Hilbert action up to a total divergence is− 1

2 ∑⇢�⇢ where (�⇢)i = ⇢i+1 + ⇢i−1 − 2⇢i is the standard discrete Laplacian.
We take a first look at some issues for quantum gravity on the lattice line. We
also examine 1 + 0 dimensional scalar quantum theory with mass m and the
lattice line as discrete time. As an application, we compute a kind of ‘Hawking
e↵ect’ for a step function jump in the metric by a factor ⇢, finding that an
initial vacuum state has at later times an occupancy �N� = (1 −√⇢)2�(4√⇢)
in the continuum limit, independently of the frequency. By contrast, a delta-
function spike leads to an �N� that vanishes in the continuum limit.

1. Introduction

The idea that our concept of spacetime should be modified as we approach the
Planck scale is now widely accepted, though how precisely to do it is not clear. One
widespread idea is that spacetime coordinates should be become noncommutative
as an expression of quantum gravity corrections, see[13] and our companion paper
[17] for some of the background to this ‘quantum spacetime hypothesis’. By now
there are also several approaches as to how this might be done, such as the ‘Dirac
operator’ (spectral triple) approach of Connes[8] and, which is the one we use,
a constructive approach starting with an abstractly defined ‘bimodule’ ⌦1 of 1-
forms on the possibly noncommutative coordinate algebra. We refer to [15] and
the forthcoming work[7] for expositions. Some physically interesting models in this
bimodule approach were in [6][18].

Another widespread idea for Planck scale spacetime is that there should be some
form of discretisation, which again can be done in di↵erent ways. The most basic
would be to replace spacetime by a lattice or perhaps by a graph and use the meth-
ods of discrete geometry in line with lattice field theory and lattice gauge theory.
There are also more sophisticated methods such as dynamical triangulations[1] and
causal set models[20]. At least the basic graph approach can be seen as quantum
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=> Generically unique QLCs  (could be others for specific a)

QUANTUM RIEMANNIAN GEOMETRY AND SCALAR FIELDS ON THE INTEGER LINE 7

QLC may not always exist if the last step fails for all choices of initial conditions
on ↵,�.

We apply the above to the example of ⇢ = c a non-zero constant, so a(i) = cia(0)
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which are solutions for the generalised braiding �. Of these, there is a unique ∗-
preserving QLC namely q = c−1 in case (i) and q = c in case (ii), giving in both cases
↵ = c,� = 1�c and � = � = 0. This has
(3.5) ∇e+ = (1 − c)e+ ⊗ e+, ∇e− = (1 − 1

c
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with zero curvature. So the constant ⇢ case leads to a unique connection and it is
flat.

For a generic quantum symmetric metric, however, (3.2) will not hold and we will
not have a QLC. In this case, we can work with the much larger moduli of cotorsion-
free ∗-preserving connections or with metric compatible ∗-preserving connections
with torsion. Or, there is a nice alternative in our case of a graph calculus, which
we look at next.

3.2. QLCs in the edge-symmetric case. Also given paucity of solutions, we look
at the case where g is not assumed quantum symmetric but instead edge-symmetric
and repeat the above steps. In this case we need

g = ae+ ⊗ e− +R−ae− ⊗ e+ = ae+ ⊗ e− + e−a⊗ e+
arranged so that a(i) = gi→i+1 = (R−a)(i + 1) = gi+1→i at all i as the most general
form of edge-symmetric metric, for any real non-zero function a. The inverse metric
is

(e±, e±) = 0, (e+, e−) = 1

a
, (e−, e+) = 1

R−a.

In this case similar computations for the basis coe�cients in the tensor power give
metric compatibility (2.3) as

(R+� + 1)↵ = ⇢, �(R−� + 1) = 1

R
2−⇢

1 = (R+�)� +R−(↵
⇢
)(� + 1), 1 = (R−�)� + (R−⇢)(R+�)(� + 1)

(R+�)(� + 1) +R−(↵
⇢
)� = 0, (R−⇢)(R+�)� + (R−�)(� + 1) = 0

Taken together, these are equivalent to

(3.6) � = R−( ⇢
↵
) − 1, � = 1

(R−⇢)R+� − 1, ((R−⇢)R+� − 1)(↵ − ⇢) = 0
(3.7) ↵ − ⇢ = −↵(R+�)R−(↵ − ⇢), � − 1

R−⇢ = −↵(R+�)R+(� −
1

R−⇢)

= ai > 0

re+ = (1� ⇢)e+ ⌦ e+, re� = (1�R2
�⇢

�1)e� ⌦ e�; ⇢i = ai+1/ai
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of which there are two canonical special cases (there could be other possibilities
also)

Case (i) ∶ ↵ = ⇢, �R+� = 1

(R2−⇢)R−⇢ , � = 1

(R−⇢)R+� − 1, � = 0
with general solution

↵ = ⇢, �(i) = (q⇢(−2))(−1)i
⇢(i − 2) , � = (q⇢(−2))(−1)i − 1, � = 0.

Case (ii) ∶ ↵R+↵ = ⇢R+⇢, � = 1

R
2−⇢ , � = 0, � = R−( ⇢

↵
) − 1

with general solution

↵(i) = � q

⇢(0)�
(−1)i

⇢(i), � = 1

R
2−⇢ , � = 0, � = � q

⇢(0)�
(−1)i − 1

where in each case q is a free parameter. There may also be mixed solutions where
for some regions of Z one solution or other holds (we have not studied such exotic
possibilities).

Among the above solutions (i) and (ii), the ∗-preserving condition (3.1) forces them
both to be the same solution

↵ = ⇢, � = 1

R
2−⇢ , � = � = 0

(setting q = 1�⇢(−2) in the first solution or q = ⇢(0) in the second). For constant ⇢
we get the same connection (3.5) as before but now we have a canonical ∗-preserving
QLC for any generic edge-symmetric metric. The connection and curvature for this
are

∇e+ = (1 − ⇢)e+ ⊗ e+, ∇e− = (1 − 1

R
2−⇢)e− ⊗ e−

R∇e+ = @−⇢Vol⊗ e+, R∇e− = −@+ � 1

R
2−⇢�Vol⊗ e−

where

@
−
⇢ = a

R−a −
R+a
a
= ⌧

aR−a, @
+ � 1

R
2−⇢� =

R−⌧
aR+a ; ⌧ ∶= a2 − (R+a)R−a.

This edge-symmetric metric case seems much more reasonable on several fronts,
including a natural QLC. We proceed exclusively in this case and with this connec-
tion.

3.3. Ricci scalar and Einstein-Hilbert action for edge-symmetric metrics.
For the connection in Section 3.2, the Ricci tensor defined by the contraction

Ricci = (( , )⊗ id)(id⊗ i⊗ id)(id⊗R∇)g
for suitable lift map i ∶ ⌦2 → ⌦1 ⊗A ⌦1 we for our Grassmann exterior algebra case
we take the canonical choice i(Vol) = 1

2(e+ ⊗ e− − e− ⊗ e+). This gives
Ricci = 1

2
�@+ � 1

R−⇢� e+ ⊗ e− + @−R−⇢e− ⊗ e+� = 1

2
� ⌧

(R+a)R2+ae+ ⊗ e− + R−⌧(R−a)R2−ae− ⊗ e+�

+ antisymmetric lift =>
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For the connection in Section 3.2, the Ricci tensor defined by the contraction
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for suitable lift map i ∶ ⌦2 → ⌦1 ⊗A ⌦1 we for our Grassmann exterior algebra case
we take the canonical choice i(Vol) = 1

2(e+ ⊗ e− − e− ⊗ e+). This gives
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R−⇢� e+ ⊗ e− + @−R−⇢e− ⊗ e+� = 1

2
� ⌧

(R+a)R2+ae+ ⊗ e− + R−⌧(R−a)R2−ae− ⊗ e+�

QUANTUM RIEMANNIAN GEOMETRY AND SCALAR FIELDS ON THE INTEGER LINE 9

and Ricci scalar

(3.8) S = 1

2a
�−@− �1

⇢
� +R−(⇢@−⇢)� = 1

2
� ⌧

a(R+a)R2+a +R− �
⌧

a2R−a�� .
Note that the contraction conventions and the half from i mean that Ricci is - 1/2
of the usual Ricci in the classical limit and more standard conventions.

As a measure we take µ = a (in the commutative case this would be
�−det(g) for

our form of metric) and discard the total divergence up to a constant (assuming ⇢

rapidly approaches constant values at large i). Then

Sg = −2�
Z
µS = Const. −�

Z
⇢@
−
⇢ = Const. −�

i

⇢(i)(⇢(i − 1) − ⇢(i))
= Const. − 1

2
�
i

⇢(i)(⇢(i + 1) + ⇢(i − 1) − 2⇢(i)) = Const. − 1

2
�
Z
⇢�Z⇢

where the −2 compensates for our Ricci convention and we added a further total
divergence @

+(⇢R−⇢) to get the symmetric form. The first form resembles some
kind of ‘Dirac operator’ on the relative metric variation function ⇢. The second
form is the action for the usual discrete Laplacian

(3.9) (�Z⇢)(i) = ⇢(i + 1) + ⇢(i − 1) − 2⇢(i)
for a scalar field on Z.

Our interpretation, however, is di↵erent as the field is the metric a not the relative
ratios ⇢ (which play a role as a kind of ‘derivative’). For the functional integral, in
order not to be completely formal, we limit ourselves to configurations which vary
only in a finite subset, say a0,�, an so that a(i) = ai and ⇢(i) = ⇢i are sequences of
the form

a = (. . . , a0, a0, a0, a1, a2,�, an, an, an,�), ⇢ = (. . . ,1,1, a1
a0

,
a2

a1
,�, an

an−1 ,1,1, . . . )
or conversely given ⇢0,�,⇢n−1 and fixed a0 = q say (be concrete, it plays a role like
constant of integration) the corresponding a1,�, an are

a1 = q⇢0, a2 = q⇢0⇢1, ... an = q⇢0�⇢n−1.
Note that we are fixing just the values for large negative i up to and including a0

and allowing the values for large positive i to float as the last value an. If one fixed
the latter to also to be q (say) then our equivalent description would need one more
variable ⇢n with the constraint ⇢0�⇢n = 1 which is harder to analyse and does not
seem more physical. Dropping and constants in Sg, we have

Sg = −1
2
�⇢0(⇢1 + 2 − 2⇢0) + ⇢1(⇢2 + ⇢0 − 2⇢1) +� + ⇢n−2(⇢n−1 + ⇢n−3 − 2⇢n−2)
+ ⇢n−1(2 + ⇢n−2 − 2⇢n−1)�

= n−1�
i=0

⇢
2
i
− (⇢0 + ⇢0⇢1 + ⇢1⇢2 +� + ⇢n−2⇢n−1 + ⇢n−1)

= n−1�
i=0

r
2
i
− (r0r1 + r1r2 +� + rn−2rn−1) = 1

2
r
T
Bnr

where in the last line we shifted to the relative metric di↵erentials

ri = ⇢i − 1 = a−1i @
+
ai

=>
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where in the last line we shifted to the relative metric di↵erentials

ri = ⇢i − 1 = a−1i @
+
ai
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and Ricci scalar
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2a
�−@− �1

⇢
� +R−(⇢@−⇢)� = 1

2
� ⌧

a(R+a)R2+a +R− �
⌧

a2R−a�� .
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Z
⇢@
−
⇢ = Const. −�

i

⇢(i)(⇢(i − 1) − ⇢(i))
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2
�
i
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�
Z
⇢�Z⇢
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a0

,
a2

a1
,�, an

an−1 ,1,1, . . . )
or conversely given ⇢0,�,⇢n−1 and fixed a0 = q say (be concrete, it plays a role like
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= n−1�
i=0

r
2
i
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where in the last line we shifted to the relative metric di↵erentials
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+
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and dropped a constant term. We work with this quadratic action in practice,
with the underlying bilinear form Bn given by the Cartan matrix of the Lie algebra
sun+1. This and its eigenvalues �j from [10] are

(3.10) Bn =
�������

2 −1 0 0 � 0−1 2 −1 0 � 0⋮ �
0 � 0 −1 2 −1
0 � 0 0 −1 2

�������
, �j = 4 sin2 � ⇡j

2(n + 1)� , j = 1,�, n.

For the functional integral we still need to choose a measure on the field space
and this depends on what we consider our primary variables. If as usual we take
the metric coe�cients a then we need the Jacobean for the change a1,�, an to
⇢0,�,⇢n−1,

J = �@a
@⇢
� = qn+1⇢n0⇢n−11 �⇢n−1 = a0a1�an.

with the range (0,∞) for the ⇢i if all the ai are in this range. The partition function
with measure da1�dan becomes in the new variables

Z = � ∞
0

d⇢0�d⇢n−1 ⇢n0⇢n−11 �⇢n−1e ı
GSg

where we have inserted a dimensionless coupling constant G, the ⇢i also being
dimensionless. If, on the other hand, we consider the ⇢ as the primary fields then
we can omit the ⇢ powers in the measure.

For example, Z without the ⇢i factors converges to Fresnel C and S functions of G
in the simplest case n = 1. We do this with the ri variables (which means dropping
a constant phase in Z) then for n = 1,

Z = � ∞
−1 dr0e

ı
G r

2
0 =
�

G⇡

2

�
�
1

2
+C ��

�
2

G⇡

�
� + i

�
�
1

2
+ S ��

�
2

G⇡

�
�
�
�
�
� ∼ e

⇡ı
4

�
G⇡

4

for large G and twice the same asymptotic form in the other limit G→ 0. For n = 2
we do not have a closed form but one can show similarly that for n = 2,

Z = � ∞
−1 dr0dr1e

ı
G (r20+r21−r0r1) ∼ 1

2

�
G⇡

2
+ ı2⇡G

3
√
3

for large G and again tending to zero for small G. In both cases, if we only integrate
ri from zero then the results would be simpler with the large G asymptotic form
now applying exactly for all G. The integrals with powers of ⇢i generally do not
converge and would need more care to make sense of. We will look at this in detail
in the simpler case of the scalar field in the next section, and come back to the
quantum gravity theory elsewhere; one would need more insight as to the correct
measure and range of integration.

4. Scalar fields on constant and curved edge-symmetric backgrounds

Also associated to the quantum Riemannian geometry in Section 3.2 is a geometric
Laplacian � = ( , )∇d which comes out as

�� = ( , )∇(@+�e+ + @−�e−) = �1
a
+ 1

R−a�@−@+� =
1 +R−⇢

a
@
−
@
+
� = −1 +R−⇢

a
�Z�
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where �Z is the usual discrete Laplacian or double-di↵erential on Z as in (3.9).
With the same measure µ = a as before, we have action

S� = 1

2
�µ�̄(�

2
−m2)� =�

i

1 + ⇢i−1
4

�̄i(2�i − �i+1 − �i−1) − 1

2
�
i

aim
2��̄i�2

where �i = �(i). Here the metric coe�cient ai = a(i) has inverse mass-square
dimension and e↵ectively scales the mass term, while the metric ratio ‘di↵erence’ ⇢
comes into the kinetic term. We take ��2 in the action (not −�) in order to have
a time-like (positive sign) double di↵erential for the wave equation in the constant
metric continuum limit and the standard normalisation.

4.1. For constant metrics. For a constant metric ⇢ = 1 and we reduce to the
standard discrete wave equation and action

(1
a
�Z +m2)� = 0, S� = −1

2
� �̄(�Z + am2)�

on a 1D lattice. We study this case for reference (it can be treated in several well-
known ways). In fact, the analysis for the quantum theory is identical to that for
⇢ in the preceding section but now � is not limited to positive real values. For
example, if we consider compact suppport then

� = (�,0,0,�0,�,�n−1,0,0,�)
then the action reduces to

S� = 1

2
��̄Bn� − am2

�̄��
where Bn is the sun+1 Cartan matrix. Then

Z = � ∞
−∞ d�0�d�n−1d�̄0�d�̄n−1e ı

�S� = ±(2⇡ı�)n
Dn

.

Here � is a dimensionless coupling constant since our model is more like a 2D
model with the scalar field dimensionless, and the functional integral only makes
sense after perturbation of Bn by ı✏, ✏ > 0, to give the result shown with

(4.1) Dn = det(Bn − am2) = n�
k=0
�−am2�k �k + n + 1

2k + 1 �.
The correlation functions, defined in the same way but with products of fields in
the integrand and divided by Z are, for n = 2
��i� = ��i�j� = 0, ��̄i�i� = − 2ı(2 − am2)

(1 − am2)(3 − am2) , ��̄0�1� = − 2ı

(1 − am2)(3 − am2) .
For real scalar fields there is a similar story since Bn can be taken with real eigen-
vectors. Then after diagnolising, each integration gives us the square root of an
eigenvalue and hence the square root of the previous Z up to a possibly fractional
power of i. For example, if am

2 << 1 then the theory with real �0,�,�n has
partition function

Z = � ∞
−∞ d�0�d�n−1e ı

�S� = (2⇡ı�)n
2√

Dn

.
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where �i = �(i). Here the metric coe�cient ai = a(i) has inverse mass-square
dimension and e↵ectively scales the mass term, while the metric ratio ‘di↵erence’ ⇢
comes into the kinetic term. We take ��2 in the action (not −�) in order to have
a time-like (positive sign) double di↵erential for the wave equation in the constant
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on a 1D lattice. We study this case for reference (it can be treated in several well-
known ways). In fact, the analysis for the quantum theory is identical to that for
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example, if we consider compact suppport then
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then the action reduces to
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where Bn is the sun+1 Cartan matrix. Then
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.

Here � is a dimensionless coupling constant since our model is more like a 2D
model with the scalar field dimensionless, and the functional integral only makes
sense after perturbation of Bn by ı✏, ✏ > 0, to give the result shown with

(4.1) Dn = det(Bn − am2) = n�
k=0
�−am2�k �k + n + 1

2k + 1 �.
The correlation functions, defined in the same way but with products of fields in
the integrand and divided by Z are, for n = 2
��i� = ��i�j� = 0, ��̄i�i� = − 2ı(2 − am2)

(1 − am2)(3 − am2) , ��̄0�1� = − 2ı

(1 − am2)(3 − am2) .
For real scalar fields there is a similar story since Bn can be taken with real eigen-
vectors. Then after diagnolising, each integration gives us the square root of an
eigenvalue and hence the square root of the previous Z up to a possibly fractional
power of i. For example, if am

2 << 1 then the theory with real �0,�,�n has
partition function

Z = � ∞
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where �Z is the usual discrete Laplacian or double-di↵erential on Z as in (3.9).
With the same measure µ = a as before, we have action
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where �i = �(i). Here the metric coe�cient ai = a(i) has inverse mass-square
dimension and e↵ectively scales the mass term, while the metric ratio ‘di↵erence’ ⇢
comes into the kinetic term. We take ��2 in the action (not −�) in order to have
a time-like (positive sign) double di↵erential for the wave equation in the constant
metric continuum limit and the standard normalisation.

4.1. For constant metrics. For a constant metric ⇢ = 1 and we reduce to the
standard discrete wave equation and action

(1
a
�Z +m2)� = 0, S� = −1

2
� �̄(�Z + am2)�

on a 1D lattice. We study this case for reference (it can be treated in several well-
known ways). In fact, the analysis for the quantum theory is identical to that for
⇢ in the preceding section but now � is not limited to positive real values. For
example, if we consider compact suppport then

� = (�,0,0,�0,�,�n−1,0,0,�)
then the action reduces to

S� = 1

2
��̄Bn� − am2

�̄��
where Bn is the sun+1 Cartan matrix. Then
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�S� = ±(2⇡ı�)n
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.

Here � is a dimensionless coupling constant since our model is more like a 2D
model with the scalar field dimensionless, and the functional integral only makes
sense after perturbation of Bn by ı✏, ✏ > 0, to give the result shown with

(4.1) Dn = det(Bn − am2) = n�
k=0
�−am2�k �k + n + 1

2k + 1 �.
The correlation functions, defined in the same way but with products of fields in
the integrand and divided by Z are, for n = 2
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(1 − am2)(3 − am2) , ��̄0�1� = − 2ı
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For real scalar fields there is a similar story since Bn can be taken with real eigen-
vectors. Then after diagnolising, each integration gives us the square root of an
eigenvalue and hence the square root of the previous Z up to a possibly fractional
power of i. For example, if am
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and dropped a constant term. We work with this quadratic action in practice,
with the underlying bilinear form Bn given by the Cartan matrix of the Lie algebra
sun+1. This and its eigenvalues �j from [10] are

(3.10) Bn =
�������

2 −1 0 0 � 0−1 2 −1 0 � 0⋮ �
0 � 0 −1 2 −1
0 � 0 0 −1 2

�������
, �j = 4 sin2 � ⇡j

2(n + 1)� , j = 1,�, n.

For the functional integral we still need to choose a measure on the field space
and this depends on what we consider our primary variables. If as usual we take
the metric coe�cients a then we need the Jacobean for the change a1,�, an to
⇢0,�,⇢n−1,

J = �@a
@⇢
� = qn+1⇢n0⇢n−11 �⇢n−1 = a0a1�an.

with the range (0,∞) for the ⇢i if all the ai are in this range. The partition function
with measure da1�dan becomes in the new variables

Z = � ∞
0

d⇢0�d⇢n−1 ⇢n0⇢n−11 �⇢n−1e ı
GSg

where we have inserted a dimensionless coupling constant G, the ⇢i also being
dimensionless. If, on the other hand, we consider the ⇢ as the primary fields then
we can omit the ⇢ powers in the measure.

For example, Z without the ⇢i factors converges to Fresnel C and S functions of G
in the simplest case n = 1. We do this with the ri variables (which means dropping
a constant phase in Z) then for n = 1,

Z = � ∞
−1 dr0e

ı
G r

2
0 =
�

G⇡

2

�
�
1

2
+C ��

�
2

G⇡

�
� + i

�
�
1

2
+ S ��

�
2

G⇡

�
�
�
�
�
� ∼ e

⇡ı
4

�
G⇡

4

for large G and twice the same asymptotic form in the other limit G→ 0. For n = 2
we do not have a closed form but one can show similarly that for n = 2,

Z = � ∞
−1 dr0dr1e

ı
G (r20+r21−r0r1) ∼ 1

2

�
G⇡

2
+ ı2⇡G

3
√
3

for large G and again tending to zero for small G. In both cases, if we only integrate
ri from zero then the results would be simpler with the large G asymptotic form
now applying exactly for all G. The integrals with powers of ⇢i generally do not
converge and would need more care to make sense of. We will look at this in detail
in the simpler case of the scalar field in the next section, and come back to the
quantum gravity theory elsewhere; one would need more insight as to the correct
measure and range of integration.

4. Scalar fields on constant and curved edge-symmetric backgrounds

Also associated to the quantum Riemannian geometry in Section 3.2 is a geometric
Laplacian � = ( , )∇d which comes out as

�� = ( , )∇(@+�e+ + @−�e−) = �1
a
+ 1

R−a�@−@+� =
1 +R−⇢

a
@
−
@
+
� = −1 +R−⇢

a
�Z�
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where �Z is the usual discrete Laplacian or double-di↵erential on Z as in (3.9).
With the same measure µ = a as before, we have action
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where �i = �(i). Here the metric coe�cient ai = a(i) has inverse mass-square
dimension and e↵ectively scales the mass term, while the metric ratio ‘di↵erence’ ⇢
comes into the kinetic term. We take ��2 in the action (not −�) in order to have
a time-like (positive sign) double di↵erential for the wave equation in the constant
metric continuum limit and the standard normalisation.

4.1. For constant metrics. For a constant metric ⇢ = 1 and we reduce to the
standard discrete wave equation and action

(1
a
�Z +m2)� = 0, S� = −1

2
� �̄(�Z + am2)�

on a 1D lattice. We study this case for reference (it can be treated in several well-
known ways). In fact, the analysis for the quantum theory is identical to that for
⇢ in the preceding section but now � is not limited to positive real values. For
example, if we consider compact suppport then

� = (�,0,0,�0,�,�n−1,0,0,�)
then the action reduces to

S� = 1

2
��̄Bn� − am2

�̄��
where Bn is the sun+1 Cartan matrix. Then

Z = � ∞
−∞ d�0�d�n−1d�̄0�d�̄n−1e ı

�S� = ±(2⇡ı�)n
Dn

.

Here � is a dimensionless coupling constant since our model is more like a 2D
model with the scalar field dimensionless, and the functional integral only makes
sense after perturbation of Bn by ı✏, ✏ > 0, to give the result shown with

(4.1) Dn = det(Bn − am2) = n�
k=0
�−am2�k �k + n + 1

2k + 1 �.
The correlation functions, defined in the same way but with products of fields in
the integrand and divided by Z are, for n = 2
��i� = ��i�j� = 0, ��̄i�i� = − 2ı(2 − am2)

(1 − am2)(3 − am2) , ��̄0�1� = − 2ı

(1 − am2)(3 − am2) .
For real scalar fields there is a similar story since Bn can be taken with real eigen-
vectors. Then after diagnolising, each integration gives us the square root of an
eigenvalue and hence the square root of the previous Z up to a possibly fractional
power of i. For example, if am

2 << 1 then the theory with real �0,�,�n has
partition function

Z = � ∞
−∞ d�0�d�n−1e ı

�S� = (2⇡ı�)n
2√

Dn

.
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This assumes that am
2 is not an actual eigenvalue of Bn otherwise Dn as its

characteristic polynomial vanishes. For n = 2 the correlators are then −1�2 of
the previous �̄� case. For n = 3,

��2
0� = ��2

2� = ı (1 − am2)(3 − am2)
(2 − am2)(2 − 4am2 + a2m4) , ��2

1� = ı 2 − am2

2 − 4am2 + a2m4
,

��0�1� = ��1�2� = ı

2 − 4am2 + a2m4
, ��0�2� = ı

(2 − am2)(2 − 4am2 + a2m4) .
The general pattern in the �0,�,�n−1 theory for correlation functions appears to
be

��i�j� = ��j�i� = ıDiDn−1−j
Dn

, i ≤ j.
This has been verified for all small n (rather than writing out a formal proof). We
now consider the limit n →∞ and to do this we note that Di can be summed and
the resulting expression makes sense for all i including non-integer and negative
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QUANTUM RIEMANNIAN GEOMETRY AND SCALAR FIELDS ON THE INTEGER LINE 13

the correlation from near one boundary to the other. By contrast, the correlators
diverges between two fields in the bulk for example

��2
n−1
2
� = ıD

2
n−1
2

Dn

= ı tan(x(n+12 ))
sin(x) → ı∞

in the same double limit.

(ii) Discrete phase am
2 > 4. In this case we let y > 0 be defined by either of

2−am2∓�am2 (am2 − 4) = −2e±y; 2 sinh(y) =�am2(am2 − 4), 2 cosh(y) = am2−2.
One then finds similarly that

Di = (−1)i sinh(y(i + 1))
sinh(y)

so that
�ZD = −2(1 + cosh(y))D = −am2

D

as before, which had to happen since we recover at integer values the same Dn as
in (4.1). We similarly have (4.2) again since DiDn−2−i −Di+1Dn−1−i = −Dn holds.

This time all correlators are finite as n→∞. Indeed, for large i we have

Di ∼ (−1)i e
y(i+1)

2 sinh(y) , ��i�j� ∼ −ı(−1)i−j e
y�(i−j)�

2 sinh(y)
For example, at the midpoint when n is odd and n→∞,

��2
n−1
2
� = −ı tanh(y(n+12 ))

2 sinh(y) → − ı

2 sinh(y) .
Note that the physics of this phase of the theory is less clear since the eigenvalues
of Bn from (3.10) are bounded by 4 so the classical theory restricted to �0,�,�n−1
has no solutions to the wave equation for am2 > 4 (there are no on-shell particles).
However, the functional integrals still make sense as above.

4.2. Plane waves. We continue with the constant metric in the continuum phase
where am

2 < 4. Here classical real plane wave solutions of the Klein-Gordon equa-
tion �

2 � =m2
� or �Z� = −am2

� are of the form

(4.3) �(j) = ↵e−ım0j
√
a + ↵̄eım0j

√
a

where Z is considered as the time direction sampled at times tj = j√a (as a 1 + 0-
dimensional scalar field theory) and

sin�m0
√
a

2
� = m

√
a

2
, 0 <m0 < ⇡√

a
.

Comparing with our previous sin2(x2 ) = (1 − cos(x))�2 = am2�4 we see that m0 =
x
√
a in terms of our previous parameter x.

Here m,m0 are continuous; if we restrict to modes with support i = 0,�, n − 1
then we have noted (3.10) that the eigenvalues are similar but with m0 quantised.
Namely the real plane waves that vanish at i = −1, n have a basis

�
(k)(j) = sin(m(k)0

√
a(j + 1)); k = 1,�, n; m

(k)
0 = ⇡k√

a(n + 1) , m
(k) = 2√

a
sin( ⇡k

2(n + 1)).
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These can be viewed as particular solutions on Z as in (4.3) with ↵ = ıe−ım0
√
a�2

or viewed as extended by zero outside of i = 0,�, n − 1 in view of the vanishing
boundary conditions at i = −1, n, which is our previous point of view. The function
D(i) = Di is exactly one of these basis functions whenever m = m

(k) for some
k = 1,�, n, which is equivalent to x = x(k) = ⇡k�(n + 1) for some k. Note that in
the preceding section we exactly avoided these mass values as they are the ones
where Dn vanishes. The correlation functions diverge for these special values of m
for the this reason, for example the n = 2 correlators displayed above have poles at
a
√
m = 1,√3.

Back with generic am
2, we close with a comparison with the conventional Hamil-

tonian quantisation of �(j) in the free field case. Here

(4.4) �(j) = Ae
−ım0j

√
a +A†

e
ım0j

√
a = eıHj

√
a�(0)e−ıHj

√
a; �(0) = A +A†

where [A,A
†] = 1 and H = m0(A†

A + 1
2) is the free particle Hamiltonian. The

vacuum state has A�0� = 0 and �n� ∝ A
†n�0� is the n-particle state (normalised to

unit norm). Then the correlation functions from this approach are the time ordered
products

�0�T�(i)�(j)�0� = �0�T�(j)�(i)�0� = �0�Ae−ım0i
√
a
A

†
e
ım0j

√
a�0� = eım0(j−i)√a; i < j

where T denotes to put fields at earlier times to the left. Hence

�0�T�(i)�(j)�0� = eıx�i−j�
so for all i, j. Compered to our functional integral computation, if we had Di ∝
e
ıx(i+1) as a complex solution of the discrete wave equation instead of its imaginary
part ı sin(x(i+1)) then the correlation would have been exactly this ��i�j� = eıx�i−j�.
Hence our previous functional integral calculations are seeing just the imaginary
part of the correlator for the full theory. This is due to the boundary conditions
�(−1) = �(n) = 0 imposed in the restricted functional integration whereby �

(k) were
a basis of eigenvectors of Bn underlying the Gaussian integration, i.e. losing the
cosine modes. For the full functional integration on Z one would need to consider
the full solutions (4.3) as a basis for diagonalisation of the underlying bilinear
form, with mass parameter now a continuous variable labelling the eigenvectors
(more precisely, with x = m0

√
a only relevant mod 2⇡, i.e. a circle for the energy-

momentum).

4.3. For curved background metrics. After our warm up with scalar field the-
ory on a restricted constant-metric lattice line, we now consider a general metric
and the unrestricted scalar field theory over Z. The general scalar wave equation

�

2
� =m2

�; (1 + ⇢i−1)(2�i − �i+1 − �i−1) = 2aim2
�i

in the explicit form, and we rewrite the latter as

(4.5) �i = 2(1 − ci−1m2)�i−1 − �i−2; ci = ai−1ai
ai−1 + ai

for coe�cients ci determined by the metric. Next, as in Section 3.3, we suppose
that the metric lengths ai = a are constant for i ≤ 0 and that ⇢i = 1 for i outside the
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√
a�2

or viewed as extended by zero outside of i = 0,�, n − 1 in view of the vanishing
boundary conditions at i = −1, n, which is our previous point of view. The function
D(i) = Di is exactly one of these basis functions whenever m = m

(k) for some
k = 1,�, n, which is equivalent to x = x(k) = ⇡k�(n + 1) for some k. Note that in
the preceding section we exactly avoided these mass values as they are the ones
where Dn vanishes. The correlation functions diverge for these special values of m
for the this reason, for example the n = 2 correlators displayed above have poles at
a
√
m = 1,√3.

Back with generic am
2, we close with a comparison with the conventional Hamil-

tonian quantisation of �(j) in the free field case. Here

(4.4) �(j) = Ae
−ım0j

√
a +A†

e
ım0j

√
a = eıHj

√
a�(0)e−ıHj

√
a; �(0) = A +A†

where [A,A
†] = 1 and H = m0(A†

A + 1
2) is the free particle Hamiltonian. The

vacuum state has A�0� = 0 and �n� ∝ A
†n�0� is the n-particle state (normalised to

unit norm). Then the correlation functions from this approach are the time ordered
products

�0�T�(i)�(j)�0� = �0�T�(j)�(i)�0� = �0�Ae−ım0i
√
a
A

†
e
ım0j

√
a�0� = eım0(j−i)√a; i < j

where T denotes to put fields at earlier times to the left. Hence

�0�T�(i)�(j)�0� = eıx�i−j�
so for all i, j. Compered to our functional integral computation, if we had Di ∝
e
ıx(i+1) as a complex solution of the discrete wave equation instead of its imaginary
part ı sin(x(i+1)) then the correlation would have been exactly this ��i�j� = eıx�i−j�.
Hence our previous functional integral calculations are seeing just the imaginary
part of the correlator for the full theory. This is due to the boundary conditions
�(−1) = �(n) = 0 imposed in the restricted functional integration whereby �

(k) were
a basis of eigenvectors of Bn underlying the Gaussian integration, i.e. losing the
cosine modes. For the full functional integration on Z one would need to consider
the full solutions (4.3) as a basis for diagonalisation of the underlying bilinear
form, with mass parameter now a continuous variable labelling the eigenvectors
(more precisely, with x = m0

√
a only relevant mod 2⇡, i.e. a circle for the energy-

momentum).

4.3. For curved background metrics. After our warm up with scalar field the-
ory on a restricted constant-metric lattice line, we now consider a general metric
and the unrestricted scalar field theory over Z. The general scalar wave equation
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range 0,�, n− 1. The constant metric at later times is then ai = a⇢0�⇢n−1 = b, say,
for all i ≥ n. In this case

ci≤0 = a

2
, c1 = aa1

a + a1 , c2 = a1a2

a1 + a2 , � cn = an−1b
an−1 + b , ci≥n+1 = b

2

Now consider a plane wave (4.3) for large negative i with ↵ = ↵
in, say and mass

m (so with e↵ective mass m0 or its dimensionless version x = m0
√
a such that

4 sin2(x�2) = am2). This solves the wave equation for constant metric a up to and
including

�i≤0 = ↵in
e
−ıxi + ↵̄in

e
ıxi

, �0 = ↵in + ↵̄in
, �−1 = ↵in

q + ↵̄in
q
−1; q = eıx = eım0

√
a

We then continue to evolve �i through the finite number of steps to �n−1 according
(4.5) from which we see that �1 is still governed by the initial wave equation, so

�1 = ↵in
q
−1 + ↵̄in

q,

while �2 starts to depart according to the value of c1. Similarly cn a↵ects �n+1
while �i, i ≥ n+ 2 obeys the constant plane wave equation �i = (2− bm2)�i−1 −�i−2
with initial values determined by �n+1 and its preceding �n. Thus, setting y > 0 in
the same manner from bm

2 as we previously defined x from am
2 (so 4 sin2(y2 ) = bm2

etc.) and p = eıy, we match �i for i ≥ n to an outgoing wave of the form

�i≥n = ↵out
e
−ıy(i−n−1) + ↵̄out

e
ıy(i−n−1); ↵

out + ↵̄out = �n+1, ↵
out

p + ↵̄out
p
−1 = �n.

This is solved by

↵
out = �n+1 − p�n

1 − p2 .

We will focus on the case of the metric having a single step from ai = a for i ≤ 0 to
ai = b for i ≥ 1, i.e. n = 1 and

ci≤0 = a

2
, c1 = ab

(a + b) , ci≥2 = b

2
.

Then

�2 = ��1 − �0 = ↵in �q−1� − 1� + ↵̄in (q� − 1) ; � = 2�1 − abm
2

a + b � .
and for i ≥ 3 we have the outgoing wave equation �i = (2 − bm2)�i−1 − �i−2 so we
match these to an outgoing wave

�i = ↵out
e
−ıy(i−2) + ↵̄out

e
ıy(i−2)

requiring
↵
out + ↵̄out = �2, ↵

out
p + ↵̄out

p
−1 = �1

and solved by

(4.6) ↵
out = 1

1 − p2 �↵in(q−1(� − p) − 1) + ↵̄in(q(� − p) − 1)� .
As a check, when b = a, this eventually collapses to ↵

out = q
−2
↵
in (noting that

� = q + q−1 and p = q in this case), which given the two steps di↵erence in starting
point amounts to the in and out waves coinciding in this case. This constructs the
general solution �(j) of the wave equation on the curved background, parametrised
in two ways. The solutions has an incoming wave, parametrised by ↵

in, a short
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Suppose normalised incoming plane wave with                                                                

Solve the wave equation through i = 0, · · · , n

Match to normalised outgoing plane wave with sin(
y

2
) =

m
p
b

2

sin(
x

2
) =

m
p
a

2

�in(i) =
eıxip
sin(x)

; i  1
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interaction region, and an outgoing wave parametrised by ↵
out. We can use either

parametrisation of a given solution, the two being related by (4.7) in our example.

Although this is the picture we want, we still have to normalise our in and out
plane waves. Normally, this is done by means of a sesquilinear inner product so
that (�in,�in) = 1 = −(�̄in, �̄in) and (�in, �̄in) = 0 and the same for �out, where ( , )
is defined by a current that is conserved during evolution. In our case we do not
yet have an understanding of conserved charges in noncommutative geometry and
instead we choose a normalisation in a manner which will be justified shortly but
which we might guess since the current classically has a derivative and/or by noting
the normalisation of the Di in the continuum phase in the boxed scalar quantum
theory. Namely the correctly normalised plane incoming plane wave we propose is

�in(j) = e
ıxj�

sin(x) , j ≤ 1
We proceed in the same way as above and write our previous solution as

� = ain�̄in + āin�in

where a
in =�sin(x)↵in is normalised so as to compensate. At large i we have the

same form as � evolves through the region of gravitational interaction but �in is no
longer of the plane wave form. Similarly we normalise the outgoing waves as

�out(j) = e
ıy(j−n−1)�
sin(y) , j ≥ n

but which looks di↵erent for j < n as needed to obtain the same solution as before
but now expressed as

� = aout�̄out + āout�out

where aout =�sin(y)↵out compared to our previous analysis. For our example, our
previous calculation (4.6) now becomes

(4.7) a
out = 1�−(q − q−1)(p − p−1) �ain(q−1(� − p) − 1) + āin(q(� − p) − 1)� .

This has the form a
out = ainf + āing or the Bogoliubov transformations

�in = f̄�out + g�̄out, �out = f̄�in − g�̄in

from another point of view, with �f �2 − �g� = 1 as an expression of unitarity. This
last equation fixed the relative normalisation of our plane waves and justifies our
choice.

Next, in view of our comments on the Hamiltonian quantisation for a free particle,
we take for the quantum version a field

� = A�̄in +A†
�in

so that �(j) coincides with (4.4) for i ≤ 1 but normalised by 1��sin(x). This has
an associated vacuum �0 in�. We consider that A

† creates �in from the vacuum.
However, from our later point of view we can write

� = B�̄out +B†
�out
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p
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; i � n

curved wave eqn is



=> full solution has two different parametrizations related by 
Bogoliubov transformation                              or                        
for some

16 SHAHN MAJID

interaction region, and an outgoing wave parametrised by ↵
out. We can use either

parametrisation of a given solution, the two being related by (4.7) in our example.

Although this is the picture we want, we still have to normalise our in and out
plane waves. Normally, this is done by means of a sesquilinear inner product so
that (�in,�in) = 1 = −(�̄in, �̄in) and (�in, �̄in) = 0 and the same for �out, where ( , )
is defined by a current that is conserved during evolution. In our case we do not
yet have an understanding of conserved charges in noncommutative geometry and
instead we choose a normalisation in a manner which will be justified shortly but
which we might guess since the current classically has a derivative and/or by noting
the normalisation of the Di in the continuum phase in the boxed scalar quantum
theory. Namely the correctly normalised plane incoming plane wave we propose is

�in(j) = e
ıxj�

sin(x) , j ≤ 1
We proceed in the same way as above and write our previous solution as

� = ain�̄in + āin�in
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f, g 2 C; |f |2 � |g|2 = 1
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where a
in =�sin(x)↵in is normalised so as to compensate. At large i we have the

same form as � evolves through the region of gravitational interaction but �in is no
longer of the plane wave form. Similarly we normalise the outgoing waves as

�out(j) = e
ıy(j−n−1)�
sin(y) , j ≥ n

but which looks di↵erent for j < n as needed to obtain the same solution as before
but now expressed as

� = aout�̄out + āout�out
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� = B�̄out +B†
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Assume the corresponding quantum fields with 
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where [B,B
†] = 1 is another quantum harmonic oscillator. This has a similar form

as our quantum free field for j ≥ n, namely
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√
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There is a vacuum �0 out� and Hout = y√

b
(B†

B + 1
2).

We now make the standard but plausible assumption that if aout = ainf + aing for
some functions f, g then the two descriptions are related at the quantum level by
B = Af + A†

g. Moreover, if we consider the initial vacuum state �0 in� then the
point of view of the later time it has occupancy number

�N� = �0 in�B†
B�0 in� = �0 in�AḡA

†
g�0 in� = �0 in��g�2AA

†�0 in� = �g�2
by the defining properties of �0 in� and the [A,A

†] = 1 relation. For our example,
we have

(4.8) B = 1�−(q − q−1)(p − p−1) �A(q−1(� − p) − 1) +A†(q(� − p) − 1)�
and hence the initial vacuum state from the point of view of the later time has
occupancy number

�N� = − �q(� − p) − 1�2
(q − q−1)(p − p−1) = −

1

(q − q−1)(p − p−1)(2 + �2 − �(p + p−1 + q + q−1) + pq + p−1q−1)
= 1

4 sin(x) sin(y)(2 + �2 − �(2 cos(x) + 2 cos(y)) + 2 cos(x + y))
= 1�

ab(4 − am2)(4 − bm2) �−
2a2bm2(a − b)
(a + b)2 + abm

2(a − 3b)
2(a + b) − 1

2

�
ab (4 − am2) (4 − bm2) + a + b�

which one can check vanishes when a = b. If we let ⇢ = b�a for the fractional change
in the metric at the step then

�N� = 1�
⇢(4 − am2)(4 − am2⇢) �1 + ⇢ −

am
2
⇢(3 − 2⇢ + 3⇢2)
2(⇢ + 1)2 − 1

2

�
⇢ (4 − am2) (4 − am2⇢)�

where ⇢ reflects the curvature at the step and a is the initial metric square length
and the mass m determines the input wave frequency. For reference, the Ricci
scalar curvature in our model from (3.8) is

S(0) = − 1

2a⇢
(⇢ − 1) = −S(2), S(1) = 1

2a⇢2
(⇢ + 1)(⇢ − 1)2

and zero elsewhere. For a step up in metric, this oscillates in the pattern ...−+− ...,
although the reader should recall that our definition of Ricci scalar is −1�2 of the
usual one in the continuum limit. We see that in the continuum limit of our
calculation,

lim
a→0
�N� = (1 −√⇢)2

4
√
⇢

which is necessarily independent of the frequency or mass of the input wave as
am

2 enter together. Meanwhile in this limit, the jump in the metric becomes a
discontinuity and the curvature diverges at the point of discontinuity. Note that

QUANTUM RIEMANNIAN GEOMETRY AND SCALAR FIELDS ON THE INTEGER LINE 17

where [B,B
†] = 1 is another quantum harmonic oscillator. This has a similar form

as our quantum free field for j ≥ n, namely

�(j) = Be
−ıy(j−n−1)�
sin(y) +B† e

ıy(j−n−1)�
sin(y) = eıHoutj

√
b�(n+1)e−ıHoutj

√
b
, �(n+1) = B +B†�

sin(y) .
There is a vacuum �0 out� and Hout = y√

b
(B†

B + 1
2).

We now make the standard but plausible assumption that if aout = ainf + aing for
some functions f, g then the two descriptions are related at the quantum level by
B = Af + A†

g. Moreover, if we consider the initial vacuum state �0 in� then the
point of view of the later time it has occupancy number

�N� = �0 in�B†
B�0 in� = �0 in�AḡA
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†
g�0 in� = �0 in��g�2AA

†�0 in� = �g�2
by the defining properties of �0 in� and the [A,A

†] = 1 relation. For our example,
we have

(4.8) B = 1�−(q − q−1)(p − p−1) �A(q−1(� − p) − 1) +A†(q(� − p) − 1)�
and hence the initial vacuum state from the point of view of the later time has
occupancy number

�N� = − �q(� − p) − 1�2
(q − q−1)(p − p−1) = −

1

(q − q−1)(p − p−1)(2 + �2 − �(p + p−1 + q + q−1) + pq + p−1q−1)
= 1

4 sin(x) sin(y)(2 + �2 − �(2 cos(x) + 2 cos(y)) + 2 cos(x + y))
= 1�

ab(4 − am2)(4 − bm2) �−
2a2bm2(a − b)
(a + b)2 + abm

2(a − 3b)
2(a + b) − 1

2

�
ab (4 − am2) (4 − bm2) + a + b�

which one can check vanishes when a = b. If we let ⇢ = b�a for the fractional change
in the metric at the step then

�N� = 1�
⇢(4 − am2)(4 − am2⇢) �1 + ⇢ −

am
2
⇢(3 − 2⇢ + 3⇢2)
2(⇢ + 1)2 − 1

2

�
⇢ (4 − am2) (4 − am2⇢)�

where ⇢ reflects the curvature at the step and a is the initial metric square length
and the mass m determines the input wave frequency. For reference, the Ricci
scalar curvature in our model from (3.8) is

S(0) = − 1

2a⇢
(⇢ − 1) = −S(2), S(1) = 1

2a⇢2
(⇢ + 1)(⇢ − 1)2

and zero elsewhere. For a step up in metric, this oscillates in the pattern ...−+− ...,
although the reader should recall that our definition of Ricci scalar is −1�2 of the
usual one in the continuum limit. We see that in the continuum limit of our
calculation,

lim
a→0
�N� = (1 −√⇢)2

4
√
⇢

which is necessarily independent of the frequency or mass of the input wave as
am

2 enter together. Meanwhile in this limit, the jump in the metric becomes a
discontinuity and the curvature diverges at the point of discontinuity. Note that

   and               ,                             , vacuum           and           

QUANTUM RIEMANNIAN GEOMETRY AND SCALAR FIELDS ON THE INTEGER LINE 17

where [B,B
†] = 1 is another quantum harmonic oscillator. This has a similar form

as our quantum free field for j ≥ n, namely

�(j) = Be
−ıy(j−n−1)�
sin(y) +B† e

ıy(j−n−1)�
sin(y) = eıHoutj

√
b�(n+1)e−ıHoutj

√
b
, �(n+1) = B +B†�

sin(y) .
There is a vacuum �0 out� and Hout = y√

b
(B†

B + 1
2).

We now make the standard but plausible assumption that if aout = ainf + aing for
some functions f, g then the two descriptions are related at the quantum level by
B = Af + A†

g. Moreover, if we consider the initial vacuum state �0 in� then the
point of view of the later time it has occupancy number

�N� = �0 in�B†
B�0 in� = �0 in�AḡA
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=>        from the point of view of later time has occupation number
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interaction region, and an outgoing wave parametrised by ↵
out. We can use either

parametrisation of a given solution, the two being related by (4.7) in our example.

Although this is the picture we want, we still have to normalise our in and out
plane waves. Normally, this is done by means of a sesquilinear inner product so
that (�in,�in) = 1 = −(�̄in, �̄in) and (�in, �̄in) = 0 and the same for �out, where ( , )
is defined by a current that is conserved during evolution. In our case we do not
yet have an understanding of conserved charges in noncommutative geometry and
instead we choose a normalisation in a manner which will be justified shortly but
which we might guess since the current classically has a derivative and/or by noting
the normalisation of the Di in the continuum phase in the boxed scalar quantum
theory. Namely the correctly normalised plane incoming plane wave we propose is

�in(j) = e
ıxj�

sin(x) , j ≤ 1
We proceed in the same way as above and write our previous solution as

� = ain�̄in + āin�in

where a
in =�sin(x)↵in is normalised so as to compensate. At large i we have the

same form as � evolves through the region of gravitational interaction but �in is no
longer of the plane wave form. Similarly we normalise the outgoing waves as

�out(j) = e
ıy(j−n−1)�
sin(y) , j ≥ n

but which looks di↵erent for j < n as needed to obtain the same solution as before
but now expressed as

� = aout�̄out + āout�out

where aout =�sin(y)↵out compared to our previous analysis. For our example, our
previous calculation (4.6) now becomes

(4.7) a
out = 1�−(q − q−1)(p − p−1) �ain(q−1(� − p) − 1) + āin(q(� − p) − 1)� .

This has the form a
out = ainf + āing or the Bogoliubov transformations

�in = f̄�out + g�̄out, �out = f̄�in − g�̄in

from another point of view, with �f �2 − �g� = 1 as an expression of unitarity. This
last equation fixed the relative normalisation of our plane waves and justifies our
choice.

Next, in view of our comments on the Hamiltonian quantisation for a free particle,
we take for the quantum version a field

� = A�̄in +A†
�in

so that �(j) coincides with (4.4) for i ≤ 1 but normalised by 1��sin(x). This has
an associated vacuum �0 in�. We consider that A

† creates �in from the vacuum.
However, from our later point of view we can write

� = B�̄out +B†
�out
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so that �(j) coincides with (4.4) for i ≤ 1 but normalised by 1��sin(x). This has
an associated vacuum �0 in�. We consider that A

† creates �in from the vacuum.
However, from our later point of view we can write

� = B�̄out +B†
�out

QUANTUM RIEMANNIAN GEOMETRY AND SCALAR FIELDS ON THE INTEGER LINE 17

where [B,B
†] = 1 is another quantum harmonic oscillator. This has a similar form

as our quantum free field for j ≥ n, namely

�(j) = Be
−ıy(j−n−1)�
sin(y) +B† e

ıy(j−n−1)�
sin(y) = eıHoutj

√
b�(n+1)e−ıHoutj

√
b
, �(n+1) = B +B†�

sin(y) .
There is a vacuum �0 out� and Hout = y√

b
(B†

B + 1
2).

We now make the standard but plausible assumption that if aout = ainf + aing for
some functions f, g then the two descriptions are related at the quantum level by
B = Af + A†

g. Moreover, if we consider the initial vacuum state �0 in� then the
point of view of the later time it has occupancy number

�N� = �0 in�B†
B�0 in� = �0 in�AḡA

†
g�0 in� = �0 in��g�2AA

†�0 in� = �g�2
by the defining properties of �0 in� and the [A,A

†] = 1 relation. For our example,
we have

(4.8) B = 1�−(q − q−1)(p − p−1) �A(q−1(� − p) − 1) +A†(q(� − p) − 1)�
and hence the initial vacuum state from the point of view of the later time has
occupancy number

�N� = − �q(� − p) − 1�2
(q − q−1)(p − p−1) = −

1

(q − q−1)(p − p−1)(2 + �2 − �(p + p−1 + q + q−1) + pq + p−1q−1)
= 1

4 sin(x) sin(y)(2 + �2 − �(2 cos(x) + 2 cos(y)) + 2 cos(x + y))
= 1�

ab(4 − am2)(4 − bm2) �−
2a2bm2(a − b)
(a + b)2 + abm

2(a − 3b)
2(a + b) − 1

2

�
ab (4 − am2) (4 − bm2) + a + b�

which one can check vanishes when a = b. If we let ⇢ = b�a for the fractional change
in the metric at the step then

�N� = 1�
⇢(4 − am2)(4 − am2⇢) �1 + ⇢ −

am
2
⇢(3 − 2⇢ + 3⇢2)
2(⇢ + 1)2 − 1

2

�
⇢ (4 − am2) (4 − am2⇢)�

where ⇢ reflects the curvature at the step and a is the initial metric square length
and the mass m determines the input wave frequency. For reference, the Ricci
scalar curvature in our model from (3.8) is

S(0) = − 1

2a⇢
(⇢ − 1) = −S(2), S(1) = 1

2a⇢2
(⇢ + 1)(⇢ − 1)2

and zero elsewhere. For a step up in metric, this oscillates in the pattern ...−+− ...,
although the reader should recall that our definition of Ricci scalar is −1�2 of the
usual one in the continuum limit. We see that in the continuum limit of our
calculation,

lim
a→0
�N� = (1 −√⇢)2

4
√
⇢

which is necessarily independent of the frequency or mass of the input wave as
am

2 enter together. Meanwhile in this limit, the jump in the metric becomes a
discontinuity and the curvature diverges at the point of discontinuity. Note that

in continuum limit              (not thermal) a ! 0

q = eıx, p = eıy
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range 0,�, n− 1. The constant metric at later times is then ai = a⇢0�⇢n−1 = b, say,
for all i ≥ n. In this case

ci≤0 = a

2
, c1 = aa1

a + a1 , c2 = a1a2

a1 + a2 , � cn = an−1b
an−1 + b , ci≥n+1 = b

2

Now consider a plane wave (4.3) for large negative i with ↵ = ↵
in, say and mass

m (so with e↵ective mass m0 or its dimensionless version x = m0
√
a such that

4 sin2(x�2) = am2). This solves the wave equation for constant metric a up to and
including

�i≤0 = ↵in
e
−ıxi + ↵̄in

e
ıxi

, �0 = ↵in + ↵̄in
, �−1 = ↵in

q + ↵̄in
q
−1; q = eıx = eım0

√
a

We then continue to evolve �i through the finite number of steps to �n−1 according
(4.5) from which we see that �1 is still governed by the initial wave equation, so

�1 = ↵in
q
−1 + ↵̄in

q,

while �2 starts to depart according to the value of c1. Similarly cn a↵ects �n+1
while �i, i ≥ n+ 2 obeys the constant plane wave equation �i = (2− bm2)�i−1 −�i−2
with initial values determined by �n+1 and its preceding �n. Thus, setting y > 0 in
the same manner from bm

2 as we previously defined x from am
2 (so 4 sin2(y2 ) = bm2

etc.) and p = eıy, we match �i for i ≥ n to an outgoing wave of the form

�i≥n = ↵out
e
−ıy(i−n−1) + ↵̄out

e
ıy(i−n−1); ↵

out + ↵̄out = �n+1, ↵
out

p + ↵̄out
p
−1 = �n.

This is solved by

↵
out = �n+1 − p�n

1 − p2 .

We will focus on the case of the metric having a single step from ai = a for i ≤ 0 to
ai = b for i ≥ 1, i.e. n = 1 and

ci≤0 = a

2
, c1 = ab

(a + b) , ci≥2 = b

2
.

Then

�2 = ��1 − �0 = ↵in �q−1� − 1� + ↵̄in (q� − 1) ; � = 2�1 − abm
2

a + b � .
and for i ≥ 3 we have the outgoing wave equation �i = (2 − bm2)�i−1 − �i−2 so we
match these to an outgoing wave

�i = ↵out
e
−ıy(i−2) + ↵̄out

e
ıy(i−2)

requiring
↵
out + ↵̄out = �2, ↵

out
p + ↵̄out

p
−1 = �1

and solved by

(4.6) ↵
out = 1

1 − p2 �↵in(q−1(� − p) − 1) + ↵̄in(q(� − p) − 1)� .
As a check, when b = a, this eventually collapses to ↵

out = q
−2
↵
in (noting that

� = q + q−1 and p = q in this case), which given the two steps di↵erence in starting
point amounts to the in and out waves coinciding in this case. This constructs the
general solution �(j) of the wave equation on the curved background, parametrised
in two ways. The solutions has an incoming wave, parametrised by ↵

in, a short

ai =

(
a i  0

b i � 1

[A,A†] = 1, |0 ini

= (
p
⇢�p

⇢�1)2/4



6. Conclusions               
For graphs, edge-symmetric metrics are good and seem to allow a QLC, 
typically with a circle parameter - remains to find a general theorem

For square graph we did first quantum gravity computations, in a path 
integral approach & finding a uniform relative uncertainty
- is this connected to cosmological constant?
- remains to study the joint matter-gravity system
- remains to do the Hamiltonian quantisation

�a/hai

For the line graph we found its natural calculus is 2D and a generic 
metric has curvature. 
- we found a natural Einstein-Hilbert action, remains to quantise
- some degree of match between path integral of scalar field and 

Hamiltonian quantisation
- found a frequency-independent Hawking effect; the continuum 

limit sees only the ratio    of out/in metrics⇢

Lots more models!



Appendix: NCRG works over any field k e.g. 
`digital geometry’  (w/ A. Pachol)  arXiv:1807.08492 (math.dg) 

MAJID DQGA Part B2

Algebra Relations dim A dim ⌦1 # metrics # QLCs # Rr = 0 # Ricci = 0
F2Z2 x2 = 0 2 1 2 1 1 1
F2(Z2) x2 = x 2 1 1 1 1 1
F4 x2 = 1 + x 2 1 3 1 1 1

x2 = y2 = xy = 0 3 2 0 - - -
F2(Z3) x2 = x, y2 = y, xy = 0 3 2 1 4 1 3

x2 = x, y2 = xy = 0 3 2 0 - - -
F2Z3 x3 = x + x2 3 2 3 12 1 3

x3 = 0 3 2 0 - - -
F8 x3 = 1 + x2 3 2 7 40 13 18

x2 = x, y2 = yx = 0, xy = y 3 2 0 - - -

Table 1: Number of metrics, connections, flat connections for the di↵erent parallelisable quantum
geometries of algebra dimension  3 over F2, universal ⌦1 and top degree ⌦2. Data from [MP].

regular case where the basis in degree 1 generates the other bases so that ⌦ ⇠= A⌦⇤ for a finite-
dimensional graded algebra ⇤ of basic forms and use the algebra classification for this also. Specifying
at least to ⌦2, torsion and curvature of a connection are defined by Tr = ^r � d : ⌦1 ! ⌦2 and
Rr = (d⌦id � id ^ r)r : ⌦1 ! ⌦2⌦A⌦1. These formulae are just a conversion from usual textbook
definitions involving vector fields in classical Riemannian geometry to a version in terms of the
exterior algebra and phrased in a way that makes sense without assuming commutativity. We are
then ready to classify finite quantum geometries in terms of metrics and QLCs over Fpd with A of
dimension n. To mitigate the risk that there is ‘no much out there’, I have done early reconnaissance
work in the form of a recent preprint [MP] with my former EU Maire-Curie postdoc which covers
n  3 and t  2 (so, 1D or 2D quantum geometries). A summary of results is in Table 1 and shows
an increasingly rich moduli with 9 Ricci-flat but non-flat connections (independent of any lift). All
the interesting ones at this level have A commutative and m = n � 1, which I expect to change
dramatically for n � 4 with an ‘exponential’ growth in number of quantum geometries. For example,
a large number of m = 2 geometries are already known for M2(C) and most of these should work over
F2 to give n = 4 examples. Computationally, the hard part will be to solve for QLCs which, if done
by brute force, requires to try 232 or about 4 billion cases for n = 4. This is not out of range for a
more powerful computer and e�cient coding but we will also look at other strategies. If not enough
QLCs exist then there is a weaker linear notion replacing rg = 0 by (d⌦id � (^⌦id)(id⌦r))g = 0
(‘cotorsion free’) for a weak or WQLC. One strategy will solve this first before solving for a full QLC.
I will compute the Laplacian � = ( , )rd for all viable quantum geometries found.

For Objective 1.3 I will start with the current approach via a lifting i : ⌦2 ! ⌦1⌦⌦1 and [M5, M6]

Ricci = (( , )⌦id)(id⌦i⌦id)(id⌦Rr)g 2 ⌦1⌦A⌦1, S = ( , )Ricci 2 A.

A starting point for Einstein will be Ricci + ↵Sg for suitable ↵ 2 Fpd , which I expect to be model-
dependent and to relate to the ‘quantum dimension’ ( , )(g). I will aim for Einstein=0 for a 2D
quantum geometry and more generally conservation (( , )⌦id)rEinstein = 0 by choice of i, ↵.
Another idea is to define Ricci in terms of the Laplace-Beltrami � on functions and 1-forms (both
of which we have from the QLC) via the equation [d, �]a = Ricci(da) for all a 2 A which holds
classically. The problem is that Ricci defined this way is not manifestly a tensor in the quantum case
and I will try some adaptations. I will also explore the variational definition among those quantum
geometries with a unique QLC in the first instance. For the stress-energy tensor, I will similarly seek
conserved form-based expressions for scalar, and U(1) gauge fields on a quantum geometry. I will
also consider a Hodge * approach, in all cases using the atlas from Objective 1.1 as a test bed.

For Hawking radiation in Objective 1.2, the classical method requires us to have a foliation by
spacelike hypersurfaces so that any function at a surface evolves obeying the wave equation �+m2 = 0
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All digital algebras dim <4 that admit a parallelisable diff calculus 
with top form degree 2.  We see 9 which are Ricci flat but not flat
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Algebra B or F2(Z3) with its only metric gB. The inverse metric, quantum dimen-
sion and Laplacian are

gijB = (!i,!j) = �1 + x x + y
x + y 1 + y � , dimB = 0, � = 0

for all four QLC’s.

Algebra F or F8 = F2[y]�(y3 + y2 + 1) with its four metrics gF.1 − gF.4 which admit
QLCs. The corresponding inverse metrics and quantum dimensions are:

gijF.1 = (!i,!j) = � 0 1 + y + y2
1 + y + y2 1

� , dimF.1 = 1
gijF.2 = (!i,!j) = � 1 1 + y

1 + y 1
� , dimF.2 = 1

gijF.3 = (!i,!j) = � 1 y2

y2 0
� , dimF.3 = 1

gijF.4 = (!i,!j) = �y + y2 1 + y
1 + y 1 + y2� , dimF.4 = 0.

For each metric the Laplacians can be grouped into 3 cases depending on the
connection:

Metric gF.1∇F.1.1,∇F.1.6,∇F.1.9,∇F.1.12: �1 = 0,�y = 0,�y2 = y2, Tr(�) = 1
∇F.1.2,∇F.1.5,∇F.1.7,∇F.1.8: �1 = 0,�y = 0,�y2 = 1 + y + y2, Tr(�) = 1
∇F.1.3,∇F.1.4,∇F.1.10,∇F.1.11: �1 = 0,�y = y2,�y2 = 1, Tr(�) = 0.
Metric gF.2∇F.2.1,∇F.2.2,∇F.2.10,∇F.2.11: �1 = 0,�y = y,�y2 = 0, Tr(�) = 1
∇F.2.4,∇F.2.6,∇F.2.8,∇F.2.9: �1 = 0,�y = 1 + y + y2,�y2 = 0, Tr(�) = 1
∇F.2.3,∇F.2.5,∇F.2.7,∇F.2.12: �1 = 0,�y = y + y2,�y2 = 1 + y + y2, Tr(�) = 0.
Metric gF.3∇F.3.1,∇F.3.4,∇F.3.5,∇F.3.8: �1 = 0,�y =�y2 = y2, Tr(�) = 1
∇F.3.3,∇F.3.6,∇F.3.10,∇F.3.11: �1 = 0,�y =�y2 = y, Tr(�) = 1
∇F.3.2,∇F.3.7,∇F.3.9,∇F.3.12: �1 = 0,�y = 1,�y2 = 1 + y, Tr(�) = 0.
Metric gF.4 (for all ∇F.4.1−F.4.4): � = 0.
We now look at eigenvalues of �. Of course, 1 is always an eigenvector with
eigenvalue 0.

Proposition 4.1. For the n = 3,m = 2 examples above where metrics and QLCs
exist (namely, algebras B,D,F) we have

(i) � = 0 if and only if dim = 0.
(ii) If � ≠ 0 and Tr(�) = 1 then � has one mode with eigenvalue 1 and two with
eigenvalue 0

Common phenomena e.g. in dim 3: 

F2


