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Chapter 1 

Introduction 

1.1. Scope of the Spectroscopic Studies on the Interactions of Biomimetics 

with Biological Macromolecules: 

Studies in dilute solution have yielded essential information about the biophysical properties 

of macromolecules like proteins. However, the cellular milieu is rich in diversity of both 

simple and complex molecules, and also quite crowded. For example, in E. coli, the 

cytoplasm is estimated to contain 300-400 mg mL-1 of proteins, nucleic acids, and various 

small molecules, which can take up to 40% of the total cellular volume [1, 2]. This is called 

the excluded volume effect, where a significant fraction of the intracellular space is 

inaccessible to other macromolecules, as a result, effective concentration, or thermodynamic 

activity, or chemical potential of macromolecules increase by several orders of magnitude, 

and hence the thermodynamic driving force for them to react [3]. Consequently, this altered 

environment has been shown to affect the equilibria and rates of many molecular processes, 

including diffusion [4], association and dissociation [5], protein folding [6, 7] and stability 

[8].  Studying the nature and magnitude of these changes should improve our understanding 

of how biological macromolecules function in their native environments.  

A type of crowding called confinement refers to situations in which macromolecules 

find themselves inside small compartments [2, 9-13]. Such compartments include those 

created by cytoskeletal structures [14, 15] or by the central cage of the chaperonin proteins 

[16-18] inside which newly synthesized proteins can fold, protected from crowding 

enhanced, non-productive aggregation with other folding chains. When considering these 

factors it is reasonable to assume that proteins may experience different energy landscapes 

when folding in vivo than in bulk, and these differences may constitute a significant piece of 

the folding puzzle. Confining proteins or in general biomacromolecules inside artificially 

created hosts is an effective approach for mimicking cellular confinement [19]. Such practice 

facilitates controlled study of various biological phenomena attached with the protein 

function. Currently, considerable efforts are focused on the engineering of molecular 
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systems that mimic functional aspects of cells [20]. A common feature of many cell function 

mimics is the containment of a small, aqueous volume enabling the creation of synthetic 

cell-like systems [21]. Accordingly, folding in nanopores can be a useful caricature of the 

more complex situations that the polypeptide chain encounters under cellular conditions. 

Eggers and Valentine showed that the melting temperature of -lactalbumin increases by 

nearly 30 °C relative to the bulk value on encapsulation in the nanopores of silica glass. Wei 

et al. [22] have developed techniques for encapsulating proteins in mesoporous host 

materials with tunable pore sizes, while Kumar and Chaudhari [23] have immobilized 

proteins in the spaces between two parallel layers of α-zirconium. Very recently, 

confinement-induced stability of helicies in carbon nanotube has been described by the 

interplay of several factors that include protein sequence, solvent conditions, strength of 

nanotube peptide interactions, and the nanotube diameter [24]. There are also many 

experimental and theoretical studies examining how confinement affects the intrinsic 

properties of the protein [25-36]. The common observation from most of these studies is that 

confinement could stabilize the folded state of proteins [8, 13, 37, 38]. However, 

confinement induced destabilization of protein is also realized in literature. Simplified 

coarse-grained bead models using implicit solvent shows that β-hairpin and small protein 

structures are stabilized by moderate confinement and are unexpectedly destabilized in the 

limiting case of overconfinement [39, 40]. Aβ21–30 shows differences in structure and 

dynamics of the decapeptide depending upon the hydrophilic and hydrophobic character of 

the confinement, at the extreme confinement conditions [33]. The idea that confinement may 

shift the equilibrium between two states of a molecule with different shapes was first 

investigated by Minton [41]. Minton [42] found that a molecule that switches between a 

spherical shape and a cubic shape when confined in a cage will have an equilibrium constant 

significantly different from that in bulk solution because the volumes accessible to the two 

shapes are very different. 

Thus the effect of macromolecular confinement on protein structure is quite complex 

and diverse; and despite numerous studies cited above fundamental gapes remain in our 

understanding of the effects of confinement on biomolecular systems. Most importantly, the 

dynamic behavior of various biomimicking systems and the ultrafast dynamics of protein 

molecules in such biologically relevant environment is still worthy in the present literature. 
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In this respect, time-resolved fluorescence spectroscopy is an efficient tool to study such 

ultrafast processes and has been useful in providing data on protein structure and dynamics 

quite efficiently [43-46]. The focus of this thesis is to explore the effect of confinement on 

the structure, dynamics and reactivity of biomolecules using various biomimicking self-

assemblies. The study of dynamic behavior of the biomimicking self-assemblies is also the 

part of our research focus. Surfactant based vesicles [47, 48], microemulsions (MEs) [49, 

50], and various cyclic oligosaccharides [51, 52] etc. have been a convenient choice for 

similar studies and also have been explored here as a biomimicking confinement. In our 

study conventional organic chromophores have been employed to unravel picosecond-

resolved solvation dynamics of water in biomimicking self-assemblies. Within the scope of 

the thesis, we investigate the efficacy of the biomimicking systems as a drug delivery vehicle 

and also as a template for metal nanoparticle (NP) synthesis. In another aspect of our study, 

we examine the role of ultrafast electron transfer (ET) in oxidative redding of green 

fluorescent proteins (GFPs) using femtosecond and picosecond-resolved fluorescence 

spectroscopy. We investigate how hydration and surface charge of the confinement affect 

the ultrafast ET dynamics of riboflavin binding protein (RBP) to the bound cofactor 

riboflavin (Rf, vitamin B2), an important metabolic process, in anionic sodium bis(2-

ethylhexyl) sulfosuccinate (AOT) reverse micelles (RMs) and cationic 

hexadecyltrimethylammonium bromide (CTAB) RMs of various hydrations. Our study also 

addresses the consequence of attachment of a fluoroprobe at the protein surface, in the 

molecular recognition of a model globular protein apomyoglobin (Apo-Mb) by selectively 

small model receptor cyclodextrin (CyD) of various cavity sizes. The experimental tools 

used for studying the dynamical processes involve solvation dynamics, temporal 

fluorescence anisotropy, photoinduced electron transfer (PET), and Förster resonance 

energy transfer (FRET). The different experimental techniques employed for our study 

includes steady-state UV-Vis absorption and fluorescence spectroscopy, picosecond and 

femtosecond-resolved fluorescence spectroscopy, Fourier transform infrared spectroscopy 

(FTIR), Raman spectroscopy, X-ray diffraction (XRD), high-resolution transmission 

electron microscopy (HRTEM), dynamic light scattering (DLS) and circular dichroism (CD) 

spectroscopy etc. 
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1.2. Objective: 

The dynamical coupling between biomolecules and their hydration water is long recognized 

as a major determinant of protein stability [53-55] and macromolecular functions such as 

mediating molecular recognition [43, 56, 57], ligand binding [58, 59] and accelerating 

enzymatic catalysis [60-62]. A thorough knowledge of the water dynamics in biomimicking 

systems can find immense use in modulation of the biomolecular function in cell-like 

environment. Surfactant based MEs are well known biomimicking systems for such studies 

[49, 50]. In one of our studies we have proposed a new ME system from pharmaceutically 

acceptable components tween 80/butyl lactate/isopropyl myristate (IPM)/water [63]. 

Conductivity, viscosity, ultrasonic compressibility and sound velocity measurements have 

been employed to investigate the gradual changes occurring in the microstructure of the MEs 

with increasing water content. The picosecond-resolved solvation dynamics of the probe 4-

(dicyanomethylene)-2-methyl-6-(p-dimethylaminostyryl)-4H-pyran (DCM) has been 

successfully applied to study the solvent relaxation dynamics of water in such altered 

environments, with changing structural transition of the biomimicking MEs, at various water 

surfactant concentrations. 

Vesicles have considerable structural similarity with biological membranes and serve 

as an excellent mimic to cellular confinement [64]. The interaction of various model drugs 

and biologically relevant small molecules with various biomimetic systems could prolong 

our understanding on the characteristics of biological macromolecules in real cellular 

environment. In this respect one of our study explores the structural and dynamical 

characteristics of AOT vesicles using various spectroscopic techniques [65]. Picosecond-

resolved and polarization gated spectroscopy have been used to study the solvation dynamics 

and microviscosity at the surface of the vesicles. Within the scope of the present study we 

have also explored the drug delivery potentiality of AOT vesicles employing in vitro dialysis 

bag method. Our study on biomimetics self-assemblies has been further extended to vesicle 

structures forming in oil continuous media, typically known as reverse vesicle (RV). The 

study of RVs is of great fundamental interest since knowledge about molecular bilayers, 

which play an important role in living cells, can be obtained through a thoroughly new 

viewpoint. In this respect we study the structural and dynamical characteristics of RVs using 
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electron microscopic techniques, including steady-state and time-resolved fluorescence 

spectroscopy [66]. Our study also evaluates RVs to be a template for metal NP synthesis and 

investigates the scattering (surface enhanced Raman scattering, SERS) cross-section of the 

as prepared NP clusters in the RV template, useful for ultrasensitive detection of molecular 

analytes in solution. 

Fluorescent proteins undergoing green to red (G/R) photoconversion have proved to 

be potential tools for investigating dynamic processes in living cells and for photo-

localization nanoscopy [67, 68]. Despite the obvious value of photoconversion of fluorescent 

proteins, key photochemical reaction during light induced G/R photoconversion of 

fluorescent proteins remains unclear. In one of our study using femtosecond and picosecond-

resolved fluorescence spectroscopy, we capture the fast dynamics of the ET process and 

explore the nature of the specific ground and excited states that participate in the ET process 

leading to the photoconversion of GFP [69]. 

ET is crucial to life and is ubiquitous in enzymatic catalysis [70-72], especially in 

enzymes with redox reactions [73]. Flavoproteins with flavin chromophores are examples 

of such enzymes and are involved in various catalytic processes [74, 75]. The understanding 

of ET reaction dynamics of flavins in proteins and their redox reactions in cell-like 

confinement is crucial to the enzyme function. In one of our study, we investigate the effect 

of confinement on the ultrafast ET dynamics of RBP to the bound cofactor Rf, an important 

metabolic process, in anionic AOT-RMs of various hydrations [76]. In addition to excluded 

volume effect, various nonspecific interactions like ionic charge of the confining surface can 

influence the biochemical reactions in the confined environment of the cell. To this end, we 

have studied the ET dynamics of RBP-Rf complex under the confinement of a cationic 

CTAB-RMs with similar water pool size to the anionic AOT-RMs, towards simulating equal 

restricted volume effect. 

Visualization of the in vitro complex cellular processes involving proteins requires 

the use of spectroscopically distinguishable fluorescent reporters often realized by labelling 

of the protein. In one of our study we address the consequence of attachment of a fluoroprobe 

at the protein surface, in the molecular recognition of a model globular protein Apo-Mb by 

selectively small model receptor CyD [77]. A detailed study using both steady-state and 
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picosecond-resolved fluorescence spectroscopy well illustrates the molecular recognition of 

the protein depending on the hydrophobic cavity size of the synthetic receptor CyD. 

1.3. Summary of the Work Done: 

1.3.1. Structural Characterization and Crucial Ultrafast Dynamical 

Events in Biomimetic Self-assembly: 

1.3.1.1. Microstructure, Morphology and Ultrafast Dynamics of a Novel Edible 

Microemulsion [63]: An edible ME composing of tween 80/butyl lactate/IPM/water has 

been formulated. Pseudo-ternary phase diagram of the system contains a large single 

isotropic region. The phase behavior of the system is also studied at low pH (2.6) and in 

0.9% NaCl solution. Conductivity, viscosity, ultrasonic velocity and compressibility study 

find consistent result in the structural transition (from water in oil (w/o) to bicontinuous and 

from bicontinuous to oil in water (o/w)) behavior of the ME. DLS study reveals the size of 

the MEs. The absorption and steady-state emission spectra of DCM successfully probes the 

polarity of the ME at its solvation shell and shows the efficacy of hosting model drug 

molecules. The rotational anisotropy of the dye has been studied to ascertain the geometrical 

restriction of the probe molecule. Picosecond-resolved fluorescence spectroscopy applies 

well to study the relaxation dynamics of water in the solvation shell of the MEs. The study 

finds strong correlation in the relaxation dynamics of water with the structure of host 

assembly and offers an edible ME system which could act as a potential drug delivery system 

and nontoxic nano-template for other applications. 

1.3.2. Ultrafast Spectroscopic Studies on the Molecular Interaction of 

Biologically Relevant Small Molecules with Biomimetic Self-assembly: 

1.3.2.1. Structural and Dynamical Characterization of Unilamellar AOT Vesicles in 

Aqueous Solutions and their Efficacy as Potential Drug Delivery Vehicle [65]: Aerosol 

OT (AOT) is well known to form nanometre sized aqueous droplets in organic solvents and 

used in several contemporary applications including templates of NP synthesis. However, 

the detailed structural characterization of AOT in aqueous media is relatively less attended. 
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In this study, we have used DLS technique for the structural characterization of AOT in 

aqueous solutions and found to have a monodispersed, unilamellar vesicles (~140 nm 

diameter). The efficacy of the vesicles to host both charged drugs like H258 (2′-(4-

Hydroxyphenyl)-5-(4-Methyl-1-Piperazinyl)-2,5′-Bi-1H-Benzimidazole Trihydrochloride 

Hydrate), EtBr (ethidium bromide) and hydrophobic drug like DCM has also been 

investigated using FRET. Picosecond-resolved and polarization gated spectroscopy have 

been used to study the solvation dynamics and microviscosity at the surface of the 

biomimicking AOT vesicles. We have also performed concentration and temperature 

dependent studies in order to confirm the stability of the vesicles in aqueous phase. The drug 

release profile of the vesicles has been studied through in vitro dialysis method. The study 

explores the hydrogen bonded structure and dynamics at the interface of the AOT vesicle, 

which is similar to the environment around cell. The non-toxic, monodispersed vesicles in 

aqueous media with a noteworthy stability in wide range of AOT concentration and 

temperature, capable of hosting drugs of various natures (both hydrophobic and charged) 

simultaneously for many codelivery applications with controlled drug release profile may 

find its applications in drug delivery. 

1.3.2.2. Nanostructure, Solvation Dynamics and Nanotemplating of Plasmonically 

Active SERS Substrate in Reverse Vesicles [66]: RVs are the organic counterparts to 

vesicles and are spherical containers in oils consisting of an oily core surrounded by reverse 

bilayers with water layers present in between. In this work, we present a facile route for 

forming stable RV from non-toxic surfactants and oil components. The RV formation is 

characterized by DLS, and further confirmed by transmission electron microscopic (TEM) 

techniques. The water channels present in between the bilayers are found to be a potential 

template for inorganic NP synthesis. Both UV-Vis absorption spectroscopy and TEM study 

reveal successful formation of highly clustered silver NPs within the water layers of the RVs. 

XRD analyzes the crystalline nature of the NPs. FTIR spectroscopy shows the signature of 

different kinds of water molecules in between the RV bilayers. The dynamical description 

of the templating water, dictating the controlled formation of the NPs in RV, is well revealed 

in the picosecond-resolved solvation dynamics study of a hydrophilic fluorescence probe 

H258. The rotational anisotropy study successfully describes geometrical restriction of the 

probe molecule in RV. Notably, this study provides the first proof-of-concept data for the 
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ability of RV to be a template of synthesizing metal NPs. The as-prepared NP clusters are 

evaluated to be potential SERS substrate in solution using crystal violet as a model analyte. 

1.3.3. Spectroscopic Studies on the Decisive Ultrafast Dynamical Events in 

Biological Macromolecules: 

1.3.3.1. Light Driven Ultrafast Electron Transfer in Oxidative Redding of Green 

Fluorescent Proteins [69]: Fluorescent proteins undergoing green to red (G/R) 

photoconversion have proved to be potential tools for investigating dynamic processes in 

living cells and for photo-localization nanoscopy. However, the photochemical reaction 

during light induced G/R photoconversion of fluorescent proteins remains unclear. In this 

study, we report the direct observation of ultrafast time-resolved ET during the 

photoexcitation of the fluorescent proteins enhanced GFP (EGFP) and mEos2 in presence 

of electron acceptor, p-benzoquinone (BQ). Our results show that in the excited state, the 

neutral EGFP chromophore accepts electrons from an anionic electron donor, Glu222, and 

G/R photoconversion is facilitated by ET to nearby electron acceptors. By contrast, mEos2 

fails to produce the red emitting state in the presence of BQ; ET depletes the excited state 

configuration en route to the red-emitting fluorophore. These results show that ultrafast ET 

plays a pivotal role in multiple photoconversion mechanisms and provide a method to 

modulate the G/R photoconversion process. 

1.3.4. Ultrafast Spectroscopic Studies on the Electron Transfer Dynamics 

in a Protein Under Nanoscopic Confinement of a Biomimetic Self-

assembly: 

1.3.4.1. Protein-Cofactor Binding and Ultrafast Electron Transfer in Riboflavin 

Binding Protein under the Spatial Confinement of Nanoscopic Reverse Micelles [76]: 

We study the effect of confinement on the ultrafast ET dynamics of RBP to the bound 

cofactor Rf, an important metabolic process, in anionic AOT-RMs of various hydrations. 

Notably, in addition to excluded volume effect, various nonspecific interactions like ionic 

charge of the confining surface can influence the biochemical reactions in the confined 

environment of the cell. To this end, we have also studied the ET dynamics of RBP-Rf 
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complex under the confinement of a cationic CTAB-RMs with similar water pool size to the 

anionic AOT-RMs, towards simulating equal restricted volume effect. It has been found that 

spatial confinement of RBP in AOT-RM of w0 = 10 (w0 = [water]/[surfactant]) leads to loss 

of its tertiary structure and hence vitamin binding capacity. Although, RBP regains its 

binding capacity and tertiary structure in AOT-RMs of w0 ≥ 20 due to its complete hydration, 

the ultrafast ET from RBP to Rf merely occurs in such systems. However, to our surprise 

the ET process is found to occur in CTAB-RMs of similar volume restriction. It is found that 

under the spatial confinement of anionic AOT-RMs, the isoalloxazine ring of Rf is 

improperly placed in the protein nanospace, so that ET between RBP and Rf is not permitted. 

This anomaly in the binding behavior of Rf to RBP in AOT-RMs is believed to be the 

influence of repulsive potential of the anionic AOT-RMs surface to the protein. Our finding 

thus suggests that under similar size restriction both the hydration and surface charge of the 

confining volume could have major implication in the intra-protein ET dynamics in real 

cellular environments. 

1.3.5. Spectroscopic Studies on the Molecular Recognition of a 

Fluorescence-modified Protein by a Model Receptor: 

1.3.5.1. Molecular Recognition of a Model Globular Protein Apomyoglobin by 

Synthetic Receptor Cyclodextrin: Effect of Fluorescence Modification of the Protein 

and Cavity Size of the Receptor in the Interaction [77]: Labelling of proteins with some 

extrinsic probe is unavoidable in molecular biology research. Particularly, spectroscopic 

studies in the optical region, require fluorescence modification of native proteins, by 

attaching polycyclic aromatic fluoroprobe with the proteins under investigation. Our present 

study aims to address the consequence of attachment of a fluoroprobe at the protein surface, 

in the molecular recognition of the protein by selectively small model receptor. A 

spectroscopic study involving Apo-Mb and CyD of various cavity sizes as model globular 

protein and synthetic receptors, respectively, using steady-state and picosecond-resolved 

techniques, is detailed here. A study involving FRET between intrinsic amino acid 

tryptophan (donor) and N, N-dimethyl naphthalene moiety (acceptor) of the extrinsic dansyl 

probes at the surface of Apo-Mb, precisely monitor changes in donor acceptor distance as a 

consequence of interaction of the protein with CyD having different cavity sizes (β and γ 
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variety). Molecular modelling studies on the interaction of tryptophan and dansyl probe with 

-CyD is reported here, and found to be consistent with the experimental observations. In 

order to investigate structural aspects of the interacting protein, we have used CD 

spectroscopy. Temperature dependent CD studies explore the change in secondary structure 

of Apo-Mb in association with CyD, before and after fluorescence modification of the 

protein. Overall, the study well exemplifies approaches to protein recognition by CyD as a 

synthetic receptor and offers a cautionary note on the use of hydrophobic fluorescent labels 

for proteins in biochemical studies involving recognition of molecules. 

1.4. Plan of Thesis: 

The plan of the thesis is as follows: 

Chapter 1: This chapter gives a brief introduction to the scope and motivation behind the 

thesis work. A brief summary of the work done is also included in this chapter. 

Chapter 2: This chapter provides a brief overview of the steady-state and dynamical tools, 

the structural aspects of biologically important systems (proteins, biomimetics etc.) and 

probes used in the experiments. 

Chapter 3: Details of instrumentation, data analysis and experimental procedures have been 

discussed in this chapter. 

Chapter 4: In this chapter ultrafast dynamical events in biomimetic self-assembly has been 

discussed. The structural characterization of the self-assembly is also elaborated. 

Chapter 5: Studies on the molecular interaction of biologically relevant small molecules 

with biomimetic self-assembly has been examined. 

Chapter 6: Decisive ultrafast dynamical events in biological macromolecules has been 

discussed in this chapter. 

Chapter 7: In this chapter ultrafast spectroscopic studies on the electron transfer dynamics 

in a protein under nanoscopic confinement of a self-assembled biomimetics has been 

discussed. 

Chapter 8: Spectroscopic studies on molecular recognition of a fluorescence-modified 

protein by a model receptor is discussed in this chapter. 
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Chapter 2 

An Overview of Experimental Techniques and Systems 

In order to investigate the various processes involved in the course of study on the 

interaction of biomimetics with biological macromolecules, different steady-state and 

dynamical tools have been employed. These include solvation dynamics, fluorescence 

anisotropy, Förster resonance energy transfer (FRET), determination of activation energy 

using Arrhenius theory, excited state proton transfer (ESPT), photoinduced electron 

transfer (PET), surface enhanced Raman scattering (SERS), in vitro drug release study, 

densimetric and acoustic measurements. In this chapter, brief discussions about these tools 

and an overview of various systems used in our studies have been provided. 

2.1. Steady-state and Dynamical Tools: 

2.1.1. Solvation Dynamics: 

2.1.1.1. Theory: Solvation dynamics refer to the process of reorganization of solvent 

dipoles around a dipole created instantaneously or an electron/proton injected suddenly in a 

polar liquid. In order to understand the meaning and scope of solvation dynamics, let us 

first visualize the physical essence of the dynamical process involved for a solute molecule 

in a polar solvent [1-3]. A change in the probe (solute) is made at time t = 0, by an 

excitation pulse, which leads to the creation of a dipole. This dipole gives rise to an 

instantaneous electric field on the solvent molecules. The interaction of permanent dipoles 

of the solvent with the instantaneously created electric field, shifts the free energy 

minimum of the solvent to a non-zero value of the polarization. The solvent motion is 

crucial (Figure 2.1). Since the probe is excited instantaneously (a Franck-Condon transition 

as far as the nuclear degrees of freedom are concerned), the solvent molecules at t = 0 find 

themselves in a relatively high-energy configuration. Subsequently, the solvent molecules 

begin to move and rearrange themselves to reach their new equilibrium positions (Figure 

2.2). The nuclear motion involved can be broadly classified into rotational and 

translational motions. 
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When the solvent is bulk water, rotational motion would also include hindered 

rotation and libration, while translation would include the intermolecular vibration due to 

the extensive hydrogen bonding. The two specific motions, libration and intermolecular 

vibration, are relatively high in frequency and are expected to play a dominant role in the 

initial part of solvation [4]. The molecular motions involved are shown schematically in  

 

 

Figure 2.1. Schematic illustration of solvation of an ion (or dipole) by water. The neighboring 

molecules (numbered 1 and 2) can either rotate or translate to attain the minimum energy 

configuration. On the other hand, distant water molecule 3 can only rotate to attain minimum 

energy configuration. The field is shown as E0. The springs connected to the molecules are meant 

to denote hydrogen bonding. 

 

Figure 2.1, and in Figure 2.3 we show a typical solvation time correlation function. For 

clarity, we approximate the motions responsible for the decay in different regions. 

A simple way to address the dynamics of polar solvation is to start with the 

following expression for the solvation energy, Esolv(t) [5], 

   )t,()(d
2

1
)t(E solv rPrEr 0         (2-1) 
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where E0(r) is the instantaneously created, position-dependent electric field from the ion or 

the dipole of the solute and P(r,t) is the position and time-dependent polarization. 

 

 

Figure 2.2. Schematic representation of the potential energy surfaces involved in solvation 

dynamics showing the water orientational motions along the solvation coordinate together with 

instantaneous polarization P. In the inset we show the change in the potential energy along the 

intramolecular nuclear coordinate. As solvation proceeds the energy of the solute comes down 

giving rise to a red shift in the fluorescence spectrum. Note the instantaneous P, e.g., P(∞), on the 

two connected potentials. 

 

The latter is defined by the following expression, 

P(r,t) =  d ()  (r,,t)                   (2-2) 

where () is the dipole moment vector of a molecule at position r, and  (r,,t) is the 

position, orientation and time-dependent density. Therefore, the time dependence of the 

solvation energy is determined by the time dependence of polarization that is in turn 
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determined by the time dependence of the density. If the perturbation due to the probe on 

dynamics of bulk water is negligible, then the time dependence of polarization is dictated 

by the natural dynamics of the liquid. 

The theoretical analysis of the time-dependent density is usually carried out using a 

molecular hydrodynamic approach that is based on the basic conservation (density, 

 

 

Figure 2.3. (a) A typical solvation time correlation function for water is shown here. The time 

correlation function exhibits three distinct regions: The initial ultrafast decay, an intermediate 

decay of about 200 fs and the last slow decay with time constant of 1 ps. The physical origin of 

each region is indicated on the plot itself; see text. (b) Green’s function G(X, t│X0) for population 

relaxation along the solvation coordinate (X) is plotted against time in femtosecond. In G, X0 is the 

initial position at t = 0. This Figure shows the position and time dependence of the population 

fluorescence intensity. At early times (when the population is at X1) there is ultrafast rise followed 

by an ultrafast decay. At intermediate times (when the population is at X2) there is a rise followed 

by a slow decay as shown by the green line. At long times when the population is nearly relaxed 

(position X3, red line) we see only a rise. 
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momentum and energy) laws and includes the effects of intermolecular (both spatial and 

orientational) correlations. The latter provides the free energy surface on which solvation 

proceeds. The equation of motion of the density involves both orientational and 

translational motions of the solvent molecules. The details of the theoretical development 

are reported in literature [1]; here we shall present a simple physical picture of the observed 

biphasic solvation dynamics. 

Within linear response theory, the solvation correlation function is directly related 

to the solvation energy as, 

 
)(E)0(E

)(E)t(E

E

)t(E)0(E
C(t)

2 







        (2-3) 

where E is the fluctuation of solvation energy from the average, equilibrium value. Note 

that the equality in equation (2-3) indicates the direct relation for the average of the 

fluctuations over the equilibrium distribution (left) and the non-equilibrium function (right) 

which relates to observables; without  E   the correspondence is clear, and  E   is 

rigorously the result of the equilibrium term in the numerator and for normalization in the 

denominator. 

The ultrafast component in the solvation time correlation function (see Figure 

2.3(a)), originates from the initial relaxation in the steep collective solvation potential. The 

collective potential is steep because it involves the total polarization of the system [1, 3]. 

This initial relaxation couples mainly to the hindered rotation (i.e., libration) and the 

hindered translation (i.e., the intermolecular vibration), which are the available high 

frequency modes of the solvent; neither long amplitude rotation nor molecular translation 

are relevant here. The last part in the decay of the solvation correlation function involves 

larger amplitude rotational and translational motions of the nearest neighbor molecules in 

the first solvation shell. In the intermediate time, one gets contributions from the 

moderately damped rotational motions of water molecules. In a sense, with the above 

description one recovers the famous Onsager’s “inverse snow-ball” picture of solvation 

[6]. The slowest time constant is ~1 ps, which is determined by the individual rotational 

and translational motions of the molecules in the “first solvation shell” nearly close to the 
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probe. The femtosecond component is dominated by the high frequency hindered 

rotational and translational (vibration) polarization [7]. 

Figure 2.2 shows a schematic of the solvation potential and the orientational 

motions for the water molecules involved. From the shape of the potential, it can be seen 

that the transient behavior for the population during solvation should be a decay function 

on the blue edge of the spectrum and a rise function on the red edge. These wavelength-

dependent features can be explained nicely within a generalized model of relaxation in 

which a Gaussian wave packet relaxes on a harmonic surface. The relaxation is non-

exponential and a Green’s function can describe the approach of the wave packet along the 

solvation coordinate, X, to its equilibrium value. For the general non-Markovian case it is 

given by [8], 
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where 2X  is the equilibrium mean square fluctuation of the polarization coordinate in 

the excited state surface, C(t) is the solvation correlation function described in equation (2-

3) and X0 is the initial value of the packet on the solvation coordinate. Equation (2-4) 

describes the motion of the wave packet (polarization density) beginning at t = 0 (X0) as a 

delta function and according to the solvation time correlation function. As t∞, C(t)0 

and we recover the standard Gaussian distribution. Initially, (t→0), the exponential is 

large, so the decay is ultrafast, but at long times, the relaxation slows down, ultimately to 

appear as a rise. In Figure 2.3(b), we present calculations of G(X, t│X0) at different 

positions along the solvation coordinate giving decays at X1 and X2, but with different time 

constants, and a rise at X3, as demonstrated experimentally. 

2.1.1.2. Experimental Methods: In order to study solvation stabilization of a probe in an 

environment, a number of fluorescence transients are taken at different wavelengths across 

the emission spectrum of the probe. As described earlier, blue and red ends of the emission 

spectrum are expected to show decay and rise, respectively in the transients. The observed 

fluorescence transients are fitted by using a nonlinear least square fitting procedure to a 

function 
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comprising of convolution of the instrument response function (IRF) (E(t)) with a sum of 

exponentials 
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with pre-exponential factors (Bi), characteristic lifetimes (i) and a background (A). 

Relative concentration in a multi-exponential decay is finally expressed as; 
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The relative contribution of a particular decay component (fn) in the total fluorescence is 

defined as, 
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The quality of the curve fitting is evaluated by reduced chi-square (0.9-1.1) and residual 

data. The purpose of the fitting is to obtain the decays in an analytical form suitable for 

further data analysis. 

To construct time resolved emission spectra (TRES) we follow the technique 

described in references [9, 10]. As described above, the emission intensity decays are 

analyzed in terms of the multi-exponential model, 

                
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where i() are the pre-exponential factors, with i() = 1.0. In this analysis we compute 

a new set of intensity decays, which are normalized so that the time-integrated intensity at 

each wavelength is equal to the steady-state intensity at that wavelength. Considering F() 

to be the steady-state emission spectrum, we calculate a set of H() values using, 
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which for multiexponential analysis becomes, 
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Then, the appropriately normalized intensity decay functions are given by, 
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where i() = H()i(). The values of I(,t) are used to calculate the intensity at any 

wavelength and time, and thus the TRES. The values of the emission maxima and spectral 

width are determined by nonlinear least-square fitting of the spectral shape of the TRES. 

The spectral shape is assumed to follow a lognormal line shape [9], 
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with 1
)2b( max 




  where I0 is amplitude, max is the wavenumber of the emission 

maximum and spectral width is given by, 
b

sinh(b)
=  . The terms b and Δ are 

asymmetry and width parameters, respectively and equation (2-9) reduces to a Gaussian 

function for b = 0. 

The time-dependent fluorescence Stokes shifts, as estimated from TRES are used to 

construct the normalized spectral shift correlation function or the solvent correlation 

function C(t) and is defined as, 
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where, )0( , )t(  and )∞(  are the emission maxima (in cm-1) of the TRES at time zero, t 

and infinity, respectively. The )∞(  value is considered to be the emission frequency 

beyond which insignificant or no spectral shift is observed. The C(t) function represents 

the temporal response of the solvent relaxation process, as occurs around the probe 

following its photoexcitation and the associated change in the dipole moment. 

In order to further investigate possible heterogeneity in the positional distribution 

of fluoroprobes at the interfaces of biomimicking self-assemblies we follow time-resolved 
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area normalized emission spectroscopy (TRANES), which is a well-established technique 

[11, 12] and is a modified version of TRES. TRANES were constructed by normalizing the 

area of each spectrum in TRES such that the area of the spectrum at time t is equal to the 

area of the spectrum at t = 0. A useful feature of this method is the presence of an 

isoemissive point in the spectra involve emission from two species, which are kinetically 

coupled either irreversibly or reversibly or not coupled at all. 

2.1.2. Fluorescence Anisotropy: Anisotropy is defined as the extent of polarization of the 

emission from a fluorophore. Anisotropy measurements are commonly used in 

biochemical applications of fluorescence. It provides information about the size and shape 

of proteins or the rigidity of various molecular environments. Anisotropy measurements 

have also been used to measure protein-protein associations, fluidity of membranes and for 

immunoassays of numerous substances. These measurements are based on the principle of 

photoselective excitation of those fluorophore molecules whose absorption transition 

dipoles are parallel to the electric vector of polarized excitation light. In an isotropic 

solution, fluorophores are oriented randomly. However, upon selective excitation, partially 

oriented population of fluorophores with polarized fluorescence emission results. The 

relative angle between the absorption and emission transition dipole moments determines 

the maximum measured anisotropy (r0). The fluorescence anisotropy (r) and polarization 

(P) are defined by, 
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where I II  and I  are the fluorescence intensities of vertically and horizontally polarized 

emission when the fluorophore is excited with vertically polarized light. Polarization and 

anisotropy are interrelated as, 
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Although polarization and anisotropy provides the same information, anisotropy is 

preferred since the latter is normalized by total fluorescence intensity (I I IT II  2 ) and in 

case of multiple emissive species anisotropy is additive while polarization is not. Several 

phenomena, including rotational diffusion and energy transfer, can decrease the measured 

anisotropy to values lower than maximum theoretical values. Following a pulsed excitation 

the fluorescence anisotropy, r(t) of a sphere is given by, 

        rot0 τtexprtr         (2-19) 

where r0 is the anisotropy at time t = 0 and τrot is the rotational correlation time of the 

sphere. 

2.1.2.1. Theory: For a radiating dipole the intensity of light emitted is proportional to the 

square of the projection of the electric field of the radiating dipole onto the transmission 

axis of the polarizer. The intensity of parallel and perpendicular projections are given by, 
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where  and  are the orientational angles of a single fluorophore relative to the z and y-

axis, respectively (Figure 2.4a). In solution, fluorophores remain in random distribution 

and the anisotropy is calculated by excitation photoselection. Upon photoexcitation by 

polarized light, the molecules having absorption transition moments aligned parallel to the 

electric vector of the polarized light have the highest probability of absorption. For the 

excitation polarization along z-axis, all molecules having an angle  with respect to the y-

axis will be excited. The population will be symmetrically distributed about the z-axis. For 

experimentally accessible molecules, the value of  will be in the range from 0 to 2 with 

equal probability. Thus, the  dependency can be eliminated. 
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Consider a collection of molecules oriented relative to the z-axis with probability f(). 

Then, measured fluorescence intensities for this collection after photoexcitation are, 
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Figure 2.4. (a) Emission intensity of a single fluorophore (blue ellipsoid) in a coordinate system. 

(b) Schematic representation of the measurement of fluorescence anisotropy. 

 

where f()d is the probability that a fluorophore is oriented between  and +d and is 

given by, 
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                         dsincosdf 2        (2-27) 

k is the instrumental constant. Thus, the anisotropy (r) is defined as, 
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when  = 54.7 i.e. when cos2 = 1/3, the complete loss of anisotropy occurs. Thus, the 

fluorescence taken at  = 54.7 with respect to the excitation polarization is expected to be 

free from the effect of anisotropy and is known as magic angle emission. For collinear 

absorption and emission dipoles, the value of <cos2> is given by the following equation,  
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Substituting equation (2-27) in equation (2-29) one can get the value of <cos2> = 3/5 and 

anisotropy value to be 0.4 (from equation (2-28)). This is the maximum value of 

anisotropy obtained when the absorption and emission dipoles are collinear and when no 

other depolarization process takes place. However, for most fluorophore, the value of 

anisotropy is less than 0.4 and it is dependent on the excitation wavelength. It is 

demonstrated that as the displacement of the absorption and emission dipole occurs by an 

angle  relative to each other, it causes further loss of anisotropy (reduction by a factor 2/5) 

[10] from the value obtained from equation (2-28). Thus, the value of fundamental 

anisotropy, r0 is given by, 

                      






 


2

1cos3

5

2
r

2

0        (2-30) 

For any fluorophore randomly distributed in solution, with one-photon excitation, the value 

of r0 varies from -0.20 to 0.40 for  values varying from 90° to 0°. 

2.1.2.2. Experimental Methods: For time resolved anisotropy (r(t)) measurements (Figure 

2-4b), emission polarization is adjusted to be parallel and perpendicular to that of the 

excitation polarization. Spencer and Weber [13] have derived the relevant equations for the 

time dependence of  tI II  (equation (2-31)) and  tI  (equation (2-32)) for single 

rotational and fluorescence relaxation times, τrot and f, respectively, 
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                 rot0fII τtexp2r1τtexptI          (2-31) 

                  rot0f τtexpr1τtexptI 
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The total fluorescence is given by,  
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The time dependent anisotropy, r(t) is given by, 
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F(t) depends upon f and r(t) depends upon τrot so that these two lifetimes can be separated. 

This separation is not possible in steady-state measurements. It should be noted that the 

degree of polarization (P) is not independent of f and is therefore not as useful quantity as 

r. For reliable measurement of r(t), three limiting cases can be considered. 

(a) If f < τrot, the fluorescence decays before the anisotropy decays, and hence only r0 

can be measured. 

(b) If τrot < f, in contrast to steady-state measurements, τrot can be measured in 

principle. The equations (2-31) and (2-32) show that the decay of the parallel and 

perpendicular components depends only upon τrot. The only experimental 

disadvantage of this case is that those photons emitted after the period of a few 

times τrot can not contribute to the determination of τrot, but provided the signal-to-

noise ratio is favorable, this need not be of great concern. 

(c) If τrot  f, then it becomes the ideal situation since almost all photons are counted 

within the time (equal to several rotational relaxation times) in which r(t) shows 

measurable changes. 

For systems with multiple rotational correlation times, r(t) is given by, 
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where 
i

i 1. It should be noted that the instrument monitoring the fluorescence, 

particularly the spectral dispersion element, responds differently to different polarizations 

of light, thus emerging the need for a correction factor. For example, the use of diffraction 

gratings can yield intensities of emission, which depend strongly upon orientation with 
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respect to the plane of the grating. It is inevitably necessary when using such instruments 

to correct for the anisotropy in response. This instrumental anisotropy is usually termed as 

G-factor (grating factor) and is defined as the ratio of the transmission efficiency for 

vertically polarized light to that for horizontally polarized light (G I III  ). Hence, values 

of fluorescence anisotropy, r(t) corrected for instrumental response, would be given by 

[10], 
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The G-factor at a given wavelength can be determined by exciting the sample with 

horizontally polarized excitation beam and collecting the two polarized fluorescence 

decays, one parallel and other perpendicular to the horizontally polarized excitation beam. 

G-factor can also be determined following longtime tail matching technique [10]. If τrot < 

f, it can be seen that the curves for  tI II  and  tI should become identical. If in any 

experiment they are not, it can usually be assumed that this is due to a non-unitary G-

factor. Hence normalizing the two decay curves on the tail of the decay eliminates the G-

factor in the anisotropy measurement. 

2.1.3. Estimation of Microviscosity from Stokes-Einstein-Debye Equation: The 

interfacial microviscosity, m as experienced by probe molecule in the biomimicking 

systems like vesicles can be estimated from the time-resolved fluorescence anisotropy 

using the modified Stokes-Einstein-Debye equation (SED) [14, 15], 
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η V
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                               (2-37) 

where kB is the Boltzmann constant, T is the absolute temperature. Hydrodynamic volume 

of the probe (Vh) can be calculated as: 

     
h mV V fC                               (2-38) 

where f is the shape factor (f = 1 for a spherical probe) and C represents solute-solvent 

coupling constant (C = 1 for “stick” condition and C < 1 for “slip” condition) and Vm is the 

molecular volume of the probe [16]. In case of f = C = 1, equation (2-37) reduces to the 

original simple SED equation, 
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For probe molecules with prolate ellipsoid shape, the value of f is calculated using the 

equation [14, 15], 
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where p is the axial ratio (ratio of minor axis to major axis) of the prolate ellipsoid. The 

energy barrier, Eη for the viscous flow is estimated according to the relation [17], 
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2.1.4. Arrhenius Theory of Activation Energy: The dynamics of solvation at a 

biomolecular interface can be exploited to give information about the energetics of the 

participating water molecules [5]. Water present at the surface of biomolecules or 

biomimicking systems can broadly be distinguished as bound type (water hydrogen bonded 

to the interface, BW) and free type water (FW). In the water layer around the surface, the 

interaction with water involves hydrogen bonding to the polar and charged groups of the 

surface. When strongly bonded to the biomacromolecules or biomimicking surfaces, the 

water molecules cannot contribute to solvation dynamics because they can neither rotate 

nor translate. However, hydrogen bonding is transient and there exists a dynamic 

equilibrium between the free and the bound water molecules. The potential of the 

interaction can be represented by a double-well structure to symbolize the processes of 

bond breaking and bond forming. In general, the bonded water molecules become free by 

translational and rotational motions. The equilibrium between bound and free water can be 

written as [18-20], 

                         (Water)free state  (Water)bound state                (2-42) 

Using the dynamic exchange model, an expression for this equilibrium can be derived. In a  

coupled diffusion-reaction equation the rate constant k± can be written as, 
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bfR

2       (2-43) 
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where B = 2DR+kbf+kfb and DR is the rotational diffusion constant, kbf is the rate constant 

of the bound to free transition and kfb is that of the reverse process. Typically, the rate  

 

 

Figure 2.5. Schematic representation of different types of water molecules (BW and FW) present at 

various bimolecular interfaces and the corresponding activation energy barrier. 

 

constant of free to bound reaction, is larger than that for the reverse process. It can be 

shown that, when the rates of interconversion between “bound” and “free” water molecules  

are small as compared to 2DR, then, 

        1

bfslow k                (2-44) 

and from the activated complex theory one can have, 
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If the transition process (2-42) follows a typical Arrhenius type of energy barrier crossing 

model, one can write, 
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where ‘Eact’ is the activation energy for the transition process and ‘A’ is the pre-exponential 

factor. A plot of ln(1/slow) against 1/T produces a straight line and from the slope of the 

line Eact can be calculated. The temperature dependence of the solvation follows the 

Arrhenius equation and yields the activation energy needed for the conversion of bound 

and free forms [20]. 

2.1.5. Förster Resonance Energy Transfer (FRET): FRET is an electrodynamic 

phenomenon involving the non-radiative transfer of the excited state energy from the donor 

dipole (D) to an acceptor dipole (A) in the ground state (Figure 2.6a). FRET has got wide 

applications in all fluorescence applications including medical diagnostics, DNA analysis 

and optical imaging. Since FRET can measure the size of a protein molecule or the 

thickness of a membrane, it is also known as ‘spectroscopic ruler’ [21]. FRET is very often 

used to measure the distance between two sites on a macromolecule [22]. Basically, FRET 

is of two types: (i) Homo-molecular FRET and (ii) Hetero-molecular FRET. In the former 

case the same fluorophore acts both as energy donor and acceptor, while in the latter case 

two different molecules act as donor and acceptor. 

Each donor-acceptor (D-A) pair participating in FRET is characterized by a 

distance known as Förster distance (R0) i.e., the D-A separation at which energy transfer is 

50% efficient. The R0 value ranges from 20 to 60 Å. The rate of resonance energy transfer 

(kT) from donor to an acceptor is given by [10], 
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where D is the lifetime of the donor in the absence of acceptor and r is the donor to 

acceptor (D-A) distance. The rate of transfer of donor energy depends upon the extent of 

overlap of the emission spectrum of the donor with the absorption spectrum of the acceptor 

(J()), the quantum yield of the donor (QD), the relative orientation of the donor and 

acceptor transition dipoles (2) and the distance between the donor and acceptor molecules 

(r) (Figure 2.6b). In order to estimate FRET efficiency of the donor and hence to determine 

distances between donor-acceptor pairs, the methodology described below is followed 

[10]. R0 is given by, 
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where n is the refractive index of the medium, QD is the quantum yield of the donor and 

J() is the overlap integral. 2 is defined as, 

   2
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where T is the angle between the emission transition dipole of the donor and the 

absorption transition dipole of the acceptor, D and A are the angles between these dipoles 

and the vector joining the donor and acceptor and  is angle between the planes of the 

donor and acceptor (Figure 2.6b).2 value can vary from 0 to 4. For collinear and parallel 

transition dipoles, 2 = 4; for parallel dipoles, 2 = 1; and for perpendicularly oriented 

dipoles, 2 = 0. For donor and acceptors that randomize by rotational diffusion prior to 

energy transfer, the magnitude of 2 is assumed to be 2/3. However, in systems where there 

is a definite site of attachment of the donor and acceptor molecules, to get physically 

relevant results, the value of 2 has to be estimated from the angle between the donor 

emission and acceptor absorption dipoles [23]. J(), the overlap integral, which expresses 

the degree of spectral overlap between the donor emission and the acceptor absorption, is 

given by, 
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where FD() is the fluorescence intensity of the donor in the wavelength range of  to 

+d and is dimensionless. A() is the extinction coefficient (in M-1cm-1) of the acceptor 

at . If  is in nm, then J() is in units of M-1cm-1nm4. 

Once the value of R0 is known, the efficiency of energy transfer can be calculated. 

The efficiency of energy transfer (E) is the fraction of photons absorbed by the donor 

which are transferred to the acceptor and is defined as, 
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Figure 2.6. (a) Schematic illustration of the Förster resonance energy transfer (FRET) process. (b) 

Dependence of the orientation factor 2 on the directions of the emission and absorption dipoles of 

the donor and acceptor, respectively. 

 

For D-A systems decaying with multiexponential lifetimes, E is calculated from the 

amplitude weighted lifetimes i

i

i   of the donor in absence (D) and presence (DA) 

of the acceptor as, 
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The D-A distances can be measured using equations (2-52) and (2-53). 

Distance distribution between donor and acceptor was estimated according to the 

procedure described in the literature [10, 24]. The observed fluorescence transients of the 

donor molecules in absence of acceptor were fitted using a nonlinear least-squares fitting 

procedure (software SCIENTIST) to the following function, 

 

t

0

D td)tt(p)t(E)t(I                  (2-54) 
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which comprises the convolution of the instrument response function (IRF) ((E(t)) with 

exponential ))/texp()t(p( Di

i

Di  . The convolution of the distance distribution 

function P(r) in the fluorescence transients of donor in presence of acceptor in the system 

under studies is estimated using the same software (SCIENTIST) in the following way. 

The intensity decay of D-A pair, spaced at a distance r, is given by  

                                             

6

0
DA Di

i Di Di

Rt t
I (r, t) exp

r

  
     

     
                         (2-55) 

and the intensity decay of the sample considering P(r) is given by  

                                                       
DA DA

r 0

I (t) P(r)I (r, t)dr




                                         (2-56) 

Where P(r) consist of the folowing terms: 

                                                 

2
1 1 r r

P(r) exp
22

  
   

     

                                  (2-57) 

In this equation r  is the mean of the Gaussian with a standard deviation of σ. Usually 

distance distributions are described by the full width at half maxima (hw). This half width 

is given by hw = 2.354σ. 

2.1.6. Photoinduced Electron Transfer (PET): Electron transfer (ET) reactions are of 

fundamental importance to both chemistry and biology and can be interpreted by the 

classical ET theory developed by Marcus [25]. In simple terms, an ET reaction involves 

the transfer of an electron from a ‘donor’ to an ‘acceptor’. ET reactions can occur both 

thermally and photochemically. The latter reactions are referred to as PET reactions. In 

PET reactions, absorption of light activates the donor or acceptor for ET. According to 

Rabinowich [26] “an electronically excited molecule has an increased tendency to give 

away an electron, as well as the capacity to replace the one which was removed from its 

normal level”. Absorption of a photon activates molecules to undergo redox reactions, the 

activation being equal to the excitation energy of the molecule. The photosynthetic 

reaction centre use this mode of molecular activation in order to convert solar energy to 

chemical energy via charge separation [27]. 
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2.1.6.1. Theory: PET involves the use of visible or UV light to initiate electron transfer 

from a donor (D) to an acceptor (A) molecule. The first step of the reaction is the 

absorption of light by either a donor, the acceptor or a ground-state complex between the 

donor and acceptor, often referred to as a charge transfer complex. These possibilities are 

shown in equations (2-58) to (2-60). 

    
  ADADD *h

     (2-58) 

    
  ADDAA *h

     (2-59) 

    
  AD)AD()AD( *h      (2-60) 

The transferred electron, in principle, can get back to the donor, through a process known 

as back electron transfer (BET). BET regenerates the donor and acceptor molecules in their 

ground states and can be described as 

    ADAD BET          (2-61) 

The molecule, which gets excited by absorbing light, is referred to as the ‘sensitizer’ and 

the other molecule is referred to as the ‘quencher’. The excited state involved can be the 

singlet or the triplet state of the molecule. 

 

                

Figure 2.7. Energy diagram for photoinduced electron transfer (PET). The excited molecule is 

assumed to be the electron donor. F and E are emission from the fluorophore and exciplex, 

respectively. 

 

The ET reaction described above proceeds in several discrete steps. For example, 

consider a general reaction taking place in solution, where the reactants are free to move 

around. The interaction between the excited acceptor and ground state donor or vice versa 
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creates a series of short-lived intermediates, each possessing a unique geometry and 

electronic distribution. The excited acceptor and ground state donor molecules diffuse 

towards each other by a series of one-dimensional random steps leading to the formation of 

an encounter complex. Further diffusion towards each other leads to the formation of a 

collision complex. In excited state ET reactions, a collision complex can be visualized as 

an ensemble consisting of the sensitizer and the quencher surrounded by several layers of 

solvent molecules. The sensitizer and the quencher are said to be contained within a 

solvent cage, at a centre-to-centre distance (dcc) of 7 Å. The lifetimes of these complexes 

are usually in the 10-9 to 10-10 s range. Electron transfer within the collision complex or 

encounter complex with a rate kP, leads to the formation of contact ion pair (CIP) or 

exciplex (Figure 2.7). This complex may emit as an exciplex (hE) or be quenched and 

return to the ground state (Figure 2.7). 

The important part of this process is the decrease in total energy of the charge 

transfer complex. The energy decreases because the ability to donate or accept electrons 

changes when a fluorophore is in the excited state. Excitation provides the energy to drive 

charge separation. D and A do not form a complex when both are in the ground state 

because this is energetically unfavorable. The energy released by electron transfer can also 

change if the ions become solvated and/or separated in a solvent with a high dielectric 

constant. 

2.1.6.2. Experimental Methods: In order to study PET fluorescence decay transients of 

the donor molecule were taken in presence and absence of the quencher molecules. The 

observed decay transients were multiexponentially fitted by using the nonlinear least 

square fitting procedure (mentioned earlier) to determine the ultrafast time scale of the 

reaction. The apparent rate constants, knr, for the nonradiative processes were determined 

by comparing the lifetimes of donor in the absence (0) and in the presence () of the 

acceptor, using the relation 

     0nr τ/1τ/1k         (2-62) 

2.1.7. Surface Enhanced Raman Scattering (SERS): Inelastic light scattering by a 

molecule with the quantized vibrational signature is the physical phenomenon behind 

Raman spectroscopy [28]. Despite the rich information offered by regular Raman 
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spectroscopy, it has not been the primary choice as a handy analytical tool comparable to 

Fourier-transform infrared (FTIR) or UV-Vis spectroscopy due to the inherent limitation, 

‘‘feeble signal’’ [29]. The weak signal in Raman spectroscopy is due to the extremely 

small Raman scattering cross section for most molecules except some special cases of 

resonating molecular structures. For example, the benzene molecule, which is a relatively 

strong Raman scatterer, exhibits a scattering cross section of 2.810-29 cm2 molecule-1 sr-1 

(where ‘sr’ denotes squared radian) [30], which is 12-14 orders of magnitude lower than 

typical fluorescence cross sections. 

The accidental discovery of SERS in 1974 led to major advancements in the field 

of spectroscopy. Fleischmann et al., observed that the Raman signal from pyridine 

molecules adsorbed on a roughened silver electrode surfaces was 105-106 times stronger 

compared to the bulk pyridine. Martin Fleishman explained this phenomenon to be an  

 

 

Figure 2.8. Electromagnetic enhancement of surface enhanced Raman scattering. 

 

after-effect of the large number of scattering molecules present on the surface [31]. The 

discovery of SERS has opened a promising way to overcome the traditionally low 

sensitivity problem in Raman spectroscopy. SERS is utilized as a sensitive technique for 

chemical and bioanalytical sensing and imaging [32-35]. It is a breakthrough that the 

employment of surface enhancement has solved the low intensity problem of Raman 

scattering and made it possible to work as a more satisfying surface technique. 

2.1.7.1. Mechanism of SERS: What mechanism causes the enhancement of Raman 

spectra of molecules located near a metal? This issue has recently been discussed in many 

theoretical and experimental works and reviews [29, 36, 37]. However, a clearer 
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understanding of this signal magnification came from the electromagnetic enhancement 

effect. The electromagnetic component of the enhancement results from an increased field 

at the metallic NP surface. The field enhancement involves the creation of a surface 

plasmon on the substrate surface, which transfers energy through an electric field to the 

target molecules allowing otherwise inaccessible vibrational structure to be determined 

(Figure 2.8) [38]. It has been observed that aggregates of metallic NPs generate very 

intense enhanced Raman signals at the junction between two NPs, called ‘hot spots’ [39-

41]. Therefore, aggregates of metallic NPs i.e., metal NP clusters are great candidates for 

SERS substrates and an active area of research. 

2.1.8. Excited State Proton Transfer (ESPT): The transfer of a proton from one group to 

another is a fundamental chemical reaction that occurs throughout chemistry and biology 

[42, 43]. In a typical ESPT reaction, AH+ + B  A + BH+, where A and B denote different 

molecular species for intermolecular, or different sites of a single molecular species for 

intramolecular proton transfer process (Figure 2.9). Proton-transfer reactions are catalyzed 

by many enzymes [44, 45], while in respiratory complexes the coupling of proton and 

electron transfer results in movement of protons across a membrane and the establishment 

of a proton gradient that can then be used for the synthesis of ATP [46, 47]. The rate of 

proton transfer depends on many parameters like the energy required to bring the reactants 

together, the magnitude of the barrier that must be crossed (or potentially tunneled 

through) during the actual proton-transfer process, and the energy required to separate the 

products of the reaction [48]. Once the reactants are properly positioned, proton transfer 

ability is controlled by the factors that influence the nature of hydrogen-bonding 

interactions [49], such as the dielectric of the local environment, the distance between 

donor and acceptor groups, and their relative pKa values. These factors can help reduce the 

barrier between donor and acceptor groups, as discussed on the role of low-barrier 

hydrogen bonds, for example, enzyme catalysis [50, 51]. 

ESPT reactions in solution provide useful models for proton transfer in general [52-

54]. Owing to the light mass of the proton, the transfer process usually occurs on an 

ultrafast timescale. The development of short-pulse lasers has enabled the direct 
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measurement of ESPT reactions and made it possible to investigate their mechanisms in 

greater detail [55-57]. 

 

              

Figure 2.9. Schematic diagram showing (i) intermolecular and (ii) intramolecular proton transfer 

reaction. 

 

2.1.9. In Vitro Drug Release Study: In the light of wide versatility of applications, 

controlled release profile of therapeutic drug is an obvious characteristics of drug delivery 

vehicles for the exploitation of the modern concept of therapeutic treatment that can 

maintain drug concentration in the blood or in targeted tissues at a desired value for a 

considerable period of time [58, 59] rendering a control on the drug release rate and 

duration [60]. For this purpose, in general, controlled release systems (CRS) initially 

releases the dose contained in parts so as to rapidly achieve at the drug effective 

therapeutic concentration. Such drug release kinetics follows a well-defined behavior in 

order to supply the maintenance dose enabling the attainment of the desired drug 

concentration. In vitro release was determined by the dialysis bag method [61]. To perform 

the study, 1-1.5 ml of the sample solution (like vesicle) containing the drug was taken in a 

dialysis bag and was tightly sealed. The sealed dialysis bag was then introduced into 40-50 

ml of in vitro release buffer of proper pH. The whole system was then incubated at 37C 

under stirring condition at a constant speed. Aliquots of 2 ml were withdrawn from the 

release medium at selected time intervals for 24 hr and replaced with equal volume of fresh 

buffer to keep the release medium volume constant. The released amount of the drug in 

each aliquot was then determined from the absorbance value and the percentage released in 

the bulk was calculated as a function of incubation time. Control experiments were done 
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by taking only the drug solution in the dialysis bag against the release medium under 

identical experimental condition. 

A typical profile of the first order exponential controlled release of the drug [62, 

63] follows the relation, 

    Kt

0Q Q be         (2-63) 

where Q is the cumulative percent of drug released at time t, b is a constant and K is the 

rate constant of drug release. 

The mechanism of drug release can be analyzed by a relationship proposed by 

Peppas et al. [64]: 

            
ntM

kt
M

         (2-64) 

where Mt/M is the fraction of drug released at time t, k is a kinetic constant relative to the 

properties of the matrix and the drug (structural and geometric characteristics) and n is the 

diffusional exponent, which depends upon the release mechanism and geometry of the 

device. It has been shown that this relation can adequately describe the release of drugs or 

other solutes from slabs, cylinders and spheres, regardless of the release mechanism [64]. 

2.1.10. Phase Behaviour Study of Microemulsion (ME): A simple pseudoternary system 

with water, oil (an alkane), non-ionic surfactant and a cosurfactant can form a ME at 

appropriate conditions. In our study the pseudo-ternary phase diagrams were constructed to 

investigate the concentration ranges of components for identifying the existence of ME 

regions by water titration method, using oil (IPM), surfactant (Tween 80), cosurfactant 

(butyl lactate) and double distilled water at room temperature with constant 

surfactant/cosurfactant wt. ratio (1:1). IPM was mixed with Tween 80/butyl lactate 

mixture; water was then added drop wise (10 l) using micropipette until a transparent and 

homogeneous dispersion converts to turbid mixture. Appearance of turbidity was 

considered as an indication of phase separation. The ME regions were identified as 

optically transparent and isotropic mixtures. Pseudo-ternary phase diagrams of the system 

were also constructed at acidic pH (sodium citrate buffer, pH 2.6) and 0.9% NaCl solution. 
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2.1.11. Determination of the Distribution of Butyl Lactate between the Aqueous Phase 

and the Oil Phase: In one of our study distribution of butyl lactate between the aqueous 

phase and the oil phase was determined by measuring the emission spectra of DCM in 

different solutions of IPM-butyl lactate mixture [65]. With gradual addition of butyl lactate 

to IPM (oil) the emission peak of DCM undergoes red shift due to the increased polarity of 

the medium. A standard curve was plotted with X-axis being the volume of butyl lactate 

present in the mixture and Y-axis is the emission peak of DCM in the medium. To estimate 

the distribution of butyl lactate between the aqueous and oil phase a calculated amount of 

butyl lactate was added containing DCM to a 1:1 (2 ml each) mixture of IPM and water. 

Next the system was vortexed for 4 hour and then equilibrated whereupon it separated into 

oil and water phases distinctly. The oil phase was then extracted from the mixture and the 

emission peak of DCM was measured. Comparing this result with the standard curve the 

amount of butyl lactate distributed in IPM was quantified. 

2.1.12. Molecular Modelling Study: For the molecular modeling studies we used 

commercially available ChemBio3D ultra (from CambridgeSoft™) software following the 

procedure reported earlier [66, 67]. The force field employed for these calculations is 

MM2 with default parameters provided with the software. Conjugate gradient methods 

were used to search for geometry-optimized structures with a convergence criterion of 

0.0001 kcal Å-1. The minimized energy structures of the various complexes as investigated 

in the present study were obtained by first geometry optimizing each component of the 

complex in vacuum. These geometry-optimized components were then brought together in 

a face to face orientation and to within Van der Waals radii and re-optimized. Relative 

binding energies were determined by subtracting the sum of the geometry-optimized 

energies of the isolated components from the total energy obtained for the geometry-

optimized complex [68]. 

2.1.13. Quantum Yield Calculation: Quantum yield of the dye H258 in sodium bis(2- 

ethylhexyl) sulfosuccinate (AOT) vesicle was calculated according to the following 

equation using ethanol as a reference standard, 
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where Q denotes quantum yield, OD is optical density at the excitation wavelength of 375 

nm, I is the integrated fluorescence intensity and n is the refractive indices of H258 in 

respective solutions. Considering the QR of H258 in ethanol to be 0.50 [69], the Q of H258 

in AOT vesicle was measured [70]. 

2.2. Systems: 

2.2.1. Organized Assemblies (Biomimetics): Amphiphilic molecules, such as surfactants, 

aggregate to form various macromolecular assemblies. In our study organized assemblies 

like MEs, reversed MEs/RMs, vesicles, and RVs along with cyclic oligosaccharides like 

cyclodextrins have been used as the biomimicking confinement. 

2.2.1.1. Microemulsions (MEs): MEs are isotropic and thermodynamically stable 

dispersed micro-heterogeneous systems composed of water, oil and amphiphile that brings 

down the water/oil interfacial tension (IFT), , to a very low value [71, 72]. There are  

 

 

Figure 2.10. Schematic representation of the (a) oil-in-water (o/w) and (b) water-in-oil (w/o) 

microemulsion. Chemical structure of (c) Sodium bis(2-ethylhexyl) sulfosuccinate (AOT) (d) 

Hexadecyltrimethylammonium bromide (CTAB) and (e) Polyoxyethylenesorbitan monooleate 

(Tween 80). 

 

two important parameters which describe the ability and effectiveness of a surfactant to 

form MEs, the spontaneous curvature H0 and the flexibility of the surfactant film, 
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described by the bending moduli κ and   (these values show how difficult it is to deform 

the amphiphilic film) [73, 74]. When H0 is positive, the surfactant film is convex toward 

the water and promotes the formation of an oil-in-water (o/w) ME (Figure 2.10a). If H0 is 

close to zero, then flat domains are formed (such as bicontinuous structures and lamellar 

liquid crystals). When H0 is negative, the surfactant film is convex toward the oil, favoring 

water-in-oil (w/o) ME (Figure 2.10b). The value of H0 is affected by the nature of the 

surfactant and the length of the alcohol chain [74]. Alcohols can modify the H0 value when 

its penetration into the interface is important enough to increase interface flexibility 

(alcohol as cosurfactant), or it can change the polarity of polar and apolar phases (alcohol 

as cosolvent). 

Surfactants, can also form reverse micelles (RMs) in organic media. RM is 

somewhat like w/o ME, where, amount of water present is significantly low that satisfies 

the hydration of the hydrophilic head group [71]. In fact the distinction between RM and 

w/o ME is not very sharp and also quite controversial. In this thesis we consider w/o ME 

and RM to be synonymous. RMs with water nanopools resemble the water pockets found 

in various bioaggregates such as proteins, membranes and mitochondria. Thus, RM 

systems are excellent biomimetics for exploration of biological membranes and 

biologically confined water molecules [75-77]. Aqueous RMs are generally characterized 

by the degree of hydration (w0), which is the ratio of molar concentration of water to that 

of surfactant, where the radius of the water pool is proportional to the w0 values. Shapes 

and sizes of the surfactant aggregates depend strongly on the type and concentration of the 

surfactant, and on the nature of counterion and external solvent. The AOT-alkane-water 

system is interesting as the solution is homogeneous and optically transparent over a wide 

range of temperature, pressure and pH. AOT is a double tailed anionic surfactant (Figure 

2.10c for structure). The AOT-RM can compartmentalize a large amount of water in its 

central core, and the nanoscale aggregation process is fairly well-characterized with respect 

to size and shape at various water contents. The critical micelle concentration (CMC) of 

AOT in hydrocarbon solvent is about 0.1 mM [78]. In liquid alkanes, AOT-RMs (w0 = 0) 

are completely associated and each micelle contains 23 monomers. The structures of these 

RMs are slightly asymmetric and are of round cylindrical nature. Spherical RMs are 

generally formed by surfactants with high values of the packing parameter, > 3. AOT-
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RMs can dissolve large amounts of water, being able to reach w0 values as large as 40-60, 

depending on the surrounding non-polar organic medium and temperature [79]. In contrast 

to AOT which does not require any cosurfactant to form RMs, single tailed cationic 

surfactant like hexadecyltrimethylammonium bromide (CTAB) (Figure 2.10d for structure) 

do not form RMs in the absence of cosurfactant [80]. RMs based on the cationic surfactant 

CTAB have been extensively used as host for different enzymes [81]. These systems offer 

the possibility to compare the enzymatic activities performed in a cationic RM with those 

performed in the well-known systems AOT/hydrocarbon/water RMs [82]. Besides these 

ionic surfactants several nonionic surfactants can also form RM. Tween 80 (Figure 2.10e 

for structure) is a nonionic surfactant with excellent emulsifying and wetting properties. 

The Tween 80 molecule has a multi-headed structure, with four extended hydrophilic 

moieties, one of which has a tagged alkyl chain. It is an odorless and taste-less material, 

generally regarded as nontoxic and non-irritant, and hence is widely used as an emulsifier, 

solubiliser and a wetting agent in food, cosmetics, and in pharmaceutical applications [83]. 

2.2.1.2. Vesicle: Amphiphilic molecules, because of their solubility properties, aggregate 

into molecularly ordered structures, which often take the form of bilayers. When these 

bilayers curve and close, the resulting aggregates are called vesicles. The presence of a 

solvent inner reservoir (in most cases water) enclosed inside bilayers of amphiphiles, in 

turn comprised of a solvophobic (hydrophobic) middle shell and solvophilic (hydrophilic) 

layers on both sides, are the key morphological characteristics of a vesicular structure 

(Figure 2.11). This vesicle phase can consist of unilamellar vesicles (ULVs) or multi-

lamellar vesicles (MLVs). When the Amphiphilic molecules in addition are phospholipids, 

the vesicles are known as liposomes. Formation of vesicles depends on a number of factors 

such as amphiphilicity, as well as generalized geometric parameters of the constituent 

amphiphiles [84]. It is important to keep in mind that all vesicular characteristics like 

overall size, membrane mechanical stability, bilayer width, fluidity and permeability, outer 

and inner layer functionalities and consequently the ability to encapsulate and release 

hydrophobic and hydrophilic molecules of interest are determined by the chemical 

characteristics of the constituting amphiphile and therefore can be tuned accordingly by 
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Figure 2.11. Schematic representation of a vesicle structure. 

 

synthesis [85]. Bhattacharyya et al. [86, 87] demonstrated that the solvation dynamics in 

lipid vesicles is biexponential with one component of a few hundred picoseconds and 

another of several thousand picoseconds. The slow solvation dynamics clearly 

demonstrates that the motion of the water molecules is highly constrained in the vesicles 

and is similar to the water molecules present in the immediate vicinity of biomolecules 

also called “biological water” [5]. The similarities of vesicles with cellular membranes 

have made them model systems for investigating phenomena and behavioral characteristics 

found in biological systems [88, 89]. 

2.2.1.3. Reverse Vesicle (RV): Contrary to normal vesicles formed in water, the closed 

bimolecular layers can be also formed in nonpolar media. The self-organizing structure is 

named “reverse vesicles” [90-94]. (Figure 2.12). With a nonpolar organic solvent being the 

continuous medium, amphiphilic molecules in RVs self-assemble in an opposite way 

compared to their counterparts in water. That is, within the molecular bilayer the 

hydrophobic parts of the molecules stay outside while their hydrophilic parts are hidden 

inside the bilayer (Figure 2.12). As a unique type of reverse supramolecular self-

assemblies, the study of RVs is of great fundamental interest. Also, RVs possess potential 

for a range of applications. For example, the highly restricted two-dimensional water 

channels within the molecular bilayers of RVs can trap guest molecules such as enzymes 

[95] and inorganic ions [96], making them ideal candidates for micro- or nano-reaction 

centers for biological tests and for synthesis of inorganic nanomaterials. 



 49 

 

Figure 2.12. Schematic representation of a reverse vesicle structure. 

 

2.2.1.4. Cyclodextrin (CyD): CyDs are molecular receptors of major importance in 

supramolecular chemistry [97]. They are cyclic nonreducing oligosaccharides composed of 

several glucopyranose units linked together via α-(1-4) glycoside bonds. CyD is obtained 

from the enzymatic activity of bacterial enzymes on starch molecules [97, 98]. The CyD 

members composed of 6, 7, and 8 glucopyranose units are called -, -, and -CyDs, 

respectively. As can be seen in Figure 2.13, the structure of this sugar in solution is 

truncated cone shaped with the hydroxyl groups on the outside and the ether like oxygen 

atoms in the inside [97]. The exterior polar groups allow CyD to dissolve in water while 

retaining a central nonpolar cavity. The cavity forms a hydrophobic matrix that enables 

CyDs to form inclusion complexes with hydrophobic guest molecules [97, 99] and thus 

they are specially well suited for practical applications in many industrial areas [100-102], 

in particular in food and pharmaceutical chemistry. Besides, there is a wide range of effects 

of CyDs on chemical properties of proteins such as aggregation suppression and protection 

against degradation or alteration of function [103, 104]. In fact depending on CyD and 

peptide, both stabilization and destabilization against proteolytic and chemical degradation 

might happen [105-109]. The hydrophobic core of CyD molecules interact with the 

hydrophobic residues in proteins. The main interaction mode has been shown to be the 

inclusion of aromatic side chains into the CyD cavity [105, 110]. Since CyDs interact 
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Figure 2.13. Schematic representation of a -cyclodextrin molecule. The truncated cone structure 

is illustrated in the right part of the figure. 

 

selectively with hydrophobic compounds of a size and shape matching their cavity to form 

inclusion complexes in aqueous media, they are considered simple biomimetic compounds 

[107, 111-114]. 

2.2.2. Proteins: Four types of model proteins; riboflavin binding proteins (RBP), enhanced 

green fluorescence proteins (EGFP), mEos2 and apomyoglobin (Apo-Mb) have been used 

in our studies. 

2.2.2.1. Riboflavin Binding Protein (RBP): RBP is a monomeric globular protein 

extracted from chicken egg white having molecular weight of 30 kDa [115]. The molecule 

is a three-dimensional ellipsoid of dimensions 50 × 40 × 35 Å and comprises a single 

polypeptide chain of 219 amino acids, nine disulfide bridges, six α-helices, and four series 

of discontinuous areas of β structure [116, 117]. The primary function of RBP is to deliver 

riboflavin (Rf) to the developing embryo in mammals. The ligand-binding domain of RBP 

is a hydrophobic cleft, 20 Å wide and 15 Å deep. The binding of Rf occurs in the cleft with 

the isoalloxazine ring stacked between the parallel planes of tryptophan 156 (Trp156) and 

tyrosine 75 (Tyr75) (Figure 2.14) [117]. The isoalloxazine ring of flavins is amphipathic: 

the xylene portion is hydrophobic, and the pyrimidine moiety is hydrophilic. The X-ray 

structure reveals that the major interactions of the isoalloxazine ring with the protein are 
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Figure 2.14. X-ray crytallographic structure of riboflavin binding protein (RBP) depicting the 

riboflavin binding domain. Structural data is obtained in personal communication with Prof. H. L. 

Monaco. 

 

hydrophobic, and the xylene moiety is buried most deeply in the protein [117]. 

Complexation of Rf with RBP in buffer is found to quench both the fluorescence of Rf and 

Trp fluorescence of protein. The quenching of Trp fluorescence is both static and dynamic 

in nature [118]. However, the quenching of Rf upon binding with RBP is a consequence of 

ultrafast ET to the flavin chromophore (Rf) in the excited electronic state from nearby 

tryptophan or tyrosine residues present in RBP [116, 119-121]. 

2.2.2.2. Green Fluorescent Protein (GFP): GFP, a bioluminescent protein from the 

jellyfish Aequorea victoria, has revolutionized our ability to visualize the key molecular 

events that occur within living cells [122]. The protein is intensely fluorescent, with a 

quantum efficiency of approximately 80% [122]. The intrinsic fluorescence of the protein 

is due to a unique covalently attached chromophore, which is formed post-translationally 

within the protein upon cyclization and oxidation of residues Ser65-Tyr66-Gly67, leading 

to the formation of the p-hydroxybenzylidene-imidazolinone chromophore [122]. 

Enhanced green fluorescent protein (EGFP) is among the brightest and most photostable of 
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Figure 2.15. X-ray crystallographic structure (PDB code: 1EMA) of green fluorescent protein 
showing 11 -strands forming a hollow cylinder through which is threaded a helix bearing the 

chromophore, shown in ball-and-stick (violet colored) representation. 

 

the Aequorea-based fluorescent proteins which substitutes threonine for serine at position 

65 (S65T) and phenylalanine for leucine at position 64 (F64L) in the amino acid sequence 

of the wild-type protein [123]. The GFP chromophore is protectively housed along a 

coaxial helix threaded through the center of an 11-stranded -barrel consisting of 238 

amino acids (Figure 2.15) [124, 125]. The chromophore is covalently anchored and 

effectively secluded from the aqueous solvent surrounding the protein [125]. Additional, 

noncovalent coupling of the chromophore to the protein backbone is facilitated via an 

extended hydrogen-bonded network. Following photoexcitation this aromatic chromophore 

undergoes ESPT, producing a brightly fluorescent anion with green emission [56]. 

2.2.2.3. mEos2 Protein: Development in the field of super-resolution fluorescence 

microscopy techniques such as photoactivation localization microscopy (PALM) [126], 

stimulated emission depletion (STED) microscopy [127], and stochastic optical 

reconstruction microscopy (STORM) [128] spearheaded the search for brighter, more 

stable, and less phototoxic photoactivatable fluorescent proteins (PA-FPs) that can be 

photoconverted from one emission wavelength to another upon stimulation with an 

appropriate wavelength [129]. Among the most recently developed fluorescent proteins 
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displaying a photoswitchable behavior, McKinney et al. [130] reported an improvement in 

mEosFP, a green-to-red converter, called mEos2, which has overcome the temperature 

sensitivity of mEos. mEos2 alleviated the maturation problems of EosFP and has yielded 

the best localization precision achieved thus far for a PAFP (~10 nm in one dimension) 

[130]. mEos2 exhibits a well-defined tetramer structure (Figure 2.16). It consists of four 

classical β cans, which contact one another to form two types of interfaces [131]. 

Simultaneous mutations of I102N and Y189A completely removes the oligomerization 

tendency of mEos2 and enhances the brightness [131]. The green form of mEos2 arises via 

autocatalytic maturation in the dark, yielding a cis-coplanar two ring chromophore 

chemically identical to that found in GFP. Irradiation with near-UV light causes 

conversion of the green to the red emitting state [130]. The red chromophore in  

 

 

Figure 2.16. X-ray crystallographic structure (PDB code: 3S05) of the mEos2 protein. 

 

mEos2, with excitation and emission maxima at 571 (with a vibronic sideband at 533 nm) 

and 580 nm (with a vibronic band at 630 nm), respectively, is generated by cleavage of a 

peptide backbone. The break occurs between His-62 N-C bond with concomitant 
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extension of the conjugated  electron system in the interior of the -barrel without 

disruption of the tertiary structure [132]. 

2.2.2.4. Apomyoglobin Protein (Apo-Mb): Myoglobin, a member of the hemoprotein 

family, is a well-known protein which binds a protoporphyrin IX iron complex via 

noncovalent interactions [133, 134]. The essential role of myoglobin is storage of oxygen 

during periods of rest until required for oxidative phosphorylation. The X-ray 

crystallographic analysis indicates that myoglobin is a relatively compact globular protein, 

which consists of eight-helices and heme as a prosthetic group (Figure 2.17) [135, 136]. It 

has a total of 153 amino acids, two of which are intrinsic tryptophans (trp7 and trp14). The 

inside and outside surfaces of the protein are well defined [136]. The interior consists  

 

 

Figure 2.17. X-ray crystallographic structure (PDB code: 1MBN) of the apomyoglobin protein. 

 

almost entirely of nonpolar residues including leucine, valine, methionine, and 

phenylalanine. Polar residues such as aspartate, glutamate, lysine, and arginine are absent 

from the interior protein surface. In fact, two histidines are the only polar residues which 

play an integral role in the binding of heme oxygen. The outside of the protein has both 

polar and nonpolar residues. The apo form of the protein is used in order to avoid a 
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multitude of problems associated with the heme prosthetic group, which is not covalently 

bound to the holoprotein. 

2.2.3. Molecular Probes: In this section we will discuss about the different probe 

molecules that have been used in the course of study. 

2.2.3.1. 4-(dicyanomethylene)-2-methyl-6-(p-dimethylaminostyryl)-4H-pyran (DCM): 

The laser dye DCM (Figure 2.18A), is completely insoluble in water, and has selective 

binding affinity to micelle [137], RM [138] and vesicle [86] surfaces. The dye is 

completely hydrophobic (nonpolar) in the ground state. However, photoexcitation 

increases dipole moment of the probe making it polar and hence increases its 

hydrophilicity in the excited state. Thus photoexcited DCM molecule diffuses from the 

surfactant water interfaces (relatively nonpolar) towards more polar bulk water phase 

revealing a fluorescence emission signature (temporal line width) of the excursion through 

multiple environments in the excited state [139]. The molar extinction coefficient value of 

DCM in methanol is 42,000 M-1 cm-1 at 468.5 nm and the emission peak is at 630 nm 

[140]. 

2.2.3.2. p-Benzoquinone (BQ): BQ (Figure 2.18B) is a well-known probe for electron 

accepting and shuttling for any electron rich material/compound, which readily accepts 

electron and adapted to the resonance species hydroquinone [141]. Large doses could 

induce local irritation, clonic convulsions, decreased blood pressure and death due to 

paralysis of the medullary centres. 

2.2.3.3. Tryptophan [(2S)-2-Amino-3-(1H-indol-3-yl) propanoic acid]: Tryptophan 

(Figure 2.18C) is one of the 22 standard amino acids and an essential amino acid in the 

human diet. Only the L-stereoisomer of tryptophan is found in enzymes and proteins. 

However, the D-stereoisomer is occasionally found in naturally produced peptides. 

Tryptophan has large bulky aromatic side chain. Tryptophan is significantly more polar 

than other aromatic amino acids, because of the nitrogen of the tryptophan indole ring. 

Tryptophan is rare amino acid and has a single codon. It absorbs light at 280 nm. The 

molar extinction coefficient value of tryptophan in water is 5,579 M-1 cm-1 at 278 nm. The 
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fluorescence emission peak of tryptophan dissolved in water is ~355 nm and the quantum 

yield of this molecule is 0.14 [142]. 

2.2.3.4. Rifampicin [3-[[4-Methyl-1-piperazinyl)-imino]-methyl]-rifamycin]: 

Rifampicin (Figure 2.18D) is an antibiotic drug of the rifamycin group. Rifampicin is a 

first line anti-tuberculosis drug which is active against Mycobacterium tuberculosis as 

well as few other Mycobacterial species [143]. It can be used alone or in combination 

with other drugs like, isoniazid and pyrazinamide for the treatment of tuberculosis. It is a 

potent inhibitor for DNA dependent RNA synthesis from bacteria. Rifampicin absorbs 

light at 228 nm, 333 nm and 473 nm. Its solubility in water is 1.3 mg ml-1 at pH 4.3. The 

molar extinction coefficient of Rifampicin at 473 nm is 15286 M-1 cm-1. 

2.2.3.5. Riboflavin (Rf): Rf (Figure 2.18E) is well known as vitamin B2. It is the central 

component of the cofactors FAD and FMN, and is therefore required by all flavo-proteins. 

As such, vitamin B2 is required for a wide variety of cellular processes. It plays a key role 

in energy metabolism, and for the metabolism of fats, carbohydrates and proteins. Milk, 

cheese, leafy green vegetables, liver, kidneys, legumes, tomatoes, yeast and mushrooms 

are good source of Rf, but exposure to light destroys Rf. Rf is very important for the 

preservation of food in right light condition [144]. The photochemical reactions of Rf are 

well understood [145]. It has already been demonstrated that the intramolecular ET process 

is responsible for the photoreduction of the chromophore [146, 147]. It has been proposed 

that two photoproducts, Lumichrome and Lumiflavin are generated via an intermediate 

compound deuteroflavin during the photodetorioration of the Rf chromophore in presence 

of oxygen [147]. The role of proton transfer from the ribityl chain to the side nitrogen 

moiety for the generation of the photoproduct is also identified. In a recent study, it has 

been established that Rf is a potential photosensetizer and the activated triplet state in the 

molecule is concluded to be responsible for the photosensitization [148, 149]. It is to be 

noted that the photoproducts of Rf are also very hazardous for the biological activity as 

they degrade important amino acids including the tryptophan and tyrosin. Rf has two 

distinct absorption bands at 445 nm and 375 nm with extinction coefficient of 12200 M-1 

cm-1 at 450 nm [118, 150]. The emission peak of Rf in buffer is 520 nm [120]. 
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Figure 2.18. Molecular structure of (A) DCM, (B) p-Benzoquinone, (C) Tryptophan, (D) 

Rifampicin, (E) Riboflavin, (F) H258, (G) Dansyl Chloride, (H) Ethidium Bromide and (I) Crystal 

Violet. 
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2.2.3.6. [2′-(4-Hydroxyphenyl)-5-(4-methyl-1-piperazinyl)-2,5′-bi-1H-benzimidazole 

trihydrochloride hydrate], Hoechst 33258 (H258): The commercially available probe 

H258 (Figure 2.18F) is widely used as fluorescent cytological stain of DNA. Since it has 

affinity for the double stranded DNA. H258 is soluble in water. In bulk water the 

absorption peak and emission peaks of H258 are at 366 and 500 nm [151], respectively and 

it is sensitive to the polarity of the medium. The significant solvochromic effect (solvation) 

in the absorption and emission spectra of H258 makes the dye an attractive solvation probe 

for microenvironments [152]. 

2.2.3.7. Dansyl Chloride [5-(Dimethylamino)naphthalene-1-sulfonyl chloride]: Dansyl 

chloride (Figure 2.18G) is one of the widely used extrinsic fluorescent probes in biological 

labeling [153, 154]. The reactive free amino groups of amino acids (lysine and arginine) 

react with dansyl chloride in their deprotonated form as a nucleophile and fluoresce at 

green region of the visible spectrum. Protein-dansyl conjugates are sensitive to their 

immediate environment. This, in combination with their ability to accept energy (by 

FRET) from the amino acid tryptophan, allows this labeling technique to be used in 

investigating protein folding and dynamics [155]. 

2.2.3.8. Ethidium Bromide (EtBr): EtBr is a well-known fluorescent probe (Figure 

2.18H) for DNA, which readily intercalates into the DNA double helix [156]. Compared to 

bulk water, the emission intensity and lifetime of EtBr increases significantly when EtBr 

intercalates into the double helix of DNA [157]. This remarkable fluorescence 

enhancement of EtBr is utilized to study the motion of DNA segments, and the interaction 

of DNA with surfactants and drug [158]. Absorption maxima of EtBr in aqueous solution 

are at 285 nm and 480 nm, after excitation EtBr emits orange light with wavelength 

maxima at 620 nm [159]. 

2.2.3.9. Crystal Violet (CV): CV is a triarylmethane dye (Figure 2.18I), used as a staining 

material. It can bind to the negatively charged phosphate backbone of DNA and negatively 

charged amino acids of proteins. It is highly soluble in water and other polar solvents. Its 

concentration is determined using extinction coefficient,  M-1cm-1 at nm 

[160]. CV is a well-known probe for the detection of SERS enhancement [161]. 
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Chapter 3 

Instrumentation and Sample Preparation 

In this chapter the details of instrumental setup and sample preparation techniques used in 

our studies have been described. 

3.1. Instrumental Setups: 

3.1.1. Steady-state UV-Vis Absorption and Emission Measurement: Steady-state UV-

Vis absorption and emission spectra of the probe molecules were measured with Shimadzu 

UV-2450 spectrophotometer and Jobin Yvon Fluoromax-3 fluorimeter, respectively. 

Schematic ray diagrams of these two instruments are shown in Figures 3.1 and 3.2. 

 

 

Figure 3.1. Schematic ray diagram of an absorption spectrophotometer. Tungsten halogen (W1) 

and deuterium lamps (D2) are used as light sources in the visible and UV regions, respectively. M, 

G, L, S, PMT designate mirror, grating, lens, shutter and photomultiplier tube, respectively. CPU, 

A/D converter and HV/amp indicate central processing unit, analog to digital converter and high-

voltage/amplifier circuit, respectively. 
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Figure 3.2. Schematic ray diagram of an emission spectrofluorimeter. M, G, L, S, PMT and PD 

represent mirror, grating, lens, shutter, photomultiplier tube and reference photodiode, 

respectively. 

 

3.1.2. Circular Dichroism (CD) Measurement: CD is a form of spectroscopy based on 

the differential absorption of left and right-handed circularly polarized light. It can be used 

to determine the structure of macromolecules (including the secondary structure of proteins 

and the handedness of DNA). The CD measurements were done in a JASCO 

spectropolarimeter with a temperature controller attachment (Peltier) (Figure 3.3). The CD 

spectra were acquired using quartz cells of 0.1 and 1.0 cm path length. For proteins, the 

typical concentration used for CD measurements were within 10 M. 

The working principle of CD measurement is as follows: when a plane polarized 

light passes through an optically active substance, not only do the left (L) and right (R) 
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circularly polarized light rays travel at different speeds, cL ≠ cR, but these two rays are 

absorbed to different extents, i.e., AL ≠ AR. The difference in the absorbance of the left and 

right circularly polarized light, i.e., A = AL–AR, is defined as circular dichroism [1]. CD 

spectroscopy follows Beer-Lambert law. If I0 is the intensity of light incident on the cell, 

and I, that of emergent light, then absorbance is given by,  

0
10

I
A log εcl

I

 
  

 
                    (3-1) 

where, A is proportional to concentration (c) of optically active substance and optical path 

length (l). If ‘c’ is in moles L-1 and ‘l’ is in cm, then ε is called the molar absorptivity or 

molar extinction coefficient. In an optically active medium, two absorbances, AL and AR 

are considered, where  L 10 0 LA log I I  and  R 10 0 RA log I I . At the time of incidence 

on the sample, intensity of left and right circularly polarized light are same, i.e., I0 = IL= IR. 

Any dicrograph passes periodically changing light through the medium, oscillating 

between left and right circular polarization, and the difference in absorbances are recorded 

directly [2]. 
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or    ΔA Δε cl           (3-3) 

As seen from equation (3-2), I0 does not appear in this final equation, so there is no need 

for a reference beam. The instruments are, therefore, of single beam type. Most of the CD 

spectropolarimeters, although they measure differential absorption, produce a CD spectrum 

in units of ellipticity () expressed in millidegrees versus , rather than A versus . The 

relation between ellipticity and CD is given by, 
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To compare the results from different samples, optical activity is computed on a molar or 

residue basis. Molar ellipticity, [] is defined as, 
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where, ‘’ is in degrees, ‘c’ is in moles L-1 and ‘l’ is in cm. The unit of molar ellipticity is 

deg M−1 cm−1. 

 

 

Figure 3.3. Schematic ray diagram of a circular dichroism (CD) spectropolarimeter. M1, M2, P1, 

S, PMT, CDM, O-ray and E-ray represent concave mirror, plain mirror, reflecting prism, shutter, 

photomultiplier tube, CD-modulator, ordinary ray and extraordinary ray, respectively. 

 

3.1.3. Time-Correlated Single Photon Counting (TCSPC) Technique: All the 

picosecond-resolved fluorescence transients were recorded using TCSPC technique. The 

schematic block diagram of a TCSPC system is shown in Figure 3.4. TCSPC setup from 

Edinburgh instruments, U.K., was used during fluorescence decay acquisitions. The 

instrument response functions (IRFs) of the laser sources at different excitation 

wavelengths varied between 70 ps to 80 ps. The fluorescence from the sample was 

detected by a photomultiplier after dispersion through a grating monochromator [3]. For all  
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Figure 3.4. Schematic ray diagram of a time correlated single photon counting (TCSPC) 

spectrophotometer. A signal from microchannel plate photomultiplier tube (MCP-PMT) is 

amplified (Amp) and connected to start channel of time to amplitude converter (TAC) via constant 

fraction discriminator (CFD) and delay. The stop channel of the TAC is connected to the laser 

driver via a delay line. L, M, G and HV represent lens, mirror, grating and high voltage source, 

respectively. 

 

transients, the polarizer in the emission side was adjusted to be at 54.7° (magic angle) with 

respect to the polarization axis of excitation beam. In order to measure anisotropy, 

fluorescent transients were taken with emission polarizer aligned in parallel and 

perpendicular directions with respect to vertical polarization of excitation light. For 

tryptophan excitation of protein, femtosecond-coupled TCSPC setup were employed in 

which the sample was excited by the third harmonic laser beam (300 nm) of the 900 nm 

(0.5 nJ per pulse) using a mode-locked Ti-sapphire laser with an 80 MHz repetition rate 

(Tsunami, Spectra Physics), pumped by a 10 W Millennia (Spectra Physics) followed by a 

pulse-peaker (rate 8 MHz) and a third harmonic generator (Spectra-Physics, model 3980). 

The third harmonic beam was used for excitation of the sample inside the TCSPC 
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instrument (IRF = 70 ps) and the second harmonic beam was collected as for the start 

pulse. 

3.1.4. Femtosecond-resolved Fluorescence Up-conversion Technique: The 

femtosecond-resolved fluorescence spectroscopy was carried out using a femtosecond 

 

 

Figure 3.5. Schematic diagram of a femtosecond fluorescence up-conversion experimental setup. A 

BBO crystal (NC1) is used for second harmonic generation, which provides a pump beam in the 

UV region. Another BBO crystal (NC2) generates the up-conversion signal of pump and probe 

beams. L and M indicate lenses and mirrors, respectively. M1-M3 and M5-M8 are IR mirrors 

whereas M4 is a UV mirror. DM is dichroic mirror and P is periscope. 

 

up-conversion setup (FOG 100, CDP, Figure 3.5) in which the sample was excited at 390 

nm, using the second harmonic of a mode-locked Ti-sapphire laser with 80 MHz repetition 

rate (Tsunami, Spectra Physics), pumped by 10 W Millennia (Spectra Physics). The 

fundamental beam was passed through a periscopic arrangement (P) (Figure 3.5) before 

getting frequency doubled in a nonlinear crystal, NC1 (1 mm BBO,  = 25°,  = 90°). This 

beam was then sent into a rotating circular cell of 1 mm thickness containing the sample 

via a dichroic mirror (DM), a polarizer and a mirror (M4). The resulting fluorescence 

emission was collected, refocused with a pair of lenses (L4 and L5) and mixed with the 

fundamental beam (780 nm) coming through a delay line to yield an upconverted photon 

signal in a nonlinear crystal, NC2 (0.5 mm BBO (-barium borate),  = 10°,  = 90°). The 
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upconverted light was dispersed in a double monochromator and detected using photon 

counting electronics. The instrument response time was determined from the cross-

correlation function due to sum frequency generation between gate and excitation pulses. 

The cross-correlation function was obtained using the Raman scattering from water, 

displaying a full width at half maximum of approximately (FWHM) of 165 fs. The 

observed femtosecond-resolved decays were fitted using a Gaussian shape for the exciting 

pulse. 

3.1.5. Transmission Electron Microscope (TEM): A FEI TecnaiTF-20 field-emission 

high-resolution TEM (Figure 3.6) equipped with an energy dispersive X-ray (EDAX) 

 

 

Figure 3.6. Schematic diagram of a typical transmission electron microscope (TEM). After the 

transmission of electron beam through a specimen, the magnified image is formed either in the 

fluorescent screen or can be detected by a CCD camera. 

 

spectrometer was used to characterize the microscopic structures of samples and to analyze 

their elemental composition. The sizes of the nanoparticles were determined from the TEM 

images obtained at 200 kV acceleration voltage of the microscope. The imaging of the 

reverse vesicle solutions were conducted at 120 kV. Samples for TEM were prepared by 

placing a drop of the colloidal solution on a carbon-coated copper grid and allowing the 

film to evaporate overnight at room-temperature. 
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3.1.6. Dynamic Light Scattering (DLS): DLS, also known as photon correlation 

spectroscopy (PCS) or quasi-elastic light scattering (QELS) is one of the most popular 

techniques used to determine the hydrodynamic size of the particles. DLS measurements 

were performed on a Nano S Malvern instrument, (U.K.) employing a 4 mW He-Ne laser 

(λ = 632.8 nm) and equipped with a thermostatted sample chamber. The instrument allows 

DLS measurements in which all the scattered photons are collected at 173o scattering angle  

 

 

Figure 3.7. Schematic ray diagram of dynamic Light Scattering (DLS) instrument. The avalanche 

photo diode (APD) is connected to preamplifier/amplifier assembly and finally to correlator. It has 

to be noted that lens and translational assembly, laser power monitor, size attenuator, laser are 

controlled by the computer. 

 

(Figure 3.7). The instrument measures the time dependent fluctuation in intensity of light 

scattered from the particles in solution at a fixed scattering angle [4]. The ray diagram of 

the DLS setup is shown in Figure 3.7. 
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It has been seen that particles in dispersion are in a constant, random Brownian 

motion and this causes the intensity of scattered light to fluctuate as a function of time. The 

correlator used in a DLS instrument constructs the intensity autocorrelation function G(τ) 

of the scattered intensity, 

     τtItIτG          (3-6) 

where τ is the time difference (the sample time) of the correlator. For a large number of 

monodisperse particles in Brownian motion, the correlation function (given the symbol G) 

is an exponential decaying function of the correlator time delay τ, 

    τ2ΓBexp1AτG                                (3-7) 

where A is the baseline of the correlation function, B is the intercept of the correlation 

function. Γ is the first cumulant and is related to the translational diffusion coefficient as, Γ 

= Dq2, where q is the scattering vector and its magnitude is defined as, 
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where n is the refractive index of dispersant, λ0 is the wavelength of the laser and θ, the 

scattering angle. For polydisperse samples, the equation can be written as, 
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2
1 τgB1AτG        (3-9) 

where the correlation function g(1)(τ) is no longer a single-exponential decay and can be 

written as the Laplace transform of a continuous distribution G() of decay times,  

                
      dΓΓτexpΓGτg

0
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

            (3-10) 

The scattering intensity data in DLS were processed using the instrumental software to 

obtain the hydrodynamic diameter (dH) and the size distribution of the scatterer in each 

sample. In a typical size distribution graph from the DLS measurement, X-axis shows a 

distribution of size classes in nm, while the Y-axis shows the relative intensity of the 

scattered light. The diffusion coefficient (D) can be calculated using dH of the particle by 

using the Stoke-Einstein relation, 

        
H

B

d3π

Tk
D

η
        (3-11) 
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where kB, T, dH, and η are Boltzmann constant, temperature in Kelvin, hydrodynamic 

diameter and viscosity, respectively. 

3.1.7. Density and Sound Velocity Measurement: The density and sound velocity 

measurements were done in DSA 5000 from Anton Paar. The instrument measures density 

and sound velocity with accuracies of 5x10-3 and 1x10-6, respectively. The density and 

 

 

Figure 3.8. Schematic representation of the densimeter. 

 

velocity are measured according to the following measuring principle. A U-shaped glass 

tube of known volume and mass is filled with the liquid sample and excited electronically 

by a Piezo element (Figure 3.8). The U-tube is kept oscillating continuously at the 

characteristic frequency f. Optical pick-ups record the oscillation period P as P = 1/f. This 

frequency is inversely proportional to the density ρ of the filled-in sample. The reference 

oscillator speeds up the measurements when aiming at various measuring temperatures.  

The density is calculated as,  

= AxP2-B                   (3-12) 
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where and A, B are parameters. Once the instrument has been adjusted with air and water, 

the density of the sample can be determined. Adiabatic compressibility () of the solutions 

can be determined by solution density () and the sound velocity (u) and applying 

Laplace’s equation, 

                                                             
2uρ

1
β


               (3-13) 

3.1.8. X-ray Diffraction (XRD) Measurement: XRD is a popular and powerful technique 

for determining crystal structure of crystalline materials. By examining the diffraction 

pattern, one can identify the crystalline phase of the material. Small angle scattering is 

 

 

Figure 3.9. Schematic diagram of X-ray diffraction (XRD) instrument. By varying the angle θ, the 

Bragg's law conditions, nλ = 2dsinθ are satisfied by different d-spacings in polycrystalline 

materials. Plotting the angular positions and intensities of the resultant diffracted peaks of 

radiation produces a pattern, which is characteristic of the sample. 

 

useful for evaluating the average interparticle distance while wide-angle diffraction is 

useful for refining the atomic structure of nanoclusters. The widths of the diffraction lines 

are closely related to strain, defect size and distribution in nanocrystals. As the size of the 

nanocrystals decreases, the line width is broadened due to loss of long-range order relative 

to the bulk. This XRD line width can be used to estimate the size of the particle by using 

the Debye-Scherrer formula, 
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0.9λ

D
βcosθ

       (3-14) 

where, D is the nanocrystal diameter, λ is the wavelength of light, β  is the full-width half-

maximum (FWHM) of the peak in radians, and θ is the Bragg angle. XRD measurements 

were performed on a PANalytical XPERT-PRO diffractometer (Figure 3.9) equipped with 

Cu Kα radiation (λ = 1.5418 Å at 40 mA, 45 kV) [5]. XRD patterns were obtained by 

employing a scanning rate of 0.02° s−1 in the 2θ range from 15° to 90°. The nanoparticles 

(NPs) were ultracentrifuged and dried to get the XRD pattern. 

3.1.9. Fourier Transform Infrared (FTIR) Measurement: FTIR spectroscopy is a 

technique that can provide very useful information about functional groups in a sample. An 

infrared spectrum represents the fingerprint of a sample with absorption peaks which 

correspond to the frequencies of vibrations between the bonds of the atoms making up the 

material. Because each different material is a unique combination of atoms, no two 

 

 

Figure 3.10. Schematic of Fourier Transform Infrared (FTIR) spectrometer. It is basically a 

Michelson interferometer in which one of the two fully-reflecting mirrors is movable, allowing a 

variable delay (in the travel-time of the light) to be included in one of the beams. M, FM and BS1 

represent the mirror, focusing mirror and beam splitter, respectively. M5 is a moving mirror. 

 

compounds produce the exact same infrared spectrum. Therefore, infrared spectroscopy 

can result in a positive identification (qualitative analysis) of every different kind of 

material. In addition, the size of the peaks in the spectrum is a direct indication of the 
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amount of material present. The two-beam Michelson interferometer is the heart of FTIR 

spectrometer. It consists of a fixed mirror (M4), a moving mirror (M5) and a beam-splitter 

(BS1), as illustrated in Figure 3.10. The beam-splitter is a laminate material that reflects 

and transmits light equally. The collimated IR beam from the source is partially 

transmitted to the moving mirror and partially reflected to the fixed mirror by the beam-

splitter. The two IR beams are then reflected back to the beam-splitter by the mirrors. The 

detector then monitors the transmitted beam from the fixed mirror and reflected beam from 

the moving mirror, simultaneously. The two combined beams interfere constructively or 

destructively depending on the wavelength of the light (or frequency in wavenumbers) and 

the optical path difference introduced by the moving mirror. The resulting signal is called 

an interferogram which has the unique property that every data point (a function of the 

moving mirror position) which makes up the signal has information about every infrared 

frequency which comes from the source. Because the analyst requires a frequency 

spectrum (a plot of the intensity at each individual frequency) in order to make 

identification, the measured interferogram signal cannot be interpreted directly. A means 

of “decoding” the individual frequencies is required. This can be accomplished via a well-

known mathematical technique called the Fourier transformation. This transformation is 

performed by the computer which then presents the user with the desired spectral 

information for analysis. In our study FTIR measurements were performed on a JASCO 

FTIR-6300 spectrometer (transmission mode) using CaF2 window. 

3.1.10. Laser Raman Spectroscopy: Raman spectroscopy is a useful technique for the 

identification of a wide range of substances-solids, liquids, and gases. It is a 

straightforward, non-destructive technique requiring no sample preparation. Raman 

spectroscopy involves illuminating a sample with monochromatic light and using a 

spectrometer to examine light scattered by the sample.  

At the molecular level photons can interact with matter by absorption or scattering 

processes. Scattering may occur either elastically, or inelastically. The elastic process is 

termed Rayleigh scattering, whilst the inelastic process is termed Raman scattering. The 

electric field component of the scattering photon perturbs the electron cloud of the 

molecule and may be regarded as exciting the system to a ‘virtual’ state. Raman scattering 

occurs when the system exchanges energy with the photon, and the system subsequently 
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decays to vibrational energy levels above or below that of the initial state. The frequency 

shift corresponding to the energy difference between the incident and scattered  

 

 

Figure 3.11. Schematic diagram of a Raman spectrometer. 

 

photon is termed the Raman shift. Depending on whether the system has lost or gained 

vibrational energy, the Raman shift occurs either as an up or down-shift of the scattered 

photon frequency relative to that of the incident photon. The down-shifted and up-shifted 

components are called, the Stokes and anti-Stokes lines, respectively. A plot of detected 

number of photons versus Raman shift from the incident laser energy gives a Raman 

spectrum. Different materials have different vibrational modes, and therefore characteristic 

Raman spectra. This makes Raman spectroscopy a useful technique for material 

identification. There is one important distinction to make between the Raman spectra of 

gases and liquids, and those taken from solids - in particular, crystals. For gases and liquids 

it is meaningful to speak of the vibrational energy levels of the individual molecules which 

make up the material. Crystals do not behave as if composed of molecules with specific 

vibrational energy levels, instead the crystal lattice undergoes vibration. These 

macroscopic vibrational modes are called phonons. 

In most of the Raman spectrometer, lasers are used as a photon source due to their 

highly monochromatic nature, and high beam fluxes (Figure 3.11). This is necessary as the 
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Raman effect is weak, typically the Stokes lines are ~105 times weaker than the Rayleigh 

scattered component. In the visible spectral range, Raman spectrometers use notch filters to 

cut out the signal from a very narrow range centred on the frequency corresponding to the 

laser radiation. Most Raman spectrometers for material characterization use a microscope 

to focus the laser beam to a small spot (< 1−100 m diameter). Light from the sample 

passes back through the microscope optics into the spectrometer. Raman shifted radiation 

is detected with a charge-coupled device (CCD) detector, and a computer is used for data 

acquisition and curve fitting. These factors have helped Raman spectroscopy to become a 

very sensitive and accurate technique. 

In our study [5] Raman experiments were performed in a back scattering geometry 

by using a LabRAM HR, JobinYvon fitted with a Peltier-cooled CCD detector. An air 

cooled argon ion laser with a wavelength of 488 nm was used as the excitation light 

source. The laser power was 17 mW at the sample and the integration time was 1 second 

with a double accumulation for each measurement. 2-4 l of 560 M CV ethanol solution 

was added in the substrate solutions, and SERS measurements were started after 5 minute 

of incubation. 

3.1.11. Conductivity Measurement: Conductivity is the ability of a material to conduct 

current. Positive and negative ions in a solution will move to the oppositely charged 

electrode when an electric charge is applied to the solution, thus conducting current (Figure 

3.12). In addition to the current applied, ion movement is affected by the solvent properties 

(temperature, viscosity) and the physical properties of the ion (size, charge, concentration 

etc.). As temperature increases, ions move faster and conduct more current. As viscosity 

increases, the ions move slower and conduct less current. In theory, a conductivity 

measuring cell consists of two, 1-cm square electrode surfaces spaced 1 cm apart. The cell 

constant (K) is determined by the cell length (L) and cross-sectional area (A) (K = L / A). 

Cells with larger/smaller electrodes or electrodes spaced at a different distance are 

characterized by a different cell constant. Since the cell’s physical configuration 

significantly affects the conductivity measurement, it must be multiplied by the 

conductance to obtain the actual conductivity reading. For most uses, the actual cell 
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constant (K) of a specific cell is determined by comparing the measurement of a standard 

solution of known specific conductivity (e.g., 0.01 M KCl) to the measured conductance. 

 

 

Figure 3.12. Schematic representation of ion migration in solution. 

 

In our study the electrical conductivity of the microemulsion (ME) was measured 

using a Sension378 conductivity meter (Hach Company, Loveland, CO) at room 

temperature. Since the MEs were based on nonionic components and there is no 

considerable dependence of phase behavior on salinity, solution of 0.9% NaCl was used as 

the titrant in place of pure water. Measurement of conductivity was carried out with an 

absolute accuracy up to ± 0.5%. 

3.1.12. Refractive Indices Measurement: Refractive indices of the solutions were 

measured by using a Rudolph J357 automatic refractometer. The instruments measures the 

refractive indices using sodium D-line of wavelength 589.3 nm with accuracies ±0.00004. 

The measurement of the refractive index of the sample is based on the determination of the 

critical angle of total reflection. A light source, usually a long-life LED, is focused onto a 
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prism surface via a lens system. Due to the focusing of light to a spot at the prism surface, 

a wide range of different angles is covered. As shown in the Figure 3.13, the measured 

 

 

Figure 3.13. Schematic representation of the refractometer. 

 

sample is in direct contact with the measuring prism. Depending on its refractive index, the 

incoming light below the critical angle of total reflection is partly transmitted into the 

sample, whereas for higher angles of incidence the light is totally reflected. This 

dependence of the reflected light intensity from the incident angle is measured with a high-

resolution sensor array. From the video signal taken with the CCD sensor the refractive 

index of the sample can be calculated. 

3.1.13. Viscosity Measurement: Viscosity of the solutions were measured by measuring 

the flow times in a calibrated Ostwald viscometer having 100-s efflux time for water. In a 

typical experiment the time taken for a liquid to flow between the two marks in an Ostwald 

viscometer (AB, Figure 3.14) is a function of both viscosity and density. The 

relationship between dynamic viscosity and density is called kinematic viscosity and is 

defined as, 

                        Kinematic Viscosity = [Dynamic Viscosity]/Density           (3-15) 

An Ostwald viscometer is normally supplied with a viscometer constant which can be used 

to calculate viscosity. However, if that is not available, the viscosity of the test fluid can be 
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compared with one whose viscosity is known (e.g., water) and the viscosity is calculated 

using the following equation, 

ww

w
ρt

ρt
ηη




        (3-16) 

where  denotes viscosity,  is density and t being the time of flow of the respective 

systems. 

 

                                      

Figure 3.14. Schematic representation of Ostwald viscometer. 

3.2. Sample Preparation: In this section the different sample preparation methods 

have been discussed. 

3.2.1. Chemicals Used: The chemicals, spectroscopic probes, and proteins were procured 

from the following sources. Double distilled water was used to prepare all the aqueous 

solutions. The chemicals isopropyl myristate (IPM), polyoxyethylenesorbitan monooleate 
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(Tween 80), silver nitrate (AgNO3), sodium borohydride (NaBH4), rifampicin was 

purchased from Sigma Aldrich. The probes 2′-(4-Hydroxyphenyl)-5-(4-Methyl-1-

Piperazinyl)-2,5′-Bi-1H-Benzimidazole Trihydrochloride Hydrate (H258), ethidium 

bromide (EtBr) and dansyl chloride (DC) was purchased from Molecular probes. 4-

(dicyanomethylene)-2-methyl-6-(p-dimethylamino-styryl)-4H-pyran (DCM) and 

hexadecyltrimethylammonium bromide (CTAB) was obtained from Fluka. Sodium citrate, 

β-Cyclodextrin (β-CyD) and γ-CyD was purchased from Aldrich. The chemicals crystal 

violet (CV), sodium bis(2-ethylhexyl) sulfosuccinate (AOT), lyophilized riboflavin 

binding protein (RBP, Apo form from chicken egg white), di-sodium hydrogen phosphate, 

sodium dihydrogen phosphate, sodium acetate, acetic acid, riboflavin (Rf, Vitamin B2) and 

apomyoglobin (Apo-Mb from horse skeletal muscle) was obtained from Sigma. Butyl 

lactate and isooctane was procured from Spectrochem. Sodium chloride and citric acid was 

obtained from Merck. Ammonium molybdate was purchased from SRL (analytical grade). 

p-Benzoquinone (BQ) was from Alfa Aesar. EGFP was obtained from MC4100 

Escherichia coli (E. coli) cells containing pEGFP (Clontech), as described in the reference 

[6]. The plasmid pRSETA harboring mEos2 was transformed into E. coli BL21DE3 cells 

and mEos2 was obtained from the protein purification facility at the Centre for Cellular 

and Molecular Platforms (Bangalore, India). All the chemicals and the proteins were of 

highest purity available and used without further purification. 

3.2.2. Preparation of Vesicle Solution: Transparent solutions of vesicles were prepared 

by adding calculated amount of AOT surfactant to water followed by gentle stirring [7]. 

For vesicles containing probe molecules the respective probe was added before stirring the 

solutions. Prior to all the measurements, the AOT/water solutions were filtered with a 

Whatman syringe filter (pore size of 0.2 micrometre). 

3.2.3. Preparation of Microemulsion (ME): ME solutions of specific wt. fraction of 

water to oil (Xw) were prepared by adding calculated volume of water and IPM (oil) to 

solutions containing constant Tween 80/butyl lactate wt. ratio (1:1) [8]. The solution 

mixtures were then vortexed to get the transparent solutions of ME. AOT Reverse micellar 

(RM) solutions were prepared by adding requisite volumes of water into a given volume of 

AOT solution (100 mM) in isooctane with gentle stirring to achieve RMs with required 
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degree of hydration, w0 (= [water]/[surfactant]) [9]. For CTAB-RM preparation hexanol 

was additionally added as a cosurfactant in 1:9 ratios (v/v) to the isooctane solution [9]. 

For encapsulation of protein in the RM, buffer solutions of the proteins were used as the 

aqueous phase of the RM. 

3.2.4. Preparation of Reverse Vesicle (RV): For the preparation of RVs, o/w ME 

comprising of tween 80, butyl lactate, and IPM, with wt. fraction of water being, Xw = 

0.37, was prepared. The wt. ratio of tween 80 and butyl lactate was maintained at 1:1. Next 

13.3 l of the ME was added to 2 ml of IPM. The solution was then vortexed for 15 

minutes to get a transparent solution of RV [5]. 

3.2.5. Nanoparticle Synthesis in Reverse Vesicle (RV): 200 mM aqueous solution of 

AgNO3 was used as the aqueous phase to prepare ME with Xw = 0.37. 13.3 l of this ME 

was then added to 2 ml of IPM and was allowed to stir for 15 minutes to get a transparent 

solution of RV containing silver ions. After that 2.5 mg of NaBH4 was added to the RV 

solutions and was allowed to stir overnight (12 hours) to get RV containing silver NPs [5]. 

3.2.6. Preparation of Protein and Probe Solutions: Aqueous stock solutions of RBP 

were prepared in a phosphate buffer (10 mM) at pH 7.0 using double distilled water [9]. 

Concentration of RBP in buffer was determined using the extinction coefficient value of 

49000 M-1 cm-1 at 280 nm [10]. Rf concentration was calculated from its absorbance using 

the extinction coefficient value of 12200 M-1 cm-1 at 450 nm [10]. We have used 15 µM 

RBP and 7.5 µM Rf solutions for all the spectroscopic studies. 

EGFP and mEos2 solutions were prepared in either phosphate buffer solution (10 

mM, pH 7.0) or sodium acetate buffer solution (10 mM, pH 3.0 and pH 4.2) [11]. For 

picosecond measurements we used 0.5 µM EGFP and 2 mM BQ solutions. To get 

sufficient photon count in femtosecond up-conversion measurements we used 14.5 µM 

EGFP, with concentration of BQ being 57 mM. In picosecond-resolved studies of mEos2 

(0.67 µM) the concentration of BQ was 2.6 mM. 

Aqueous stock solutions of Apo-Mb were prepared in phosphate buffer (10 mM) at 

pH 7.5 [12]. The working concentration of the protein was 1.66 μM, far below the 

aggregation concentration of the protein [13, 14]. Labeling of Apo-Mb with dansyl 
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chloride was done by incubating 1.66 μM of the protein in 10 mM phosphate buffer at pH 

7.5, with 10-fold molar excess of dansyl chloride (in acetonitrile) at 4°C, for overnight 

stirring. The reaction was quenched by adding tris-HCl, pH 7.5. It was then dialyzed 

against 10 mM phosphate buffer, pH 7.5 [15]. The reactive groups of amino acids (lysine, 

arginine) react with dansyl chloride in their deprotonated form as a nucleophile. Since the 

pKa of arginine (pKa = 12.48) is greater than that of lysine (pKa = 10.5), at pH 7.5 lysine is 

favorably dansylated [16, 17]. 

3.2.7. Determination of Thermodynamics of Binding: In order to establish the 

stoichiometric compositions of the inclusion complexes of a ligand to its receptor, and to 

determine the thermodynamic energy parameters associated with the binding, Benesi-

Hildebrand method [18] was applied employing following equation: 

                       
0 / 0 / 0

F F F F i F F

1 1 1

I I I I K (I I )[CyD]
 

  
       (3-17) 

Where IF
0, IF, and IF

/ are the integrated fluorescence intensities of the ligand in the 

absence, at intermediate and at infinite concentrations of the receptor, Ki being the binding 

constant. Linearity in this plot suggests 1:1 stoichiometry of the binding. In our study [12] 

the inclusion of tryptophan (Trp) with -CyD led us to estimate the overall equilibrium 

constant (Ktotal) for dansyl bound apomyoglobin (Dan. Apo-Mb) association with β-CyD 

dictated by the reaction  

       
Ktotal

Trp apo Mb Dan  2 CyD CyD Trp apo Mb Dan CyD               (3-18) 

This equilibrium can be split into two steps in which (β-CyD)-Trp-[Apo-Mb]-Dan and (β-

CyD)-Trp-[Apo-Mb]-Dan-(β-CyD) are formed in individual steps with association 

constants K1 and K2, estimated from equation (3-17), respectively 

     
K1

Trp apo Mb Dan  CyD  CyD Trp apo Mb Dan                                     (3-19) 

         
K2

CyD Trp apo Mb Dan  CyD  CyD Trp apo Mb Dan CyD                     (3-20) 

According to multiple equilibria model [19, 20], the Ktotal was estimated from the product 

of the stepwise constants K1 and K2, determined from equation (3-17). 
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Chapter 4 

Structural Characterization and Crucial Ultrafast 

Dynamical Events in Biomimetic Self-assembly 

4.1. Introduction: 

In chemical and biological environments, water exists mainly as interfacial water, which is 

located in the close vicinity of different type of interfaces and is mostly confined in cellular 

cavities and interstitial voids. These environments may contain from millions to only a few 

tens of water molecules. The attractive/repulsive interaction between the interface and 

water molecules, as well as the geometrical constraint by the environment, causes 

significant changes in local and long-range water structure. As a result, chemistry in 

aqueous biomolecular systems and in organized molecular assemblies differs markedly 

from that in a homogeneous fluid medium [1-4]. Nature uses this difference exceptionally 

efficiently to carry out various chemical processes [1, 2, 5]. Water molecules confined in 

organized assemblies (reverse micelles, micelles, vesicles) and various biological 

macromolecules (such as protein surface or DNA) strongly influence the structure, 

function and dynamics of biomolecules [6]. Surfactant based microemulsion (ME) systems 

are well known biomimicking systems for such studies [7, 8]. 

The structure of ME can be idealized as a set of interfaces dividing polar and 

nonpolar domains. Depending on the composition of the system the microstructure of a 

ME may exist as water-in-oil (w/o) droplets, oil-in-water (o/w) droplets, or a bicontinuous 

structure. Various spectroscopic techniques like small angle X-ray scattering (SAXS), 

dynamic light scattering (DLS), pulsed-gradient-spin-echo (PGSE) nuclear magnetic 

resonance spectroscopy and others have been employed for structural identification of 

these systems [9-12]. Moreover, there is a growing interest to study the behavior of water 

molecules in such organized assemblies. Pharmaceuticals have displayed enhanced 

structural and conformational stability and slow diffusivity [13] and certain enzymes 

manifest enhanced activity at certain levels of hydration [13] in ME system. Garti and 

coworkers have employed the sub-zero differential scanning calorimetry (DSC) to study 
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the nature of the water and its thermal behavior in ME systems [14]. Water confined in 

reverse micelles has been detailed by Amararene et al. using acoustic and densimetric 

experiments [15]. Nuclear magnetic resonance (NMR) studies have successively reported 

the diffusive property of water in these types of nanoconfining environments. With this 

background the dynamics of water in such nanocavity seems interesting and can be studied 

using various techniques like solvation dynamics. 

Our study attempts to construct a novel ME system comprising of pharmaceutically 

acceptable components tween 80/butyl lactate/isopropyl myristate (IPM)/water [16-18]. 

The pseudo-ternary phase diagram has been constructed for the chosen system at a 

constant surfactant/cosurfactant wt. ratio of 1:1. Conductivity, viscosity, ultrasonic 

compressibility and sound velocity measurements are employed to investigate the gradual 

changes occurring in the microstructure of the MEs with increasing water content. The 

bound property of water at the surfactant water interface has successfully been studied by 

the solvation probe 4-(dicyanomethylene)-2-methyl-6-(p-dimethylaminostyryl)-4H-pyran 

(DCM); using picosecond time-resolved fluorescence spectroscopy technique. To ascertain 

the geometrical restriction of the probe at the interface, rotational relaxation dynamics of 

the dye in different ME systems have also been determined. In relation to the 

microenvironment polarity, the steady-state absorption and emission data of DCM at the 

interface has been monitored as a function of water concentration. The focus of this study 

is formulation and physicochemical characterization of the ME formed using 

pharmaceutically acceptable components in a wide composition range in order to obtain 

information on self-organized structures. The study focuses to find correlation in the water 

relaxation dynamics with the structure of the host assembly. It is believed that the findings 

would show the convenience of characterizing ME systems from a physicochemical and 

spectroscopic point of view and improve our understanding of the microstructure of such 

biomimicking ME systems. This will serve as a basis for further investigations of ME 

systems useful in drug delivery and nontoxic nano-template for other applications. 
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4.2. Results and Discussion: 

4.2.1. Microstructure, Morphology and Ultrafast Dynamics of a Novel Edible 

Microemulsion [19]: 

Figure 4.1 shows the pseudo-ternary phase diagram of the system composed of Tween 

80/butyl lactate/IPM/water at room temperature. The phase behavior, as shown in Figure 

4.1, manifests a large single phase isotropic ME region, formed spontaneously at room 

temperature coupled with a two phase region appearing along the oil-water axis. The 

isotropic mixtures of ME remain stable without any phase separation upon prolonged 

standing. For potential pharmaceutical application, the ME system should be stable 

 

 

Figure 4.1. Pseudo-ternary phase diagram of tween 80/butyl lactate/IPM/water ME system. (2) 

Two phase region, (ME) single phase region, (X) w/o ME, (Y) bicontinuous ME, (Z) o/w ME. The 

dotted line AB represents the dilution line along which all the experiments are carried out. 

 

at various physiologically relevant environments, and to check that we observe the phase 

behavior at pH = 2.6 and also in 0.9% salt concentration. It is found that the phase 
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behavior of the system remains almost unaltered at pH 2.6 (Figure 4.2a) as well as in 0.9% 

salt concentration (Figure 4.2b) revealing the stability of the system in such environments. 

Considering the finite possibility of butyl lactate being hydrolysed to form n-butanol at in 

vivo low pH of the stomach, which may in turn affect the stability of the ME system, we 

construct the phase behavior of the system at various pH using n-butanol as the  

 

 

Figure 4.2. Pseudo-ternary phase diagram of tween 80/butyl lactate/IPM/water ME system (a) at 

pH 2.6 and (b) at 0.9% NaCl. (2) Two phase region, (ME) single phase region. 

 

cosurfactant and only marginal change in the phase behavior is observed when butyl 

lactate is replaced by n-butanol. This firmly affirms that possible formation of n-butanol 

does hardly affect the stability of the ME. This study further adds up to the potentiality of 

the ME system in pharmaceutical applications. Notably, the line AB in Figure 4.1 shows 

the experimental path along which the measurement of physical properties is carried out. 
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Line AB corresponds to a fixed surfactant-cosurfactant wt. ratio of 1, with wt. fraction 

each in the total system being 0.25. The wt. fraction of water (denoted by Xw) and oil 

varies through the line AB.  

 

 

Figure 4.3. (a) Variation of electrical conductivity () along the dilution line AB (Xw = wt. fraction 

of water), the inset shows the respective variation in viscosity (). (b) Variation of ultrasonic 

compressibility () along the dilution line AB, the inset shows the respective variation in ultrasonic 

velocity (v). 

 

It is well known that in nonionic MEs at low water contents, discrete reverse 

micelles (w/o) are formed within a continuous oil phase and the system shows electrical 
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conductivity () similar to that of the oil phase [20, 21]. Conversely, systems with high 

water content, forming normal micelles (o/w) within a continuous aqueous phase, shows  

similar to that of pure water [20, 22]. We measure  as a function of Xw to identify the 

microstructure type of the ME phase in the present investigation. Figure 4.3a is a 

representative  vs. Xw profile for the studied ME system along the dilution line AB of 

Figure 4.1. The curve can be divided into three distinct segments. In the oil rich region  is 

very low and increases marginally with Xw. The poor conductivity of the system in this 

region is due to the closed domains of water present in w/o MEs. The low conductive oil 

continuous phase in this region prevents continuous migration of the charge carriers and 

hence explains the low conductivity of the water droplets (w/o). On further addition of 

water  increases and two sharp transition points are obtained at Xw = 0.18 and 0.30. The 

transition at Xw = 0.18 could be correlated with the formation of bicontinuous ME where 

various interconnected surfactant domains form a network of conductive channel allowing 

effective transport of charge carriers and relatively higher values of  can be realized [23]. 

The change in the slope of  beyond Xw = 0.30 can be interpreted as a structural transition 

to o/w droplets. This transition takes place as at high Xw the aqueous phase becomes the 

continuous phase with surfactant coated oil droplets dispersed into it and a significant 

connectivity between aqueous domains is established. 

The structural transition in ME essentially involves droplet association i.e., 

clustering and fusion. It must, therefore, have a direct influence on the internal structure 

and hence viscosity. Figure 4.3a (inset) shows the dynamic viscosity of the ME system 

along the dilution line AB. Bell shaped viscosity profile with flattened maxima is obtained 

as has earlier been reported using nonionic surfactants, tween 60/ethanol/R(+)-

limonene/water/propylene glycol [24]; brij-35/butanol/eucalyptus oil/water [25]. The low 

initial viscosity of the system is attributed to the negligible interactions between the 

isolated ‘hard sphere-like’ water globules dispersed in the continuous oil medium [26]. 

With gradual addition of water, dispersed water droplets grow and the enhanced attractive 

interaction between them leads to the formation of water clusters. The increase in the 

viscosity in oil-rich MEs is thus derived from an increase in the dispersed droplet sizes and 

the enhanced attractive interactions between the droplets [27]. At the threshold 

composition such clustering leads to the formation of bicontinuous structure wherein the 
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infinite radius of curvature of the aggregate results in the maximum viscosity of the 

system. In our study the maximum of viscosity occurs at Xw = 0.20 wherein a bicontinuous 

ME is realized. Further addition of water causes a decrease in viscosity indicating that 

water, which is the least viscous component of the ME system, becomes the outer phase 

eventually forming o/w MEs. In this aqueous-rich region, viscosity gradually decreases 

expectedly due to a dilution effect of the o/w ME droplets. The viscosity data thus 

corroborates with the conductivity data and specify that with increasing water, the oil-

continuous ME transforms into a bicontinuous form at Xw = 0.20 and with further addition 

of water ultimately it transforms into the water continuous structure. 

Ultrasonic velocity (v) in the ME system as a function of Xw is displayed in Figure 

4.3b, inset. ‘v’ increases with the addition of water with small changes in the slope at two 

Xw values of  0.18 and 0.30, suggesting structural evolution at these concentrations. We 

also measure isentropic compressibility,  for all these systems and the results are shown 

in Figure 4.3b. A consistent decrease of  is observed with increasing water content with 

sharp changes in slope identified at Xw values of about 0.18 and 0.30. The decrease in  

with increasing Xw is expected, as the system becomes more water like with increasing Xw. 

The higher compressibility of the system at low water content is in well agreement with the 

viscosity behavior of the system which suggests hard sphere-like character of the water 

globules in oil continuous medium (w/o) [26]. The observed experimental trend of  with 

distinct changes in the slope, suggests the deviation of elastic properties of water in the ME 

system correlating the different structural identity of the MEs. Such finding is well in 

agreement with conductivity and viscosity behavior of the system with structural transition 

at  0.18 and 0.30 wt. fraction of water. 

Size characterization of the resulting ME is also essential in ensuring safe and 

efficient dosage. Monitoring of changes in the size distribution can provide valuable 

information for optimizing the formulation. Figure 4.4, inset shows a typical DLS curve 

for the ME system along the dilution line AB with Xw being 0.42. The curve is single 

modal and the peak is rather narrow, indicating the low polydispersity of the sample. 

Figure 4.4 summarizes the effect of sample composition on the droplet size of MEs. In 

general, the droplet size is small, ranging from 4.7 to 10.3 nm. This is in line with 

previously published data [28, 29]. For w/o ME, “lipodynamic” diameter increases 



 102 

expectedly with increasing water content indicating larger size of the water pool at higher 

Xw [29]. However, for o/w MEs the droplet size remains fairly constant with added water 

confirming their formation in the studied range of Xw. Notably the uncertain shape 

distribution of bicontinuous MEs prevents one to measure its size by DLS, which assumes 

aggregate shape as circular in size measurement. 

 

 

Figure 4.4. Diameter of MEs at various Xw values (Xw = wt. fraction of water). The dotted line is 

guide to the eye. The inset shows a typical dynamic light scattering curve for the ME with Xw = 

0.42. 

 

We investigate the microenvironment characteristics of the domains in MEs using 

steady-state and time-resolved spectroscopic technique in order to understand the 

properties of water/oil molecules solubilized into the core. This knowledge is very useful 

to apply MEs as solubilizing media or as a template in a processes running on the interface 

between oil and water. The steady-state absorption and emission features are presented in 

Figure 4.5. In IPM, DCM exhibits an absorption peak at 455 nm (Figure 4.5a). But in MEs 

with Xw = 0.04 the absorption peak is red shifted to 465 nm (Figure 4.5a). The difference 

of the absorption spectra of DCM in MEs with that of DCM in IPM exhibits a negative 

absorption or depletion at 455 nm and a distinct peak at 510 nm (Figure 4.5a, inset). The 

negative absorption at 455 nm clearly indicates that upon addition of surfactants and water, 
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the population of DCM in the bulk IPM decreases. On the other hand, the emergence of the 

positive absorption peak at 510 nm indicates that in the presence of surfactants and water, 

the DCM molecules migrate to a highly polar region, which is presumably due to the 

 

 

Figure 4.5. (a) Absorption spectra of DCM in Xw = 0.04 ME and in pure IPM, the inset shows the 

difference spectra (in arbitrary unit) between DCM in IPM with that of Xw = 0.04 ME. (b) Steady-

state emission spectra of DCM excited at 409 nm in IPM and in MEs. 

 

influence of the ME. The fluorescence spectra of DCM strongly depends on the polarity of 

the medium [30] and hence could act as a good reporter for the microenvironment of ME. 

Figure 4.5b is a representative illustration of the steady-state emission spectra of DCM at 

various Xw values excited at 409 nm. The corresponding emission peaks (max) are 

presented in Table 4.1. As is evidenced from the table, the emission peaks are significantly 

red shifted compared to DCM in IPM (max = 548 nm). It is known that in pure 
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hydrocarbon (e.g. isooctane) the emission peak of DCM is 530 nm and it is significantly 

red shifted to 620 nm in polar solvent like methanol [30]. The red shifted emission peaks 

in the range of 596-608 nm (Table 4.1) strongly suggests the presence of a considerable 

fraction of DCM molecules at the surfactant-water interface of the ME where the 

microenvironment polarity is expected to be lower compared to that of the water present at 

the central core of the nanoscopic domain [31]. It could be noted that the emission peak of 

 

Table 4.1. Steady-state fluorescence peak (max), fittings parameters of the solvent correlation 

function (C(t)) for the probe DCM in microemulsions of various Xw values. m 

Wt. fraction 
of water (Xw) 

Fluorescence 
peak, max (nm) 

a1 
(%) 

1 
(ns) 

a2 
(%) 

2 
(ns) 

<s> 
(ns) 

 (cm-1) 

0.04 596 50 0.15 50 2.06 1.11 1165 
0.10 596 56 0.18 44 1.82 0.92 1071 
0.20 600 48 0.14 52 1.91 1.06 1060 
0.24 600 52 0.17 48 1.62 0.87 1016 
0.37 605 56 0.13 44 1.39 0.68 1115 
0.42 608 65 0.11 35 0.84 0.37 1073 

m i represents the solvent correlation time constant, ai represents its relative contribution and <s> is the 

average solvation time constant.  represents fluorescence Stokes shift. 

 

DCM appears at different wavelengths at different structural domains of the ME (Table 

4.1). This observation supports our earlier observation regarding the existence of different 

structural entity at various Xw values and reveals the different micro-polarity experienced 

by the probe at respective aggregates. The minor red shift of the emission peak on going 

from Xw = 0.37 to 0.42 for o/w ME is notable and is discussed latter. 

The probe DCM has previously been used to report the solvation dynamics of 

various organized nano assemblies [32, 33]. Here, we study the solvation dynamics of the 

probe in the ME system and investigate in details the effect of confinement on water 

relaxation dynamics with different structures of identical composing elements. Figure 4.6a 

and Figure 4.7 shows the decay transients of DCM at three selected wavelengths of 540 (at 

the blue end of the spectrum), 600 (around the peak position), and 670 nm (at the red end 

of the spectrum) for ME of different hydration level (Xw). It is evidenced from the figures 

that the decay pattern is strongly wavelength dependent for all the systems studied. For 

example, at Xw = 0.04 (Figure 4.6a) the blue end (540 nm) decays with the fitted four- 

exponential time constants of 0.07 ns (62%), 0.35 ns (22%), 1.19 ns (14%) and 3.57 ns 
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(2%). The transients get slower with increasing wavelength. For the extreme red 

wavelength (670 nm), a distinct rise component of 0.07 ns is produced along with the 

 

 

Figure 4.6. (a) Fluorescence decay transients of DCM in ME with Xw = 0.04. (b) Solvent 

correlation function, C(t) of DCM in different MEs. The solid lines denote the best fit to 

biexponential decay. Time-resolved emission spectra (TRES) of DCM in ME with Xw = 0.04 are 

shown in the inset. (c) The average solvation time (<s> = a11 + a22) for DCM in MEs of various 

Xw values. The dotted line is guide to the eye. 
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decay components of 1.93 ns and 4.3 ns. The presence of faster decay components at the 

blue end and a rise component at the red wavelength is indicative of solvation of the probe 

in the ME system. 

 

 

Figure 4.7. Fluorescence decay transients of DCM in microemulsions of different Xw values. 

 

Using the decay transients at different wavelengths, we construct the time-resolved 

emission spectra (TRES) for different Xw values (inset of Figure 4.6b and Figure 4.8). A 

representative TRES for DCM with Xw = 0.04 is presented in the inset of Figure 4.6b 

wherein a significant dynamic fluorescence Stokes shift of 1165 cm-1 in 8 ns is observed. 

Similar Stokes shift for other systems are also listed in Table 4.1. The solvent correlation 

function, C(t) obtained for all these systems are fitted with bi-exponential decay functions 

based on the core-shell model [34, 35] and the fitted parameters are presented in Table 4.1. 

The core-shell model is based on the fact that at least two distinctly different kinds of water 

molecules are present at the interface of MEs, that is, interfacial (shell) water molecules 

directly hydrogen bonded to the surfactant headgroups, which displays modified properties 

compared with bulk water and very slow relaxation dynamics (in the order of 

nanoseconds), and interior (core) or bulk-like water, which are not directly hydrogen 
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bonded to the surfactant headgroups but have properties slightly different from bulk water 

[34, 35]. Note that both these two types of water molecules relax at a time scale slower 

than that of bulk water (of the order of sub picoseconds [36]), which is probably due to the 

interaction of the surfactant headgroup with water. It is evident from Table 4.1 that for all 

the ME structures one of the solvation time constants is of the order of some hundreds of 

picoseconds, while the other is of the order of a few nanoseconds. It could be mentioned 

here that both the observed time constants are orders of magnitude slower than the sub-

picosecond solvation time constant of bulk water [36]. It is now important to discard any 

possibility of the observed solvation dynamics by the oil itself since the probe is highly 

soluble in IPM. Unlike the ME systems, we do not observe any rise component in the 

decay transient of IPM/DCM system, which clearly indicates the lack of any “slow” 

solvation present in such system. It has to be mentioned here that a possibility of slow 

solvation dynamics may arise from the butyl lactate water mixture. We have determined 

the distribution of butyl lactate between oil phase and water phase and the molar ratio of 

butyl lactate in oil phase to water is found to be 14.3. To eliminate the possibility of a 

probable contribution of butyl lactate/water system towards the observed slow dynamics, 

we measure the decay transients of a saturated (4.2%, v/v) [37] butyl lactate/water solution. 

The observed dynamics is rather faster and hardly contribute to the observed slower 

dynamics of ME systems. The observed slow and relatively fast components for the MEs 

thus might generate out of the relaxation process by the interfacial bound type and free 

type water molecules; respectively present in the interface of ME structure. A similar two-

component model consisting of a shell of interfacial water molecules and a bulk-like core 

has previously been applied to explore the slow dynamics of the water molecules inside 

various self-assembly like micelles [38], reverse micelles [39] and lamellar structures [40]. 

Notably over the past few years a significant number of studies has been directed towards 

understanding the water relaxation dynamics in ternary systems with varying parameters 

like surfactant charge [38], effect of counter ion [41], surfactant hydration [40, 42], 

micellar size [42-44], morphology of the aggregate [40, 44] etc. However time-resolved 

solvation dynamics studies led by Levinger et al. [45] show that the solvent reorganization 

in quaternary micellar systems is significantly slower than in ternary micellar systems, 

indicating that the probe molecule is located at the micellar interface regardless of alkanol 
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or surfactant. Their study concludes that the environment sensed by the probe C343 in 

different studied reverse micelles is the same despite the differences in the surfactant or 

cosurfactant used to make the reverse micelles. Bhattacharyya and coworkers [46] studied 

the solvation dynamics of 4-aminophthalimide in w/o ME of Triton X-100 in mixed 

solvents. Their study finds the bimodal solvation response of surrounding water molecules. 

Despite all these efforts, a detailed systematic investigation of water relaxation dynamics 

 

 

Figure 4.8. Time-resolved emission spectra (TRES) of DCM in microemulsions of various Xw 

values. 

 

for quaternary ME of different structural identity with similar composing elements is still 

lacking and is one of our major concerns in the present study. 

Let’s compare the solvation dynamics in different nano assemblies. The slow 

relaxation dynamics of water as obtained in different structures of ME in the present study 

have been summarized in Table 4.1 and Figure 4.6b. As observed from the table, for w/o 

ME at low water content (Xw = 0.04) the decay consists of a slow time constant of 2.06 ns 

and a relatively faster time constant of 0.15 ns. At higher water content (Xw = 0.10) the 

decay of C(t) is still bi-exponential, but relatively faster and consists of a component of 

1.82 ns and 0.18 ns with increased contribution of the faster moving bulk water. This 

observation is justifiable in view of the larger size of the ME for Xw = 0.10 compared to 
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Xw = 0.04 (Figure 4.4), resulting an increase in the curvature of the surfactant film and 

hence a greater fraction of water interacts with the interface leading to a relatively faster 

relaxation [44, 47]. In the present study the time scale obtained for DCM solvation in w/o 

ME is consistent with that obtained for the same probe in AOT/n-haptane ME with w0 = 

20, where w0 = [water]/[surfactant] [33]. It is to be remembered that the size of AOT 

reverse ME at w0 = 20 is comparable [39] to the size range found for the w/o system 

studied here (Figure 4.4). In the oil-in-water ME system (Xw = 0.37 and 0.42) it can be 

observed that (Table 4.1) the water relaxation dynamics gets significantly affected with 

increasing Xw. The average solvation time (<s> = a11 + a22) for Xw = 0.37 is 0.68 ns 

whereas it decreases to 0.37 ns for Xw = 0.42. Observing their comparable size (Figure 

4.4), at first, it seems quite contradictory in view of our earlier discussion on water 

dynamics in w/o system. However it should be noted that the max value for Xw = 0.42 is 

red shifted compared to that of Xw = 0.37 (Table 4.1), suggesting that in o/w ME with Xw 

= 0.42 the location of the probe is shifted little towards the bulk water compared to that of 

Xw = 0.37 and this difference in location is manifested with significantly higher 

contribution of bulk water with overall faster dynamics of solvation for the latter. At this 

stage we would like to compare the dynamics of solvation between the two micellar 

entities just discussed. In many ways the solvation dynamics of water in o/w ME resembles 

to that of w/o. First, the overall solvation dynamics are significantly slower than those in 

the bulk water [36] and other polar solvents like methanol, acetonitrile, ethylene glycol etc 

[48]. Second, both the C(t) functions can be fitted well to bi-exponential decays. Despite  

 

Table 4.2. Fluorescence anisotropy data (r(t)) for DCM in MEs at different Xw values. m 

m i represents the anisotropy time constant and ai represents its relative weight in the total anisotropy. 

 

the similarities the most striking difference is that water dynamics is much faster in the o/w 

ME compared to w/o (Figure 4.6c) revealing the confinement of water in the interior of 

Wt. fraction of 
water (Xw) 

r(0) 
afast 

(%) 

fast 
(ns) 

aslow 

(%) 
slow 

(ns) 
<r> 
(ns) 

0.04 0.27 14 0.07 86 1.26 1.09 
0.10 0.30 24 0.07 76 1.29 0.99 
0.20 0.26 07 0.08 93 0.99 0.93 
0.24 0.30 14 0.05 86 1.06 0.92 
0.37 0.31 25 0.03 75 1.30 0.98 
0.42 0.30 20 0.04 80 1.03 0.83 
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w/o reverse ME system with restricted translational and rotational motion resulting in a 

substantially slower dynamics. Now looking into the solvation time components of 

bicontinuous ME (Table 4.1) one can similarly see bi-exponential decay of C(t) with 

slower relaxation dynamics compared to bulk water. It should be noted here that the 

structural nature of bicontinuous ME is much complex and quite difficult to predict. The 

uncertainty lies in its shape, aggregation stability, dimension etc. From Table 4.1 and 

Figure 4.6c it is evident that with increasing water content the overall dynamics gets faster 

at and beyond Xw  0.2, which is quite consistent with the conductivity, viscosity and 

sound velocity measurements. The faster solvation time for Xw = 0.24 compared to Xw = 

0.20 is believed to be due to the transition of water in oil reverse bicontinuous to oil in 

water bicontinuous ME making the overall dynamics faster with the probe being present in 

water continuous region of the latter.  

To ascertain the geometrical restriction of the probe in the interfacial region, we 

measure the time-resolved anisotropy of the probe in selected MEs of different structural 

identity. Typical anisotropy decays are shown in Figure 4.9. As observed in Figure 4.9 and 

Table 4.2, all the anisotropy decay transients can be fitted bi-exponentially. The rotational 

time constants observed (Table 4.2) are of the order of hundreds of picoseconds (fast) and 

a few nanoseconds (slow), which are in the same order of magnitude as previously reported 

for micelles [49] with the same probe molecules. The observed fast and slow could be 

correlated to the woobling motion and lateral diffusion of the probe molecule, respectively 

[50, 51]. It could be noted that the time components obtained in this study are significantly 

slower than the picosecond time scale reported in bulk water [52] indicating a hindered 

rotation of the probe in the ME. This shows that the dye experiences higher microviscosity 

in MEs in comparison to that in bulk water and illustrates the residence of the probe in the 

interfacial layer of the ME. It could be noted that the r(0) (anisotropy at time zero) values 

reported in the present systems are smaller than the ideal value of 0.4 (Table 4.2). The 

limited resolution of our picoseconds-resolved experimental setup (∼ 80 ps instrument 

response function, IRF) is unable to detect the ultrafast components of the rotational 

motion, which eventually reduces the r(0) values. We plot the average rotational time  
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Figure 4.9. Time-resolved fluorescence anisotropy decay, r(t), of DCM in MEs with (a) Xw = 0.04 

(b) Xw = 0.24 (c) Xw = 0.42. (d) The average rotational anisotropy (<r> = afastfast + aslowslow) 

values for DCM in MEs of various Xw values. The dotted line is guide to the eye. 

 

against Xw (Figure 4.9d). The figure resembles the solvation profile wherein <s> 

decreases with increasing Xw. The decreased <r> with increasing Xw indicates progressive 

release of restriction on the probe which eventually ease the translational and rotational 

motion of the probe molecule and hence decreasing <s>. 

4.3. Conclusion: 

A novel tween based edible microemulsion (ME) has been formulated. A large single 

phase region is obtained in the pseudo-ternary phase diagram of the system. The phase 

behavior of the system remains almost unaltered at low pH (2.6) and in 0.9% salt 

concentration which provides a good opportunity for this system to use in drug delivery 

applications. The pseudo-ternary system is found to undergo phase transitions from w/o to 

bicontinuous and from bicontinuous to o/w ME along water dilution line. The transitions 

are identified at two distinct Xw values (water wt. fraction) using conductivity, viscosity, 

ultrasonic compressibility and velocity studies. Micropolarity of the ME environments are 
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successfully probed by the solvatochromic dye DCM. Both steady-state absorption and 

emission spectra show the dye to reside in the surfactant water interface of the MEs and 

suggests the efficacy of the MEs to host the model drug/ligand DCM. The significant 

rotational hindrance of the dye in time-resolved fluorescence anisotropy study, further 

confirms its presence at the interface. The dynamical solvation of water in the ME has been 

unveiled using picosecond time-resolved fluorescence spectroscopy. The study finds 

strong correlation in the relaxation dynamics of water with the structure of host assembly 

and offers an edible ME system which could act as a potential drug delivery system and 

nontoxic nano-template for other applications. 
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Chapter 5 

Ultrafast Spectroscopic Studies on the Molecular 

Interaction of Biologically Relevant Small Molecules 

with Biomimetic Self-assembly 

5.1. Introduction: 

In recent years, it has become increasingly clear that there are important differences 

between protein conformational dynamics in vivo and in vitro, mostly due to the different 

environment. The cellular environment is crowded with lipids, carbohydrates and other 

protein molecules, whereas the buffers used for in vitro experiments are usually at the 

infinite dilution limit. Moreover, in such crowded environment, biomolecules find 

themselves inside a small compartments or pores with dimensions comparable to the size 

of large macromolecules created by the cytoskeletal structures or by the central cage of the 

chaperonin proteins [1-3]. This altered environment is dynamically different from in vitro 

dilute solutions and could have significant influence on the structure, function and 

dynamics of biomolecules. The interaction of various model drugs and biologically 

relevant small molecules with various biomimicking self-assemblies could prolong our 

understanding on the characteristics of biological macromolecules in real cellular 

environment. 

Vesicles have considerable structural similarity with biological membranes including 

high encapsulation property, permeability and have widely been used in several 

applications including biomimicking [4], drug delivery [5], synthesis of nanoparticle (NPs) 

[6], biochemical catalysis [7], cosmetics [7] etc. Preparation of vesicles involves rather 

simple and straightforward approach. In one of the methods it is formed by phospholipids 

that usually require some additional energy like ultrasonication [8]. The vesicles thus 

obtained are metastable and easy to fuse. On the other hand, the spontaneous formation of 

thermodynamically stable, long lived vesicles has been realized in a variety of aqueous 

surfactant solutions [9-21]. Out of these Aerosol OT (sodium bis(2-ethylhexyl) 
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sulfosuccinate, AOT) is a well-studied surfactant, which forms reverse micelles (RMs) of 

well-defined structure in organic oil [22]. It is a versatile double tailed medicinal surfactant 

[23] which is known as a transdermal drug delivery vehicle in normal micellar form [24]. 

By virtue of its nontoxicity, spontaneously formed and thermodynamically stable long 

lived AOT vesicles in unilamellar form might establish a potential application. Although 

the detailed phase diagram of AOT-water system is available in literature [25, 26], a 

comprehensive understanding of the structure and dynamics of the vesicle-forming water-

rich region needs to be extensively studied as only a handful of reports are available in the 

literature that relate various morphologies and mechanical properties of AOT vesicle [27, 

28]. Moreover, complete characterization of the aggregate structure in aqueous solution 

(unilamellar or multilamellar) including dynamical states of water in such systems at 

different temperatures have not yet been attempted. Much like the above “normal” vesicles 

in water, one can also find their counterparts in organic, nonpolar “oils”, and these are 

termed “reverse” vesicles (RVs) [29-32]. With a nonpolar organic solvent being the 

continuous medium, amphiphilic molecules in RVs self-assemble in an opposite way with 

hydrophilic parts inside and hydrophobic parts outside. The study of RVs is of great 

fundamental interest since knowledge about molecular bilayers, which play an important 

role in living cells, can be obtained through a thoroughly new viewpoint. 

In this chapter, we have reported our study on the structural and dynamical sates of 

water in various biomimicking vesicle systems using numerous spectroscopic techniques. 

We have studied the interaction of various model drugs with the vesicles. Within the scope 

of the study we have also explored the drug delivery potentiality of AOT vesicles and 

found RVs to be a potential template for metal NP synthesis useful for ultrasensitive 

detection of molecular analytes. 

5.2. Results and Discussion: 

5.2.1. Structural and Dynamical Characterization of Unilamellar AOT Vesicles in 

Aqueous Solutions and their Efficacy as Potential Drug Delivery Vehicle [33]: 

In order to measure the size of the self-aggregate of AOT in dilute aqueous solution, 

dynamic light scattering (DLS) measurements are carried out at three different AOT 

concentrations (9, 14 and 18 mM; inset of Figure 5.1a) and at various temperatures. A 
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representative intensity distribution curve for 18 mM AOT solution is presented in Figure 

5.1a which indicates an aggregate size of ~140 nm. Similar size distribution is obtained 

with 9 and 14 mM AOT concentrations. It can be emphasized here that the distribution 

profile is unimodal in both intensity ( d6) distribution as well as in volume ( d3) 

distribution profile (d being the diameter of particles) with relatively low (~0.2) 

polydispersity index (PDI), suggesting the existence of aggregates of uniform sizes. Here 

the higher hydrodynamic diameter with unimodal size distribution indicates the formation 

of AOT vesicles, rather self-assembly of AOT molecules to form micelles. The previously 

reported CVC (critical vesicle concentration) of 7.8 mM [27, 34] and CMC (critical 

micelle concentration) of 2.66 mM [35-37] strongly suggests the preferential formation of 

vesicles in the studied concentration range. An important question is worth introducing 

here is whether the vesicles are unilamellar or multilamellar. It is known that geometrical 

properties of multilamellar vesicles (MLV) depend upon the concentration of the vesicle 

forming amphiphile and increase in amphiphile concentration adds up new layers in MLV 

resulting in a concentration dependent growth of vesicle size [38]. The uniformity in the 

concentration independent size distribution of vesicles in the present study confirms the 

unilamellar vesicle (ULV) formation. Temperature dependent DLS study (inset of Figure 

5.1a) shows a single monodispersed (with low PDI) peak with a slight decrease in the 

vesicle size with temperature. Shading of water molecules from hydration layer, as has also 

been observed in micelles at higher temperature [39] is an obvious reason for this change, 

moreover, the increased contribution of faster moving bulk water [40] (which extends from 

fs to ps) at higher temperature also limits the estimation of hydration layer by slow DLS 

(which extends from ns to ms) technique to a smaller value. It is also to be noted here that 

self-assembled structures (like micelles, RMs, vesicles etc.) retain a dynamic equilibrium 

in solution which manifests dynamic exchange of solutes (amphiphiles), and is a function 

of temperature and solvent properties. Exclusion of water from the vesicle-pool during the 

dynamic exchange of solutes at higher temperature might be one of the reasons for this 

change. Thus the change in the vesicle size is a cumulative approach and its reversibility 

provides evidence of the very physical nature of the size reduction. The overall retention 
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Figure 5.1. (a) A typical dynamic light scattering (DLS) signal of 18 mM AOT/water vesicle at 293 

K. Change in hydrodynamic diameter of 18 mM AOT/water vesicles at different temperatures in 

both forward and reverse mode have been shown in the inset. The concentration independent 

vesicle diameter is shown in another inset. (b) Emission spectrum of DCM excited at 375 nm in 18 

mM AOT/water vesicle at 293 K and 343 K. 

 

of size and monodispersity provides evidence of existence of only vesicle structures even 

at elevated temperatures. 

The aging effect on the size of the vesicles is examined by DLS experiment. Freshly 

prepared vesicles show a diameter of about ~140 nm and it remains unchanged even after 

15 days with an almost unchanged PDI value (~0.2) (Table 5.1). The transparency of the 

solution is also found to be retained with aging confirming the stability of the ULV with 

time, which is a prerequisite for a potential drug delivery vehicle. 
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Table 5.1. Hydrodynamic Diameter of 18 mM AOT/water vesicle at different time intervals. 

Day 
Hydrodynamic 

Diameter (nm) 

1 140 

3 141 

6 140 

9 138 

12 140 

15 141 
 

As the vesicles are non-fluorescent, the spectroscopic study is probed by 4-

(dicyanomethylene)-2-methyl-6-(p-dimethylaminostyryl)-4H-pyran (DCM). Figure 5.1b 

depicts the fluorescence spectra of DCM in 18 mM AOT vesicle, excited at 375 nm, at 293 

and 343 K. The emission peak, which is obtained at 620 nm at 293 K, is consistent with the 

value found for DCM in Triton X-100, cetyltrimethylammonium bromide and sodium 

dodecyl sulfate (SDS) micelles [41]. The position of the emission maximum of DCM in 

AOT vesicle is found to be similar to that in highly polar solvents, e.g. methanol, 

formamide etc [42, 43]. It may be recalled here that in pure hydrocarbon (e.g. n-heptane) 

DCM exhibits very weak emission with quantum yield of 0.01 and emission maximum at 

530 nm [44]. The emission quantum yield of DCM is also known to increase with increase 

in solvent polarity and is 0.44 in methanol [45]. The red shifted emission maximum (620 

nm) and relatively high quantum yield (0.36) value of DCM in AOT vesicles suggest that 

DCM molecules stay in the polar interface of the vesicles instead of the dry hydrocarbon 

layer. The insignificant red shift (~2 nm) (Figure 5.1b) in the peak position of the probe at 

higher temperature signifies that the microenvironment of the probe does not change 

appreciably with temperature and it resides in the interface only. 

To probe the dynamics of water entrapped in the AOT vesicles we study the 

picosecond-resolved fluorescence spectroscopy of the solvation probe, DCM. The 

fluorescence decay transients of DCM in AOT vesicles at three representative wavelengths 

at 293 K are presented in Figure 5.2a. It is evident from the figure that the decay patterns 

are strongly wavelength dependent. At 560 nm, the transient decays fast with time 

components of 140 ps (60%), 670 ps (30%) and 1680 ps (10%). For the extreme red 

wavelength (680 nm), a distinct rise component of 210 ps is obtained along with decay 

components of 995 ps and 1800 ps. The presence of faster decay components at the blue 
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end and a rise component at the red wavelength is indicative of solvation in the vesicles. 

As the temperature is increased to 343 K, the transients still show wavelength dependency, 

however, with a decrease in the time constants, indicating increased mobility of the 

solvating species at elevated temperatures. 

 

 

Figure 5.2. (a) Fluorescence decays of DCM in 18 mM AOT/water vesicle at 293 K, at 560, 610 

and 680 nm. (b) Solvent correlation function, C(t) of DCM in 18 mM AOT/water vesicle at 293, 

303, 313, 323, 333 and 343 K. The solid lines denote the best fit to biexponential decay. Time-

resolved emission spectra of DCM in 18 mM AOT/water vesicle at 293 K are shown in the inset.  

 

The time-resolved emission spectra (TRES) of DCM in AOT vesicles are 

constructed at different temperatures following the procedure given in the previous section. 

A typical TRES for DCM in AOT vesicle as obtained at 293 K is depicted in the inset of 
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Figure 5.2b. The C(t) curves obtained at different temperatures are fitted bi-exponentially 

(Figure 5.2b) and the fitted parameters are presented in Table 5.2. It is observed from 

Table 5.2 that the time constants are in the order of several tens of and several hundreds of 

picoseconds, respectively. It can be noted that both these components are slower than the 

subpicosecond solvation time scale reported for bulk water [46]. As has been inferred from 

steady-state measurements the observed solvation dynamics appear to be due exclusively 

to the DCM molecules residing at the AOT water interface, a conclusion also supported  

 

Table 5.2. Solvation correlation data for DCM in 18 mM AOT/water vesicle at different 

temperatures. m 

Temperature 
(K) 

a1 
(%) 

 1 

(ns) 
a2 

(%) 
 2 

(ns) 
<s> 
(ns) 

Ea 
(kcal mol-1) 

293 32 0.11 68 0.37 0.29 

3.7 ± 0.2 

303 35 0.10 65 0.36 0.26 
313 49 0.09 51 0.33 0.21 
323 60 0.05 40 0.32 0.16 
333 49 0.05 51 0.22 0.14 
343 41 0.04 59 0.18 0.12 

m i represents the solvent correlation time constant, ai represents its relative contribution and <s> the 

average solvation time constant. Estimated maximum error in determination of i is 6%. 

 

from the fact that DCM in hydrocarbon produces very short lifetime of  50 ps as opposed 

to the considerably slow decay time constants found in the present study. The observed 

average solvation time (<s> = a11+a22) of 0.29 ns at 293 K is comparable to that of 

DCM obtained in the interfacial stern layer of SDS micelle [39]. The two slow time 

components obtained in the present study have their origin from the relaxation of the 

interfacial bound type (hydrogen bonded to the polar headgroup, 2) and free type water 

molecules (not directly hydrogen bonded to the headgroup, but hydrogen bonded to the 

interfacial-bound water, 1) present in the interface of AOT vesicles. This observation also 

provides supports towards the unilamellarity of AOT vesicles as explained below. The 

entrapped water pool of unilamellar AOT vesicle is considerably bigger (radius ~68.0 nm) 

than those of the water pool of the reverse micelles (radius < 10 nm). Earlier Bhattacharya 

et al. reported that in AOT microemulsion ([H2O]/[AOT] = 20), DCM exhibits bimodal 

solvation dynamics with time components of 0.3 ns and 2.4 ns, respectively having an 

average time constant of 1.23 ns [44]. This solvation time gets faster as the water pool 
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radius increases, which in turn is due to the addition of fast moving bulk water into the 

system [47]. The present study rather exhibits a faster relaxation time scale compared to 

that in w/o microemulsion systems. Earlier studies by Xie et al. [25] reveal that MLVs 

consist of concentric bilayers (onion like structure) with highly structured water molecules 

present in between the bilayers and thus are expected to exhibit a relatively slow solvation 

response as also obtained in microemulsion systems [44]. The absence of any such slow 

relaxation component in the present study thus reconfirms the formation of ULV only as 

has been proposed from the DLS measurements.  

To further investigate the possible heterogeneity in the positional distribution of 

DCM at the vesicle interface we follow time-resolved area normalized emission 

spectroscopy (TRANES), which is a well-established technique [48-50] and is a modified 

version of TRES. The unique feature of this method is that existence of an isoemissive 

point in the spectra indicates the presence of two emitting species in the system (i.e., 

heterogeneity in the residence of the fluorophore). In the present study, we do not find any 

isoemissive point when we construct TRANES at any of the studied temperatures (Figure 

5.3). This observation reconfirms the formation of ULV at the studied AOT 

concentrations. 

Having characterized the uniform size and unilamellarity of the AOT vesicle along 

with its stability over a range of temperature, it now becomes interesting to study the 

energetic associated with the dynamical water exchange at the vesicle interface. In this 

regard, we study the solvation dynamics of AOT vesicle at different temperatures (Figure 

5.2b) and the fitted solvation data are presented in Table 5.2. It can be observed from the 

figure and the table that solvation becomes faster at elevated temperatures, which can be 

explained with the help of the multishell continuum model proposed by Bagchi et al. for 

reverse micelles and proteins [51-53]. In this model, a dynamic exchange between bound 

and free water molecules at the interface is assumed. The energetic of the exchange 

depends upon the strength and the number of hydrogen bonds among the water molecules 

at the interface. This bound to free type transition of water molecules with temperature has 

been shown to follow an Arrhenius type of activation energy barrier crossing model [51, 

54] . We plot ln(1/〈τs〉) as a function of 1/T, and a good linear fit is obtained (Figure 5.4a). 

From the slope of the straight line, activation energy (Ea) is calculated to be 3.7 ± 0.2 kcal 



 126 

mol-1, which is of the same order of magnitude to that obtained for the transition from 

bound type water (hydrogen bonded to polar headgroup) to free type water (not directly 

hydrogen bonded to headgroup) at RM [55] and micellar [39, 56] interface. This equality is 

a direct consequence of the dynamic nature of the primary and secondary hydration shell 

near the cell mimicking AOT vesicle which in turn is largely influenced by temperature.  

 

 

Figure 5.3. Time-resolved area normalized emission spectra of DCM in 18 mM AOT/water vesicle 

at 293 K. 

 

To have a further idea of the temperature-mediated modification of interfacial water 

dynamics, we measure the temporal anisotropy decay, r(t), of the probe in AOT vesicle at 

different temperatures. The inset of Figure 5.4b shows a representative anisotropy decay of 

DCM in AOT/water vesicles at 293 K. The time components obtained from fluorescence 

anisotropy decay, r(t), of DCM in AOT vesicles at different temperatures are listed in 

Table 5.3. The time components obtained in this study are significantly slower than the 

picosecond time scale reported for conventional hydrophobic dyes in bulk water [40] 

indicating hindered rotation of the probe. This concludes that the dye experiences much 

higher viscosity (see later) in AOT vesicles in comparison to that in bulk water, which 
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concludes the residence of the probe in the interfacial layer of the vesicles at all the  

 

               

Figure 5.4. (a) Plot of ln(1/<s>), s expressed in ns, against 1/T for 18 mM AOT/water vesicle, 

with linear fit. A plot of ln(m), m expressed in cP, against 1/T for the same system is shown in the 

inset with linear fit. (b) Triexponential reconvolution analyses of )(tIII
 and I(t) polarized decays of 

DCM in AOT/water vesicle at 293 K. The temporal anisotropy decay curve is plotted in the inset.  

 

studied temperatures. Note that the anisotropy decays at low temperatures are 

biexponential having a major contribution from the fast component (fast). At higher 

temperatures the contribution of the slower component (slow) vanishes making the decay 

transient single-exponential. To account for the effect of temperature on the rotational 

relaxation process of the probe in the vesicle, the anisotropy decay is analyzed using the 

two-step wobbling-in-cone model described elsewhere [57-60]. The diffusion coefficient 
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(Dw) values obtained using this model (Table 5.3) are of the same order of magnitude as 

reported earlier for micelle [61] and RM systems [55] and increases with temperature. This 

increase implies that with increasing temperature, the probe experiences less restricted 

rotation at the vesicle interface which might originate from the faster movement of the 

trapped water at elevated temperatures. This change is also manifested in the observed 

faster solvation dynamics at higher temperatures (Table 5.2, Figure 5.2b). 

The microviscosity (m) values estimated by both simple Stokes-Einstein-Debye 

equation (SED) (equation (2-39)) and modified SED (equation (2-37)) are presented in 

Table 5.3. It is evident from the table that the values of microviscosity are ~6 times higher 

than that of bulk water. Earlier reports suggest that microviscosity in micelle [61] and RM 

[62] systems are 10-15 and 6-9 times higher than in bulk water, respectively. It is also 

observed that m decreases gradually with increasing temperature revealing that the probe 

experiences less rotational hindrance at higher temperature which might result from the 

breaking of water-water hydrogen bond network at the interface. Assuming that m 

changes with temperature following equation (2-41) [63], we plot ln(ηm) against 1/T 

 

Table 5.3. Fluorescence anisotropy decays and wobbling-in-cone data of DCM in 18 mM AOT 

/water vesicle at different temperatures. m 

Tempe
rature 

(K) 
r0 afast 

fast 

(ns) 
aslow 

slow 

(ns) 
DW 

(× 10-8 s-1) 

m (cP) 
Simple
SED 

m (cP) 
Modified 

SED 

E 

(kcal 
mol-1) 

293 0.34 0.26 0.55 0.08 2.18 03.19 7.79 5.99 

3.6 
± 

0.2 

303 0.34 0.27 0.44 0.07 1.88 04.15 6.45 4.96 
313 0.33 0.33 0.38 - - 06.57 5.76 4.42 
323 0.33 0.33 0.27 - - 09.25 4.22 3.24 
333 0.32 0.32 0.24 - - 10.41 3.87 2.97 
343 0.33 0.33 0.19 - - 13.15 3.15 2.42 

m i represents the anisotropy time constant and ai represents its relative weight in the total anisotropy. 

Estimated maximum error in determination of i is 5%. 

 

(inset of Figure 5.4a) and a good linear fit is obtained with a calculated energy barrier for 

the viscous flow (Eη) to be 3.6 ± 0.2 kcal mol-1. The good agreement between the E 

obtained from the rotational anisotropy study and Ea value obtained from solvation 

dynamics study is notable. The close agreement between these two energy values indicate 

the cooperatively of the two processes involved. As discussed earlier, the observed 
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acceleration of the solvation dynamics with temperature has its origin in the transition of 

the slower moving interfacially bound water to faster moving bulk-type water, which in 

turn is associated with the decrease in the microviscosity at the vesicle interface.  

 

         

Figure 5.5. (a) The temporal decay of H258 and H258-DCM FRET pair in 18 mM AOT/water 

vesicles monitored at 490 nm. (b) The temporal decay of H258 and H258-EtBr FRET pair in 18 

mM AOT/water vesicles monitored at 490 nm. 

 

To investigate the ability of AOT vesicles to host drugs of various nature (both 

hydrophobic and charged) simultaneously we study Förster resonance energy transfer 

(FRET) between the dyes H258 (donor) and DCM (acceptor), and also between H258 

(donor) and EtBr (acceptor) in AOT vesicles after solubilizing each donor acceptor pair in 

AOT vesicles. Figure 5.5 shows that an efficient energy transfer takes place between each 
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donor-acceptor pair, as indicated by the faster decay of the donor in presence of the 

acceptor in the vesicles compared to that of the donor itself in the vesicles. The estimated 

donor-acceptor distances between H258 and DCM pair, and H258 and EtBr pair are 

calculated to be 4.6 ± 0.05 and 3.0 ± 0.04 nm, respectively (Table 5.4). The observed 

FRET distances are much smaller than the estimated inter vesicle distance of 120 nm 

supporting energy transfer between the donor-acceptor pairs hosted simultaneously in the 

same AOT vesicle. The finding shows the ability of the AOT vesicles to host 

simultaneously both charged drugs like H258, EtBr and also hydrophobic model drug 

DCM. This is very crucial for many codelivery applications and supports the strong 

candidature of AOT vesicles among drug nano carriers. 

 

Table 5.4. Calculated values of parameters obtained from FRET between H258 & EtBr and H258 

& DCM pairs at 293K.a 

System 
<D>
(ns) 

<DA>
(ns) 

J() 
(M−1cm−1nm4) 

E 
R0 

(nm) 
R 

(nm) 

H258-EtBr 2.18 0.66 2.50 × 1014 0.70 ± 0.003 3.4 3.0 ± 0.04 
H258-DCM 2.25 1.09 15.2 × 1014 0.52 ± 0.004 4.7 4.6 ± 0.05 

a where <D> and <DA> represents the average fluorescence lifetime of the donor in absence and presence 

of the acceptor, respectively. Estimated error in determination of Dand DA is 3%. 

 

An interesting question at this juncture is whether the AOT vesicles produced could 

evolve as a convenient drug carrier. A good drug nano carrier should prerequisitely be able 

to release a drug in a controlled manner. To investigate the release profile of AOT vesicle a 

well-known anti-tuberculosis drug rifampicin [64] is taken as a model. Plot of cumulative 

percent of drug released against time (Figure 5.6a) shows a typical profile of first order 

exponential controlled release of the drug (equation (2-63)) [65, 66]. At pH 7.4, 60% of the 

drug is released from the vesicles in 6.5 hrs whereas 80% of it is released within the first 

6.0 hrs in a controlled experiment without AOT vesicle (Figure 5.6a). This clearly 

indicates that AOT vesicle helps in increasing the dosage time making the drug available 

for a longer period of time without degradation. The release of rifampicin loaded vesicles 

is studied further in an acidic pH of 5.8 as rifampicin shows variation in solubility with pH 

[67] which in turn could affect its bioavailability. As observed from Figure 5.6a an acidic 

environment not only retards the rate of release but also the extent of rifampicin release. 

The decrease of drug release at lower pH is also evident from the K (rate constant for the 
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release) value obtained by fitting the curves with equation (2-63) (Figure 5.6a, Table 5.5). 

Decreasing pH from 7.4 to 5.8 is manifested in a 3 fold decreases in the rate of rifampicin 

release from AOT vesicle whereas the change is negligible in the control experiment. It is 

reported that at various pH medium the dissolution rate depends on the interaction of 

rifampicin with the acidic excipients like SDS and AOT [68]. In our case also 

 

    

Figure 5.6. (a) Release profile of rifampicin from AOT vesicle at pH 7.4, 5.8. The solid lines are 

fits according to equation (2-63) (b) Peppas fit (equation (2-64)) at pH 7.4 and 5.8 with time 

expressed in hours. 

 

the observed retardation might originate from the interaction of rifampicin with AOT, 

which in turn could modulate rifampicin bioavailability.  
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The mechanism of drug release can be analyzed by a relationship proposed by 

Peppas et al. [69] applying equation (2-64), for the first 60 % of the release. We obtain 

good linear fits (Figure 5.6b) with corresponding n values of 0.79 ± 0.03 at pH 7.4 and 

0.65 ± 0.01 at pH 5.8. It should be noted here that for spherical carrier n should be 

 

Table 5.5. Rate constant values using first order exponential equation for the release of rifampicin 

from AOT vesicles and water. 

pH 
K (hr-1) n 

Control AOT vesicle AOT vesicle 

7.4 0.45 ± 0.01 0.24 ± 0.01 0.79 ± 0.03 

5.8 0.40 ± 0.02 0.08 ± 0.01 0.65 ± 0.01 

 

equal to 0.5 for a pure Fickian release, 1 for zero-order kinetics and 0.5 < n < 1 for 

anomalous (non-Fickian) release [69]. In the present system the release of rifampicin from 

AOT vesicle is found to be non-Fickian in nature. 

5.2.2. Nanostructure, Solvation Dynamics and Nanotemplating of Plasmonically 

Active SERS Substrate in Reverse Vesicles [70]: 

To study the effect of adding the o/w ME (micelle, Xw = 0.37) in excess of nonpolar oil 

IPM, we conducted transmission electron microscopy (TEM) study. The TEM images in 

Figure 5.7 show a number of spherical structures with distinct shells, much like the 

conventional micrographs of vesicles. Here, ammonium molybdate is used as the aqueous 

phase of the reverse vesicle (RV) in order to deflect the electron beam, revealing a clear 

contrast between the peripheral and central areas of the reverse aggregates. Figure 5.7a 

shows three isolated unilamellar RVs having a prolate shape and the average sizes ranging 

from 20 to 30 nm. The prolate shape of the RV is also evident in Figure 5.7c; however, the 

structure is distinctly multilayered with an average size of 400 nm. Formation of prolate 

aggregates supports the hypothesis of the RVs in the present system [71]. The 

multilamellar characteristic of the RVs is also evident in Figure 5.7b; however, the shape is 

spherical with a diameter of 265 nm. The individual bilayers in the multilamellar RVs are 

well separated from each other, indicating a more repulsive interaction (most likely  
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Figure 5.7. Representative TEM images of ammonium molybdate labelled reverse vesicles (RVs). 

(a) Unilamellar RVs with prolate shape in the size range of 30 nm. (b) A typical structure of 

multilamellar spherical RV is shown. Arrows indicate different spacing of the lamellar bilayers. (c) 

The 400 nm RV with ellipsoidal shape is distinctly multilayered. These RVs are formed when 13.3 

l of the microemulsions are added to 2 ml of isopropyl myristate. (d) Shows the DLS signal of the 

as prepared RVs. 

enhanced undulation repulsion [72]) between the bilayers than it is found in the lamellar 

phase, in which the spacing of the bilayer is about the same as the bilayer thickness [73]. 

The formation of the RV is further confirmed by DLS technique. Figure 5.7d shows 

the size distribution of the as prepared reverse aggregates. The DLS signals are found to be 

polydispersed with 70-460 nm of size distribution. Signature of a larger size distribution 

of the aggregates in these solutions compared to that in ME (~ 5 nm [74]) provides 

evidence for RV formation. The observed higher polydispersity in size distribution 

indicates multilamellarity of the vesicles and is quite in agreement with the TEM data 

(Figure 5.7) and the data published in previous literature [75]. The RVs formed here are 

stable and do not revert back to the initial stage on prolonged standing as evidenced by 

DLS study. 
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To understand the physical nature of water molecules entrapped in the RV, we 

carry out Fourier transform infrared spectroscopy (FTIR) to determine the O-H stretching 

frequency of water in the RVs. In order to avoid the contribution of C-H stretching 

frequency, the observed spectra at RV has been subtracted from the surfactant system 

without water, and the differential spectra have been analyzed. A representative result is 

depicted in Figure 5.8a. It is known that different types of hydrogen bonded water 

molecules exist in surfactant self-assemblies like RMs, that can broadly be classified into 

two major classes, namely headgroup bound and bulk-like water molecules [76]. The 

differential IR spectra obtained in the present study have been deconvoluted into two 

spectra peaking at ∼3425 and ∼3390 cm-1, corresponding to the O-H stretching frequency 

of the head-group bound and bulk-like water, respectively. To probe the dynamical states 

of such water confined in the RV, polar solvation dye H258 has been used. Figure 5.8b 

shows the steady-state excitation and emission spectra of H258 in buffer and RV. In buffer 

the excitation and emission peaks of H258 are at 366 and 500 nm, respectively. However, 

these are significantly blue shifted to 355 and 468 nm, respectively in RV. It may be 

recalled that in hydrophobic environments H258 shows blue shifted absorption and 

emission peak [77]. Accordingly, the observed blue-shift in the excitation and emission 

peaks of H258 in RV is consistent with the presence of a considerable fraction of H258 

molecules at the surfactant-water interface of the RV where the microenvironment polarity 

is expected to be lower compared to bulk water. 

Figure 5.9a shows the decay transients of H258 in RVs at three selected 

wavelengths of 430 (at the blue end of the spectrum), 470 (at the peak position), and 530 

(at the red end of the spectrum) nm. The transient at 430 nm can be fitted tri-exponentially 

with time components of 0.09 ns (50%), 0.98 ns (31%) and 2.97 ns (19%). For the extreme 

red wavelength (530 nm), a distinct rise component of 0.09 ns is obtained along with the 

decay components of 2.05 and 4.35 ns. The presence of faster decay components at the 

blue end and a rise component at the red wavelength is indicative of solvation [33] of the 

probe in RV system within the experimental time window. 

Using the decay transients at different wavelengths, we construct TRES of the 

probe in RV. Figure 5.9b shows the representative TRES for H258 in RV, wherein a  

 



 135 

 

Figure 5.8. (a) FTIR spectra of reverse vesicle (RV). The black (dash dotted) curve is the 

experimental one, red (solid) curve is the overall fitted data and the blue (dotted) lines are the 

deconvoluted curves. (b) Excitation and emission spectra of H258 in RV, respectively (solid lines). 

The dotted lines are the corresponding spectra in buffer. 

 

significant dynamic fluorescence Stokes shift of 1300 cm-1 in 9 ns is observed. The solvent 

correlation function, C(t) obtained are fitted bi-exponentially (Figure 5.9c) based on the 

core-shell model [78] with time components of 2.26 ns (45%) and 0.12 ns (55%). It can be 

noted that both these components are slower than the subpicosecond solvation time scale 

reported for bulk water [46]. As has been inferred from steady-state measurements the 

observed solvation dynamics appear to be due exclusively to the H258 molecules 
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Figure 5.9. (a) Fluorescence decay transients of H258 in reverse vesicle (RV). (b) Time-resolved 

emission spectra (TRES) of H258 in RV. (c) Solvent correlation function, C(t) of H258 in RV. The 

solid lines denote the best fit to the biexponential decay. Inset shows the picosecond-resolved 

fluorescence anisotropy decay of H258 in RV. 

 

residing at the surfactant water interface of the RVs. The observed average solvation time 

(<s> = a11+a22) of 1.08 ns is comparable to that of H258 molecules located in the 

hydration shell at the interface of the nanotemplating AOT-RM [77], and essentially 

corresponds to the dynamical exchange between head group bound and interfacially bound 

water. Successful probing of interfacial water dynamics is well evident in the restricted 

rotation of the probe in RV. The rotational anisotropy of the dye in RV is shown in the 
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inset of Figure 5.9c. It could be noted that H258 in bulk water shows the rotational 

lifetime, r of 500 ps [79], indicative of the free rotational motion. However, in RV the 

rotational anisotropy of the probe is significantly slower and even does not complete 

within the time window of 6 ns (inset of Figure 5.9c). This shows that the dye is 

experiencing higher microviscosity in RVs in comparison to that in bulk water, and 

illustrates the residence of the probe in the interfacial layer of the RV. 

The water nano-channels present in between the bilayers of RV show dynamic 

behavior typical of a nanotemplating RM (discussed earlier) and can trap metal ions like 

MoO4
-2 quite efficiently (Figure 5.7). Thus RV water layers are expected to be a potential 

template for inorganic metal nanoparticle (NP) synthesis. The formation of silver NPs in 

the RV template is realized in the high resolution TEM (HRTEM) and UV-Vis absorption 

studies. Figure 5.10a displays the absorption spectrum of the as-obtained silver NPs 

exhibiting the characteristic surface plasmon bands at 400 nm [80]. The in situ formation 

and inclusion of silver NPs between lamellae is shown in the TEM images of Figure 5.10b, 

d and f. The HRTEM image in Figure 5.10c shows an isolated spherical silver NP of 9.10 

nm size, with clear lattice fringes of interplane distance of 0.20 nm corresponding to the 

(200) lattice space of metallic silver [81]. The fringe pattern shows the high quality of the 

nanocrystals. The polydispersed size distribution of the metallic silver (ranging between 

4.3 nm and 13 nm), as revealed in Figure 5.10e is quite consistent with variable inter 

lamellar distance of the RVs (Figure 5.7b). The existence of distinct isolated clusters of 

silver NPs found in the size range of the RVs suggest that after particle synthesis the 

overall aggregate structure of the RV is retained. According to the colloidal particle 

nucleation and growth model proposed by La Mer and Dinegar, particle nucleation occurs 

when ion concentration reaches supersaturation concentration [82]. This condition is likely 

to be met when metallic salt (like Ag+, here) is already present in the aqueous phase during 

the formation of RV as has been adopted here. In this condition addition of external 

reducing agent (like NaBH4) may lead to the simultaneous nucleation of NPs at many sites 

of the vesicle walls, and many particles can grow within the bilayers. Importantly, the 

gradual diffusion of reductant along the RV bilayer is believed to be responsible for 

particle growth in a controlled manner forming smaller size (4.3-13 nm) NPs. In fact the 
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Figure 5.10. (a) UV-Vis absorption spectra of silver nanoparticles (NPs) obtained in the 

nanotemplate of reverse vesicles (RVs). (b) TEM micrograph of silver NPs loaded RVs. (c) HRTEM 

image of a spherical silver NP with clear lattice fringes. (d) Silver NPs produced in RVs of 

different size. (e) HRTEM image of silver NPs produced at the RV oil interface with different 

particle size. (f) Isolated silver NPs, highly clustered in various RVs. 

 

finite vesicular volume places a restriction on the number of metal ions available for 

crystal nucleation and growth resulting in particles significantly smaller than those formed 

in the extravesicular phase and additionally can avoid particle aggregation [83]. 

Significantly, the dispersing media of RV being oil, particle synthesis can occur only in the 

vesicle water layers, and possibility of bulk synthesis (extravesicular synthesis) as can 
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occur in normal vesicles is totally eliminated. In this regard the clustering of the NPs 

(Figure 5.10b and f) strongly suggests templated particle formation and growth indicating 

complete prevention of extravesicular particle synthesis. Consequently, the prevention of 

such extravesicular particle synthesis makes RVs much more attractive than unilamellar 

vesicles or even classical multilamellar vesicles for particle synthesis. Notably, formation 

of classical vesicles requires sonication or mechanical stirring. In such systems, vesicle 

components are mixed with an excess solution of metallic salt. Consequently, not only the 

exact internal concentration of metal remains unknown, but also extravesicular particle 

synthesis cannot be avoided [84], unless a separation step (either by column 

chromatography [85] or dialysis [83]) is performed to remove unencapsulated metal ions. 

Since the continuous medium of RV is oil, polar metal ions are localized only in the 

aqueous layer of the RVs, which avoids any separation step as required for classical vesicle 

directed particle synthesis. Thus RV directed particle synthesis is more efficient and is 

economically advantageous over the classical vesicle mediated synthetic procedure. 

The crystal structure of the synthesized silver NPs are analyzed by powder X-ray 

diffraction (XRD) measurements. Figure 5.11 shows a typical XRD pattern of the as-

prepared product. The discernible peaks can be indexed to (111), (200), (220), (311) and 

(222) crystal planes of face-centered cubic structure of metallic silver [86]. XRD pattern 

thus clearly illustrates that the silver NPs formed in this present synthesis are crystalline in 

nature. According to the Debye Scherrer equation, the diameter of the silver NPs is 

estimated to be ~ 14.5 nm, which is relatively close to the size range of the silver NPs as 

shown in the TEM images. 

The templated synthesis of highly clustered metal NPs in the RV template offers a 

unique opportunity to use these NP-vesicle hybrid assemblies in various plasmonic 

applications. Interestingly electromagnetic (EM) field are intensively localized into a 

nanoscale junction of metal NPs, to create significant field enhancement, referred to as 

“hotspots” [87-89]. This huge EM field localization resonant coupling with the surface 

plasmon of metal NPs is crucial for various surface enhanced Raman scattering (SERS) 

applications like biosensing [90], label-free immunoassays [91] etc. Thus NP clusters of 
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Figure 5.11. XRD pattern of silver nanoparticles (NPs) synthesized from reverse vesicles (RVs). 

The control set denotes the XRD pattern of the RVs. 

 

nobel metals are attractive for SERS sensors due to the strong EM field enhancements 

arising at the interparticle junctions upon interaction with visible radiation [92]. To get 

insight on the SERS detection performance of the highly dense cluster of silver NPs as 

revealed in Figure 5.10b, d and f, we use crystal violet (CV) as a model analyte. Figure 

5.12 shows the SERS spectra of CV at various concentrations adsorbed on the silver NP 

clusters, measured with an excitation wavelength of 488 nm. The SERS spectra reveal the 

characteristic peaks of CV (even in trace amounts) with very high intensity, at most of the 

earlier reported frequencies [93]. Considerable enhancement of the SERS signal at 800, 

912, 1170, 1537, 1587 and 1619 cm-1 with respect to the bulk Raman spectra of CV can be 

observed within the scale limit of the diagram. The SERS enhancement factor (EF) 

estimated from the signal intensities of the ring C-C stretching mode at 1619 cm-1 with 

respect to the bulk Raman spectra of the molecule (193 M) is in the range of ~ 104. This 

superior enhancement of the Raman signal and ultra-sensitivity to the analyte is ascribed 

due to the high clustering of the silver NPs in the confinement of the RV, which laterally 

confine the surface plasmons in a very small volume that can efficiently couple to the 
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incident laser [94]. It is important to note that in EF estimation it was assumed that all CV 

molecules adsorb with the same efficiency on the silver NP surfaces and/or contribute to 

the measured signal. However, it is more likely that a small fraction of the molecules will  

 

 

Figure 5.12. SERS spectra of crystal violet at various concentrations for the silver nanoparticle 

cluster in reverse vesicles (RVs). The control set denotes the bulk Raman spectra of 1.9  10-4 M of 

crystal violet in water. Vertical lines mark positions of some characteristic vibrational bands of 

crystal violet. 

 

contribute to the observed intensities as CV-ethanol is fairly soluble in IPM. It is again 

important to note that CV does not exhibit significant absorption band around 488 nm, 

which excludes the possibility of any resonance Raman effects for the excitation laser 

employed in our study. Further enhancement of the SERS effect can be achieved by 

improving the cluster density of the substrate solution, employing probe molecules with 

resonance effects and by optimizing the laser wavelength employed in the measurements. 
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5.3. Conclusion: 

We have explored the aggregate structure and size of AOT vesicles in dilute aqueous 

region (9-18 mM AOT), using the combination of spectroscopic and light scattering 

methods. The size of the AOT vesicles (monodispersed in distribution) is found to be 

independent of temperature (293-343 K) and surfactant concentration (9, 14 and 18 mM) 

providing evidence of its unilamellarity. The time independent DLS data further shows its 

aging stability. Microenvironment of the AOT vesicles is probed through a solvation 

probe, DCM. Both steady-state and time-resolved fluorescence spectroscopy indicate the 

residence of the probe DCM at the surfactant water interface and shows the efficacy of the 

vesicles to host the model drug/ligand DCM. A comparably faster solvation dynamics 

(<s> = 0.29 ns) in AOT vesicle compared to AOT microemulsion (<s > = 1.23 ns) rules 

out the presence of multiple concentric bilayers as has also been evidenced from the DLS 

study. Absence of an isoemissive point in TRANES further rules out the heterogeneity in 

the residence of DCM molecules. The residence of the probe in the solvation shell of the 

AOT vesicle has been confirmed through the increased microviscosity of the probe 

environment, compared to the bulk viscosity of the solution. The time-resolved FRET 

studies between various dyes present in the same vesicles show the ability of the AOT 

vesicles to host model drugs of various natures simultaneously. The drug release from the 

vesicle is found to be controlled over 24 hr at 37oC at both the studied pH range of the 

dissolution medium. The release rate changes in acidic pH. All these features hold great 

promise for the development of AOT vesicle as viable drug delivery systems. The study 

explores the hydrogen bonded structure and dynamics at the interface of the AOT vesicle, 

which is similar to the environment around cell. The considerable stability of the nontoxic, 

monodispersed, unilamellar AOT/water vesicles in wide range of AOT concentration and 

temperature, with the capability of hosting drugs of various natures simultaneously for 

many codelivery applications combined with controlled drug release profile may find its 

application in drug delivery. 

We have also prepared a new RV from edible surfactant and oil components. The 

formation of the RVs has been confirmed by DLS and TEM study. The structures are 

found to be stable on aging and are of different lamellarity, with diameters ranging from 
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70-460 nm. FTIR spectroscopy reveals the signature of different kinds of water molecules 

in between the RV bilayers. Micropolarity of the water layers are successfully probed by 

the solvatochromic dye H258. Both steady-state excitation and emission spectra show the 

dye to reside in the surfactant water interface of the RVs. The significant rotational 

hindrance of the dye in time-resolved fluorescence anisotropy study, further confirms its 

presence at the interface. Picosecond time-resolved fluorescence spectroscopy suggests the 

dynamics of water to be significantly slower compared to bulk water and is very much 

similar to the nanotemplating water of AOT-RMs. Accordingly, the RVs formed are 

evaluated as a potential template in controlled growth of highly crystalline silver NPs with 

high efficiency, and substantial productivity. Powder XRD analyzes the face-centered 

cubic nature of the silver NPs. TEM study shows high clustering of the NPs in the 

confinement of the RVs. These NP clusters are evaluated as potential SERS substrates in 

solution using CV as a reporter molecule. The high quality of the spectra obtained for the 

model compound demonstrate the efficiency of the prepared substrate for SERS 

enhancement and its potentiality as a non-toxic SERS detection probe for chemical and 

biological analysis in situ. Notably this study provides the first proof-of-concept data for 

the ability of RV to be a template of synthesizing metal NPs. Based on the potential of RV 

for biomimetic nanomaterial preparation demonstrated here, we expect that novel 

applications based on self-assembled NP-vesicle hybrid assembly would evolve out. 
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Chapter 6 

Spectroscopic Studies on the Decisive Ultrafast 

Dynamical Events in Biological Macromolecules 

6.1. Introduction: 

In the last few decades green fluorescent protein (GFP) and its variants have revolutionized 

our ability to visualize the key molecular processes occurring in live cells and many other 

research fields [1]. Recently a new class of photoconvertible fluorescent proteins has been 

developed whose emission properties can be changed upon illumination of light at specific 

wavelengths [2-5]. For example, GFP [6], Kaede [7], and EosFP [8] convert irreversibly 

from green to red (G/R) on irradiation by UV or violet light. This spectral shift caused by 

irradiation allows the investigation of dynamics in live cells or designing super resolution 

imaging schemes based on photoactivated localization microscopy [9, 10]. Despite the 

obvious value of photoconversion of fluorescent proteins, key photoexcited processes such 

as electron transfer (ET) and proton transfer that underlie significant spectral changes in 

the chromophore, have remained poorly understood. 

GFP from jellyfish Aequorea victoria absorbs predominantly at 398 nm. Irradiation 

with blue light irreversibly transforms this state to red fluorescence state with 

corresponding excitation-emission maxima at 525 and 600 nm, respectively [6]. The term 

‘redding’ is used to describe this photoconversion [11]. The red form of the protein is 

stable in anaerobic condition, but it disappears after re-oxygenation of the sample [6]. 

Recently very efficient green to red photoconversion in enhanced GFP (EGFP) was 

observed upon irradiation with at 488 nm in presence of various electron acceptors 

including p-benzoquinone (BQ), implicating ET in G/R photoconversion of EGFP and 

other fluorescent proteins (FPs) [11]. However, an understanding of the role of ET and 

allied processes (proton transfer) can only be obtained from studying the time-resolved 

dynamics of the excited states of G/R photoconvertible fluorescent proteins (PCFPs). In 

this chapter, using femtosecond up-conversion technique as well as picosecond-resolved 

fluorescence spectroscopy, we report the ultrafast excited state dynamics of PCFPs. We 
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find that while BQ promotes efficient G/R photoconversion in EGFP, by contrast, BQ 

abolishes G/R photoconversion of mEos2; ultrafast fluorescence spectroscopy provides us 

clear evidence for the differing roles of ET in the excited states of these PCFPs. 

6.2. Results and Discussion: 

6.2.1. Light Driven Ultrafast Electron Transfer in Oxidative Redding of Green 

Fluorescent Proteins [12]: 

6.2.1.1. An Ultrafast View of the Photoconversion Process in EGFP: Oxidative 

photoconversion of EGFP in presence of electron acceptor, BQ, leads to loss of typical 

EGFP fluorescence emission (compare Figure 6.1a, curves 3 and 4), concomitant with the 

appearance of red photoconverted protein (Figure 6.1b) with corresponding fluorescence 

excitation and emission maxima at 575 (Figure 6.1a, 5) and 660 nm (Figure 6.1a, 6), 

respectively. 

 

        

Figure 6.1. (a) Excitation spectrum of EGFP monitored at 440 nm (1) and at 540 nm (2). Emission 

spectrum of EGFP excited at 375 nm in absence (3) and presence of BQ (4). Excitation spectrum of 

EGFP in presence of BQ monitored at 660 nm (5). Emission spectrum of EGFP in presence of BQ 

excited at 575 nm (6). (b) Fluorescence microscopic images of EGFP in absence of BQ excited at 

blue light (G) and in presence of BQ excited at green light (R). (c) Excitation spectrum of EGFP at 

pH 3.0 monitored at 440 nm (7). Emission spectrum of EGFP at pH 3.0 excited at 375 nm (8). 
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Figure 6.2. Proposed electronic energy-level diagram of the various photoconvertible forms of 

EGFP. A, protonated form of the chromophore; I and B, deprotonated forms of the chromophore; 

R is the red photoconverted chromophore. A band excitation produces the excited state species A*, 

which can either decay giving blue emission or may undergo excited state proton transfer (ESPT) 

generating the anionic excited state chromophore I*. I* can either depopulate to ground state I 

giving green emission or may infrequently attain the more relaxed B* state with the chromophoric 

environment optimized for green emission. In presence of oxidant BQ, A* undergoes ultrafast 

electron transfer (ET) to generate the red emissive species R*. Both ET and excited state proton 

transfer (ESPT) are suppressed at lower pH (= 3) of the medium. The energy scheme for the A, B 

and I form is according to the reference [13]. The model is not accountable for the eventual 

processes between the ground state chromophoric forms of the protein. 

 

To explore the mechanism of the photoconversion we observe time-resolved (both 

femtosecond and picosecond) dynamics of the electronic states of EGFP in absence and 

presence of BQ, using ultrafast spectroscopy. To understand the photochemical reactions 

taking place during this photoconversion reaction, it is important to appreciate that at 

neutral pH EGFP may exist in multiple ground states; a neutral (A state) and two 

deprotonated anionic states (B, and I), appear to dominate the landscape (Figure 6.2). 

Indeed, the excitation spectrum of EGFP at neutral pH monitored at the emission 

wavelengths of 440 nm (A state) and 540 nm (B and I states) show evidence for these 

states (Figure 6.1a, curves 1 and 2); the neutral chromophoric form (A state) has excitation 

maximum around 365 nm, whereas the excitation maximum near ~488 nm can be 

attributed to the deprotonated anionic chromophores (B and I) [13, 14]. Consistent with 

this, at acidic pH (pH 3.0) the A state is the predominant chromophore, giving a singular 
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excitation and emission profiles with maxima at 365 and 440 nm, respectively (Figure 

6.1c, curves 7 and 8).  

At neutral pH, in the excited state, the neutral chromophore A* depopulates mainly 

via an excited state proton transfer (ESPT) reaction to I*, which can evolve further to a 

more relaxed state B* (Figure 6.2). ESPT reaction of EGFP has been studied in detail and 

occurs via a hydrogen-bond network comprising a water molecule and the side chain of 

Ser205, with subsequent protonation to the -carboxylate group of Glu222 [15, 16]. 

Consistent with this mechanism, using femtosecond fluorescence up-conversion technique 

when EGFP is excited at 390 nm, A* decays rapidly to form excited state species I* by 

 

 

Figure 6.3. (a) Femtosecond-resolved fluorescence decays of EGFP monitored at 470 and 510 nm 

(excitation wavelength 390 nm) in presence and absence of BQ. (b) Rate constants for nonradiative 

decay processes at various concentrations of BQ. The inset shows corresponding EGFP 

fluorescence decays monitored at 510 nm (excitation wavelength 375 nm). (c) Picosecond-resolved 

fluorescence decays of EGFP monitored at 470 and 510 nm (excitation wavelength 375 nm) in 

presence and absence of BQ (d) Picosecond-resolved fluorescence decays of EGFP monitored at 

510 nm (excitation wavelength 445 nm) in presence and absence of BQ. 
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Figure 6.4. (a) CD spectra of EGFP at pH 3 and 7 and in presence of 0.5 mM BQ (asterisks 

correspond to region where huge rise in voltage due to absorption of BQ masks the CD data). It is 

to be noted that due to significant absorbance of BQ (0.5 mM BQ and above) around ~240 nm it is 

not possible to carry out CD measurement at this wavelength. (b) Absorption spectra EGFP in 

presence and absence of BQ. The dashed line denotes the absorption spectra of BQ. 

 

ESPT due to deprotonation of the neutral chromophore, as seen by the rapid decay (3.51 

and 20.13 ps) of blue emission characteristic of A* at 470 nm followed by the 

corresponding rise (2.12 and 18.39 ps) of the green emission at 510 nm (Figure 6.3a and 

Table 6.1). At neutral pH, in presence of oxidant BQ, the femtosecond-resolved 

fluorescence transients characteristic of A* (at 470 nm) shows a major (73%) ultrafast time 

component of 220 fs in addition to the transients responsible for ESPT (3.40 and 13.46 ps) 

(Figure 6.3a and Table 6.1). The appearance of the fs time component is unlikely due to 

any change in the overall structure and ground state property of the fluorophore in the 

protein, since both the CD and absorbance spectra are respectively unaltered in the 
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presence of BQ (Figure 6.4). The 220 fs time component is a signature of ET between 

EGFP and BQ, and indicates that excited neutral chromophore (A*) depopulates mainly 

via ET process in the presence of BQ (see also Figure 6.3c). Although such fast time scales 

may also be obtained by ultrafast excitation energy transfer (EET) from A* to BQ, this  

 

Table 6.1.  Fluorescence decay parameters of EGFP and mEos2 in presence and absence of BQ. m 

Sample 
Name 

ex 

(nm) 
em 

(nm) 
a1 

1 

(ps) 
a2 

2 

(ps) 
a3 

3 

(ps) 
a4 

4 

(ps) 

EGFP 390b 
470 0.40 3.51 0.20 20.13 0.40 132.46 - - 
510 -0.09 2.12 -0.15 18.39 0.76 388.78 - - 

EGF+BQ 390b 
470 0.73 0.22 0.16 3.40 0.09 13.46 0.02 507 
510 0.57 0.22 0.30 3.40 0.08 13.00 0.05 285 

EGFP 375c 
470 0.42 31 0.46 198 0.09 578 0.03 4600 
510 -0.10 28 0.16 155 0.14 1469 0.80 3246 

EGFP+BQ 375c 
470 0.83 68 0.12 398 0.05 3363 - - 
510 0.83 65 0.12 496 0.05 3471 - - 

EGFP 
445 c 

510 -0.15 35 0.10 178 0.55 2377 0.50 3286 
EGFP+BQ 510 0.40 77 0.16 597 0.44 2976 - - 

mEos2 375 c 
520 0.12 240 0.42 1160 0.46 3450 - - 
580 0.13 240 0.16 1100 0.71 4420 - - 

mEos2+BQ 375 c 
520 0.72 60 0.17 240 0.07 1160 0.04 4900 
580 0.71 60 0.19 240 0.08 1160 0.02 4650 

m i represents decay time constant and ai is its relative contribution. bexperiments were conducted on the 

femtosecond setup. cexperiments were conducted on picosecond setup. 

 

could be ruled out by monitoring the rate of nonradiative processes (knr) obtained by 

equation (2-62), as a function of BQ concentration. The rate constant knr exhibits a linear 

dependence on BQ (Figure 6.3b), whereas non-radiative energy transfer (e.g., via a 

Förster’s mechanism) would have nonlinear dependence on BQ concentration.  

When, the detection wavelength is changed from 470 to 510 nm upon excitation of 

A band with 390 nm light the amplitude of the femtosecond transient decreases from 73% 

to 57% (Figure 6.3a and Table 6.1) indicating that a fraction of A* is also transferred to I* 

through ESPT implying a competition between ET process and ESPT. Therefore, 

monitoring the sub-picosecond components of the rise and fall of fluorescence emission at 

470 nm and 510 nm, respectively, provides characteristic information about A* and I* 

state dynamics. This underscores the use of an “all optical” femtosecond-resolved 

fluorescence detection system (up-conversion technique) for the exploration of relevant 

time components associated with ET dynamics. 
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Figure 6.5. Emission spectrum of EGFP at pH 4.2 excited at 375 nm.  

 

As mentioned above, at neutral pH the EGFP ground state also consists of a 

deprotonated anionic chromophore, the B state. This may be preferentially excited with 

445 nm diode laser (instrument response function, IRF ~80 ps) and its characteristic 

excited states detected by monitoring fluorescence emission decays at 510 nm (Figure 

6.3d). The detected fluorescence decay at 510 nm in presence of BQ is only slightly faster 

compared to that in its absence. This observation suggests that the anionic chromophore 

does not participate in ET. The reason for the marginally faster decay kinetics is probably 

due to partial excitation of neutral chromophore ‘A’ by 445 nm laser pulse [17]. 

Significantly, the detected fluorescence decay of EGFP at 510 nm (excitation wavelength 

445 nm) could be fitted with a rise component of 35 ps and three decay components of 

0.18, 2.37 and 3.28 ns (Table 6.1). However, in presence of BQ, a faster component of the 

order of 77 ps (40%) is observed along with the two other decay components of 0.60 and 

2.98 ns. This time component (77 ps) is also present in the decay transients at 470 or 510 

nm of EGFP upon 375 nm excitation which is a signature of electron transfer between 

neutral chromophore A and BQ (Table 6.1). However, the amplitude of this faster time 

component is much higher in case of 375 nm excitation compared to 445 nm excitation 

(80% versus 40%; Table 6.1) and this is because 375 nm laser excites mainly neutral 

chromophore A, whereas 445 nm excites mostly anionic chromophore B along with some 

population of neutral chromophore A. 
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6.2.1.2. The Anionic State of Glu222 Facilitates Excited State Proton Transfer in 

EGFP: In ESPT, the carboxylate side chain of Glu222 acts as the final proton acceptor 

[18], as proton transfer takes place from the neutral chromophore’s tyrosyl hydroxyl group 

to the γ-carboxylate group of Glu222 via a hydrogen-bond network comprising water 

molecules and the side chain of Ser205, leading to the deprotonated anionic chromophore 

(I) from which green emission occurs [16]. At neutral pH, very efficient ESPT occurs as 

evident from the strong green emission (Figure 6.1a, curve 3). However, at pH 4.2, the 

emission maximum is at 450 nm (characteristic of neutral chromophore A) with a 

shoulder at 510 nm (green emission) (Figure 6.5). Thus ESPT is significantly hindered at 

pH 4.2, and completely blocked at pH 3, with only blue emission is observed at this pH 

(Figure 6.1c, curve 8). 

 

 

Figure 6.6. Picosecond-resolved fluorescence decays of EGFP in presence and absence of BQ at 

pH 3.0, excited at 375 nm and emission wavelength being 450 nm (Solid lines are best fit to the 

experimental data). 

 

This change in ESPT is not accompanied by any gross alteration in the secondary 

structure of EGFP, since CD measurements (Figure 6.4a) show that the secondary structure 

remains unperturbed with change in pH. Thus, the observed change in ESPT is likely to be 

a result of the modification of protonation state of Glu222. The internal proton-binding site 

in the -carboxylate group of Glu222 and the ionization equilibria of GFP-chromophore 

are mutually dependent. Two acid-base transitions of the chromophore occur at pH values 
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6.8 and 13.4 [19]; at neutral and basic pH region, the local chromophore environment 

consists of a proton transfer relay to the bulk solvent through anionic Glu222 (strong 

proton acceptor) capable of efficient ESPT, resulting in green fluorescence from the 

anionic chromophore. At low pH, the state neutral Glu222 dominates, since the pKa of the 

Glu side chain in solution is 4.07 [20], providing a possible explanation for why Glu222 

cannot act as a proton acceptor, resulting in a block of the ESPT pathway at pH 3. A 

similar explanation has been put forward for the blue emission from a GFP mutant 

(deGFP1) at low pH [21]. These results presented here also provide a strong rationale for 

the use of EGFP as a sensitive ratiometric pH sensor. 

 

 

Figure 6.7. Schematic of green to red photoconversion (G/R) of EGFP. Electron transfer during 

oxidative photoconversion of EGFP competes with excited state proton transfer that initiates the 

dominant fluorescence photocycle. The ionized Glu222 is the key electron donor to the 

photoexcited chromophore prior to transfer of electron from the excited chromophore to the 

electron acceptor BQ. BQ favors G/R photoconversion in EGFP. 

 

6.2.1.3. A Central Role for the Anionic State of Glu222 in Facilitating ET-Dependent 

Photoconversion in EGFP: Since the ESPT is blocked at acidic pH, we expected that the 

excited neutral chromophore A* would depopulate mainly through ET process. However, 

at pH 3 the decay transients measured at 450 nm in absence of BQ and its presence are 

almost similar (Figure 6.6), implying that EGFP also does not participate in ET with BQ at 

pH 3. Consequently, we do not observe any G/R photoconversion in presence of oxidant 

BQ at low pH. The study at low pH (pH 3) also shows that quenching of the fluorescence 

by BQ at 450 nm is almost completely suppressed (consistent with the proposed scheme). 

This observation also argues against ultrafast EET as a possibility of non-radiative energy 

transfer from A* to BQ on 390 nm excitation, since EET is expected to occur even at low 

pH. 
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The failure of photoconversion at low pH in the presence of oxidant BQ also 

indicates a role for the anionic state of Glu222. We propose that the excited state of the 

neutral protonated chromophore acts as an oxidant that will accept electron from the 

anionic Glu222 residue following which the excited state chromophore donates the 

electron to the electron acceptor BQ (Figure 6.7). A detailed Stark spectroscopic 

 

 

Figure 6.8. (a) Excitation (1; monitored at 540 nm) and emission spectra (2; excited at 390 nm) of 

green form of mEos2. Excitation (3; monitored at 600 nm) and emission (4; excited at 560 nm) 

spectra of red form of mEos2 obtained by irradiating mEos2 at 390 nm. Emission spectrum of 

mEos2 in presence of BQ (without irradiation) excited at 390 nm is marked 5. (b) Fluorescence 

microscopic images of mEos2 in absence of BQ excited at blue light (G) and green light (R) and in 

presence of BQ excited at green light (Q). 

 

investigation by Boxer and coworkers suggest that the imidazolidinone ring is certainly 

electron deficient in the excited state of the neutral, protonated chromophore [22]. 

Moreover, due to electronic excitation to higher energy states, the split HOMO and LUMO 

states are occupied by unpaired electrons [23]. In contrast to the ground state of the 

chromophore, where the molecular orbitals are occupied by paired electrons, the unpaired 

electron in the HOMO makes the excited state a better electron acceptor, and the lower 

ionization potential of the lone pair in the LUMO makes the excited state into a better 

donor. Thus, the excited state of a fluorophore is potentially a better electron acceptor as 

well as an electron donor. At neutral pH, Glu222 is ionized and thus facilitates the ET 
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process. On the other hand, at pH 3, Glu222 becomes neutral (protonated) thereby unable 

to donate electron and hence ET is also shut off. 

6.2.1.4. The Role of ET in Other PCFPs: Recent studies suggest that light induced 

electron donor capacity may be a common feature of many FPs, especially those that have 

a Tyrosine as a key amino acid in their chromophore [11]. Therefore we investigate the 

role of ET in a popular photoconvertible fluorescent proteins, mEos2 from the stony coral 

(Lobophyllia hemprichii) which also contains a Tyr in its fluorophore. mEos2 shows  

 

 

Figure 6.9. Schematic of green to red photoconversion (G/R) of mEos2 in absence and presence of 

BQ. On irradiation mEos2 undergoes two intersystem crossings (ISCs) to give the red form. 

However, BQ abolishes such a process by providing an alternative route for the de-excitation of 

the electron rich chromophore. 

 

highly efficient green emission (Figure 6.8a, curve 2), when excited at 390 nm. The green 

form of mEos2 arises via autocatalytic maturation in the dark, yielding a cis-coplanar two 

ring chromophore chemically identical to that found in GFP. Irradiation with near-UV light 

at ~390 nm causes conversion of the green to the red emitting state (Figure 6.8b) [8]. The 

red chromophore in mEos2, with excitation and emission maxima at 571 (with a vibronic 

sideband at 533 nm) and 580 nm (with a vibronic band at 630 nm), respectively (Figure 

6.8a, curves 3 and 4), is generated by cleavage of a peptide backbone. The break occurs 

between His-62 Nα-Cα bond (Figure 6.9) with concomitant extension of the conjugated π 

electron system in the interior of the β-barrel without disruption of the tertiary structure 

[24]. 
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Figure 6.10. Emission spectra of mEos2 irradiated in absence and presence of BQ, excited at 560 

nm.  

 

To probe the role of ET in the G/R photoconversion of mEos2, we monitor the 

emission spectra of the protein treated with BQ. Notably, the fluorescence intensity of 

mEos2 is substantially quenched in presence of BQ (compare Figure 6.8a, curves 2 and 5), 

however no prominent emission peak at 580 nm (red state) is generated even after 

prolonged irradiation (Figure 6.10). Significantly, while BQ has no effect on the ground 

state of the fluorophore (Figure 6.11), it rapidly photoconverts the excited state into a non-

fluorescent species, preventing any further photo-excitation (Figure 6.10). To examine the 

time scale associated with the excited state quenching phenomenon, we measure 

picosecond-resolved fluorescence decay of BQ treated protein using 375 nm laser 

excitation. In absence of BQ, green and red states of partially photoconverted mEos2, have 

different decay parameters with average lifetimes (<> = aii) of 2.10 and 3.36 ns, 

respectively (Figure 6.12a, b). However, fluorescence transients monitored at 520 nm and 

580 nm, for BQ treated protein demonstrate similar decay characteristics (Table 6.1 and 

Figure 6.12a and b) with a major ultrafast time component of 60 ps, consistent with an ET 

process. The similarity in the decay behavior suggests that, in presence of BQ the emission 
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Figure 6.11. (a) Absorption spectra of mEos2 in presence and absence of BQ before irradiation. 

The green (dashed) line denotes the absorption spectrum of BQ in buffer. Here the peak at 505 

nm (green) is found to be almost unaltered in presence of BQ. Thus insignificant change in the 

ground state chromophore of mEos2 with BQ is evident. Notably, the shoulder around 410 nm in 

BQ treated protein is due to the absorption characteristics of BQ as evident in the absorption 

spectrum of BQ in buffer. (b) Excitation spectra of mEos2 in presence and absence of BQ before 

irradiation. The data are also consistent with the lack of perturbation of the chromophore within 

the protein by BQ. 

 

measured at either wavelength arises predominantly from the same locally excited state 

species (i.e., green chromophore). Thus, BQ instead of promoting electron mediated G/R 

photoconversion like observed in EGFP shuts down the photoconversion in mEos2 

showing essentially green emission with quenched decay times due to ET (Table 6.1). The 

observation clearly reveals the role of electron channeling via an alternate path thereby 

competing with photoconversion. 
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Figure 6.12. (a) Picosecond-resolved fluorescence transients of mEos2 monitored at 520 nm in 

presence and absence of BQ (excitation wavelength 375 nm). (b) Picosecond-resolved fluorescence 

transients of mEos2 monitored at 580 nm in presence and absence of BQ (excitation wavelength 

375 nm) (Solid lines are best fit to the experimental data). 

 

Recently, computer simulations have been used to understand the photoconversion 

pathway of mEos2 which involves excitation of the green protonated form to the singlet S1 

state generating a transient imidazolide anion [25]. Subsequently, the system undergoes 

intersystem crossing to the triplet state, from which the peptide bond cleavage proceeds to 

form red emitting species [25]. It is to be noted that the ultrafast ET between mEos2 and 

BQ takes place on a time scale of 60 ps which is much faster than intersystem crossing of 

singlet excited state of chromophore to the triplet state, which is of the order of 

nanosecond [25]. Consequently, presence of electron acceptor (here BQ) provides the 

photoexcited mEos2 an alternate ultrafast deactivation pathway rather than undergoing 

slow intersystem crossing (Figure 6.9), inhibiting G/R photoconversion. 
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6.3. Conclusion: 

This ability of electron acceptor (here BQ) to control the G/R photoconversion in EGFP 

and EGFP like photoconvertible fluorescent proteins (mEos2, Kaede [7], DendFP [26], 

mcavRFP and rfloRFP [27]) suggests the central role of ET in red chromophore formation 

in PCFP. In summary, the present work shows an active role of light triggered ET in G/R 

photoconversion. This strengthens the legitimate use of the photoconversion of EGFP as 

detectors of electron acceptors as suggested earlier [11]. However, light-induced electron 

donors can affect the redox balance in the cell by providing reducing equivalents upon 

photo-excitation, and this may account for some of the photo-toxicity of the fluorescent 

proteins [28]. For the mEos2 protein, although it has a similar ground state chromophore 

(Figure 6.9), our experiments suggest that ET causes a depletion of the chromophore itself 

by channeling the reaction in the excited state towards a different fate, effectively 

competing with the photoconversion process. This raises a cautionary note about using 

mEos2 proteins to quantitatively detect intracellular protein distribution and dynamics. The 

presence of high concentration of electron acceptors in areas such as the mitochondrion, 

will cause a rapid photochemical conversion of the excited states of these proteins, 

rendering them of limited applicability. Finally, the femtosecond/picosecond-resolved 

fluorescent transients presented here provide evidence for the ultrafast time scales 

associated with ET during the photoconversion process, that unequivocally implicate ET in 

sculpting spectral changes in emission wavelengths and photochemical changes upon 

irradiation. 
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Chapter 7 

Ultrafast Spectroscopic Studies on the Electron Transfer 

Dynamics in a Protein Under Nanoscopic Confinement 

of a Biomimetic Self-assembly 

7.1. Introduction: 

At the cellular interior, biopolymers such as proteins and DNA carry out various biological 

functions in a small space that can be approximated by nano-sized confinement (or 

nanocavity). For example, DNA packs in virus capsids [1] and orients in pores [2]; 

proteins fold in chaperonin cages [3, 4] and ribosomal exit tunnels [5]. Altogether, 

reactions in such in vivo confined environments differ from those processes in a simple 

aqueous solution, and with recent advances in various computational/experimental 

methods and resources: investigations of macromolecular crowding and confinement 

effects on protein conformational changes [6, 7], folding [8-12], thermodynamics and 

kinetics of protein folding under confinement [13], its association [14-16], and dynamics 

[17, 18] have deepened our understanding of biopolymer dynamics. Although considerable 

progress has been made in this direction of protein folding reaction, little is known about 

biochemical reaction dynamics like ultrafast electron transfer (ET) under cell-like 

confinement. ET is crucial to life and is ubiquitous in enzymatic catalysis [19-21], 

especially in enzymes with redox reactions [22]. Flavoproteins with flavin chromophores 

are examples of such enzymes and are involved in various catalytic processes [23, 24]. The 

understanding of ET reaction dynamics of flavins in proteins and their redox reactions in 

cell-like confinement is crucial to the enzyme function. 

In this chapter, we report picosecond-resolved ET dynamics of riboflavin (Rf; 

vitamin B2) in Rf-binding protein (RBP, a flavoprotein) under the confinement, of sodium 

bis(2-ethylhexyl) sulfosuccinate reverse micelles (AOT-RMs) at various hydration levels 

(w0 = [water]/[surfactant]). Encapsulation limits the available solvent, and the ability to 

precisely control micellar water pool radius through hydration provides the flexibility to 
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probe the effects of confinement in a systematic way. RM encapsulation is thus proposed 

to be an ideal model for crowded cellular confinement studies [25-27]. Recently, it has 

been suggested that the dominant factors influencing protein behavior in vivo are a 

combination of excluded volume effects and weak attractive forces (like hydrodynamic 

interactions and electrostatics) [28-32]. Nevertheless, how different electrostatic charge of 

the confining volumes affects protein cofactor binding and the associated reaction 

dynamics like ultrafast ET, has not been studied so far. To this end, we also monitor the 

ET dynamics of Rf in RBP under the confinement of a cationic 

hexadecyltrimethylammonium bromide (CTAB) RMs with similar water pool size to the 

anionic AOT-RMs, towards simulating equal restricted volume effect. We have monitored 

the secondary, tertiary structures and vitamin binding capacity of RBP at different 

hydration levels (w0) of the RMs using various spectroscopic techniques like circular 

dichroism, UV-Vis absorption, steady-state and picosecond-resolved fluorescence studies. 

The different dynamics of ET observed in such environments has been correlated with the 

hydration and structure of the protein in the corresponding nano-confining environments. 

7.2. Results and Discussion: 

7.2.1. Protein-Cofactor Binding and Ultrafast Electron Transfer in Riboflavin 

Binding Protein under the Spatial Confinement of Nanoscopic Reverse Micelles [33]: 

Figure 7.1a shows the absorption spectra of Rf bound to RBP in buffer and AOT-RMs of 

different degrees of hydration. Isoalloxazine (ISO) ring is known to be responsible for the 

light absorption and emission of the flavin chromophore in the near-UV and visible regions 

[34, 35]. Although Rf absorbs approximately at 450 nm, it also shows distinct absorbance 

in 300 nm region (Figure 7.1a). Complexation of Rf with RBP in buffer is found to quench 

both the fluorescence of Rf (excited both at 300 nm and 445 nm) and tryptophan (Trp) 

fluorescence (excited at 300 nm) of protein (Figure 7.1b) compared to the free Rf and RBP 

in buffer respectively. The observed quenching of Rf upon binding with RBP in buffer is a 

consequence of ultrafast ET to the flavin chromophore (Rf) in the excited electronic state 

from nearby tryptophan or tyrosine residues present in RBP [34, 36-38]. Upon confining 
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Figure 7. 1. (a) Absorption spectra of RBP-Rf complex in buffer and AOT-RMs of w0 = 10, 20, and 

40. The black line represents free Rf in buffer. (b) The total emission spectrum of the RBP-Rf 

complex in buffer and AOT-RMs of w0=10, 20 and 40 (ex = 300 nm). The inset shows emission 

spectrum of the RBP-Rf complex excited at 445 nm, in buffer (pink dotted line) and AOT-RMs of w0 

= 10, 20 and 40. (c) Relative fluorescence intensity of trp of RBP and RBP-Rf complex, and Rf of 

RBP-Rf complex in buffer, and AOT-RMs of w0 = 10, 20 and 40 (circle, RBP, ex = 300 nm; 

triangle, RBP-Rf with ex = 300 nm; square, RBP-Rf with ex = 445 nm). 

 

RBP spatially in AOT-RM of w0 = 10, we find that Rf retains its characteristic 

fluorescence intensity at 520 nm (excited both at 300 nm and 445 nm, Figure 7.1b and its 

inset) which is characteristic of free Rf in buffer. However, in AOT-RM of w0 = 20, and 40 

Rf fluorescence is quenched (Figure 7.1b and square symbol of Figure 7.1c), which is only 
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observed when it binds to RBP and appears to mark the associated ET from RBP to Rf. 

The binding of Rf to RBP can similarly be concluded from the emission intensity (at 350  

 

 

Figure 7.2. (a) Fluorescence decay transients of tryptophan of RBP-Rf complex (ex = 300 nm; 

decay monitored at 350 nm) in buffer (square) and AOT-RMs of w0 = 10 (triangle), w0 = 40 

(circle). The pentagon represents free RBP decay in buffer. (b) Fluorescence decay transient of Rf 

of RBP-Rf complex (ex = 445 nm; decay monitored at 520 nm) in buffer (triangle) and AOT-RMs 

of w0 = 10 (square), w0 = 40 (circle). 

 

nm) of tryptophan residue of RBP but this requires more concern. Upon confining RBP in 

AOT-RM, we find that its fluorescence intensity (λem = 350 nm) increases in RM with 

decreasing w0 values (Figure 7.1c; circular symbols), which might result from a change in 

the protein conformation due to confinement. On the other hand, in case of RBP-Rf 

complex, the fluorescence intensity of tryptophan residue increases in AOT-RM of w0 = 10 
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followed by substantial decrease in RM of w0 = 20 and 40 (Figure 7.1c; triangular symbol). 

This quenching in tryptophan fluorescence in RM of w0 = 20, and 40 could be related to 

Rf-binding in the protein nanospace and is believed to be both static and dynamic 

quenching discussed later. 

To get a better insight into the observed change in fluorescence intensity, time-

resolved fluorescence measurements are performed. Figure 7.2a shows the quenched decay 

transients of RBP-Rf complex (excited at 300 nm) in buffer compared to that of free RBP. 

The significant quenching of the Trp fluorescence is very much in line with the observed 

steady-state emission (SSEM) data discussed earlier (Figure 7.1b). Previously, Choi et al. 

suggested that the quenching of RBP fluorescence upon binding of Rf is mainly due to 

ground-state stacking interaction between a Trp residue at the binding site and the 

quinoxaline portion [35]. In fact the distinct shift in the absorption peak position of RBP  

 

Table 7.1. Fluorescence lifetime components of RBP, and RBP-Rf complex in buffer and different 

RMs. m 

ex = 300 nm, em = 350 nm a1 
1 

(ns) 
a2 

2 
(ns) 

a3 
3 

(ns) 
<> 
(ns) 

Buffer 
- RBP 0.49 0.24 0.43 1.18 0.08 3.64 0.92 

- RBP-Rf 0.71 0.08 0.23 0.76 0.06 3.30 0.43 

AOT-RM 

w0 = 10 

RBP 

0.33 0.24 0.54 1.50 0.13 4.44 1.47 

w0 = 20 0.27 0.26 0.58 1.39 0.15 3.98 1.47 

w0 = 40 0.42 0.16 0.47 1.35 0.11 4.23 1.17 

w0 = 10 

RBP-Rf 

0.37 0.23 0.53 1.53 0.10 4.60 1.35 

w0  = 20 0.37 0.21 0.54 1.42 0.09 4.21 1.22 

w0 = 40 0.58 0.08 0.36 1.34 0.06 4.34 0.79 

CTAB-RM 

w0 = 25 
RBP 

0.58 0.23 0.28 0.84 0.14 3.29 0.83 

w0 = 33 0.58 0.21 0.28 0.78 0.14 3.22 0.78 

w0 = 25 
RBP-Rf 

0.62 0.14 0.24 0.76 0.14 3.24 0.73 

w0 = 33 0.60 0.14 0.27 0.68 0.13 3.33 0.69 
m i represents decay time constant, ai represents its relative contribution and <> is the average lifetime. 

 

bound Rf, compared to free Rf in buffer supports such an explanation (Figure 7.1a). 

However, significant quenching of Trp fluorescence in the excited state (Table 7.1) 

suggests that the quenching is dynamic in nature also. It is to be noted that considerable 

geometrical confinement of RBP (without Rf) in RM of w0 = 10 leads to an increase in the 

average lifetime (<> = a11+ a22 + a33) of Trp residue (Table 7.1). However, increase in 
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the water content of the RM reduces <τ> of Trp to reach a value comparable to that 

obtained in buffer (Table 7.1). On the other hand, when RBP-Rf complex is confined in 

RM, the Trp lifetime in RM of w0 = 10 system is found to be more or less comparable to 

that of RBP itself confined in RM of w0 = 10, which clearly identifies the inability of RBP 

to bind Rf at this hydration level of RM. However, it is evident from Table 7.1 that for 

RBP-Rf complex in RM of w0 = 20, and 40, <τ> of Trp is quenched compared to that of 

RBP in RM with identical hydration indicating that RBP is able to bind Rf in RM of w0 = 

20 and onwards. 

 

 

Figure 7.3. (a) Far-UV (b) Near-UV (c) Visible CD spectra of RBP in buffer and RBP-Rf complex 

in buffer, and AOT-RMs of w0 = 10, 20 and 40. (d) Optical rotation value at 445 nm of RBP-Rf 

complex in buffer and AOT-RMs of w0 = 10, 20 and 40. The inset shows the Optical rotation value 

at 293 nm of RBP (square) and RBP-Rf (circle) in buffer and AOT-RMs of w0 = 10, 20 and 40. 

 

The binding of Rf at higher hydration of the protein is also evident in the 

absorbance (Figure 7.1a) and visible circular dichroism (CD) spectra (Figure 7.3c) of RBP-

Rf complex in RM. In Figure 7.1a it is observed that the bathochromic shift (~ 10 nm) in 

the visible band and a shoulder at ~490 nm, which is characteristic of Rf binding to RBP 
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[35] is absent in w0 = 10 RM and is present in RM of w0 ≥ 20 indicating that RBP is able 

to bind Rf only in RM of w0 = 20 and 40. Similarly, appearance of strong CD bands in the 

visible region for RBP-Rf complex in RM of w0 = 20, and 40 (Figure 7.3c and d) suggests 

Rf binding to RBP. Importantly, the band positioned at ~445 nm is due to π→π* transition, 

whereas those at 370 and 340 nm are attributed to a second π→π* and n→π* transitions, 

respectively (Figure 7.3c) [39]. These strong CD bands suggest that Rf is rigidly packed in 

the binding cleft and rotation of the ribose moiety is completely hindered. It is important to 

mention here that encapsulation of either RBP or RBP-Rf complex does not result in any 

significant change in the secondary structure (Figure 7.4a and Figure 7.3a, respectively). 

However, the tertiary structure of the RBP-Rf complex as well as that of the protein itself 

suffers considerable perturbation upon confinement in w0 = 10 RM system, as concluded 

from a loss in the intensity of the peaks at 268 and 293 nm (Figure 7.3b). With increased 

hydration (w0 ≥ 20), the near UV CD spectrum considerably recovers its native form for 

the RBP-Rf complex, however, not for the protein itself (Figure 7.3b and inset of 7.3d). 

Indeed one can observe that whereas intensity of the CD signal for RBP at 293 nm is 

almost unaltered, it increases for the RBP-Rf complex with increased hydration of the RM 

(Figure 7.3d, inset). This behavior affirms that vitamin when bound to the protein indeed 

plays an important role in providing extra stability to protein in confined environment just 

like Rf bound RBP has enhanced thermal stability manifested by the increase of 

denaturation temperature from 60.8C to 72.8C [40]. 

The observations mentioned above might be better understood in terms of 

confinement and water properties in RM. Water present inside the RM can broadly be 

distinguished as bound type (water molecules hydrogen bonded to the interface) and bulk 

type [41, 42]. At very low w0, the water molecules in the pool remain very close and 

strongly attracted to the polar head groups of the surfactants and hence are rather slow 

moving. As w0 increases, the size of the water pool increases, and in such large water 

pools, the mobility of water molecules becomes relatively high. This change in mobility of 

the entrapped water molecules inside the RM has also been reported to affect the reaction 

kinetics occurring in the RM [43]. In RM of w0 = 10, RBP retains its secondary structure, 

although loses its tertiary structure partially as well as its binding capability. It is important 

to note here that the presence of hydration shell is essential for a macromolecule’s 
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biological activity [44]. Without hydration water, proteins would lack not only their native  

 

 

Figure 7.4. (a) Far-UV CD spectra of RBP in buffer, and AOT-RMs of w0 = 10, 20 and 40. (b) 

Representative DLS signals for AOT and CTAB-RMs. 

 

folded structure but also the conformational flexibility that allows their biological activity 

[45]. For proteins with nearly spherical shape, the empirical relationship between its molar 

mass (M) and the hydration degree of RM is described by the following relation [46], 

                  0w 0.083 0.008 M                                              (7-1) 

Equations (7-1) indicates that the maximum degree of hydration for RBP (M = 30 kDa) is 

expected to occur at w0 = 13-16. It seems that in w0 = 10 AOT-RM, RBP is in a lower 

degree of hydration compared to that in aqueous buffer making the protein relatively rigid 

and hence not functional. In RMs of w0 ≥ 20, abundance of bulk type water compensates 
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its dehydration and also geometrical confinement is relieved at a higher extent compared to 

that in w0 = 10 RM bringing in RBP’s native tertiary structure and hence its functionality. 

 

Table 7.2. Fluorescence lifetime components of Rf, and RBP-Rf complex in buffer and different 

RMs. m 

ex = 445 nm, em = 520 nm a1 
1 

(ns) 
a2 

2 
(ns) 

a3 
3 

(ns) 
<> 
(ns) 

Buffer 
- Rf 0.00 1.00 0.00 1.00 1.00 4.70 4.70 

- RBP-Rf 0.83 0.03 0.05 0.80 0.12 4.78 0.64 

AOT-RM 

w0 = 10 
Rf 

0.20 1.11 0.00 1.00 0.80 4.84 4.09 
w0 = 20 0.20 0.62 0.00 1.00 0.80 4.69 3.88 
w0 = 40 0.15 0.79 0.00 1.00 0.85 4.72 4.13 
w0 = 10 

RBP-Rf 
0.21 0.61 0.00 1.00 0.79 4.81 3.93 

w0  = 20 0.20 0.65 0.00 1.00 0.80 4.81 3.98 
w0 = 40 0.18 1.20 0.00 1.00 0.82 4.81 4.16 

CTAB-RM 

w0 = 25 
Rf 

0.68 0.21 0.32 0.60 0.00 1.00 0.33 
w0 = 33 0.76 0.27 0.24 0.81 0.00 1.00 0.40 
w0 = 25 

RBP-Rf 
0.74 0.05 0.24 0.45 0.02 2.45 0.20 

w0 = 33 0.73 0.05 0.24 0.52 0.03 2.44 0.23 
m i represents decay time constant, ai represents its relative contribution and <> is the average lifetime. 

 

Complexation of Rf with RBP in buffer leads to quenching of Rf fluorescence [47] 

as also observed in Figure 7.1b. Although significant quenching in steady-state 

fluorescence of Rf is observed upon binding with RBP in w0 = 20, and 40 RM, its lifetime 

does not change appreciably (Figure 7.2b and Table 7.2). The unchanged fluorescence 

decay of Rf in RBP rules out the occurrence of ultrafast ET in AOT-RMs (w0 ≥ 20). As has 

been discussed earlier, RBP regains its tertiary structure and binding capacity in RMs of w0 

≥ 20. So quenching in lifetime of Rf bound to RBP is expected in RM of w0 = 20, and 40 

(Figure 7.2b). Remarkably ET and its rate is dependent on the redox centre distance [48-

50] e.g., tunnelling times range from a few nanoseconds (12.2 Å ET in the high-potential 

iron–sulfur protein from C. vinosum) to 10 milliseconds (26 Å ET in Pseudomonas. 

aeruginosa azurin) [49]. For flavin chromophores with various flavoproteins the ET rate is 

found to be different due to different chromophore-aromatic amino acid residue 

arrangements in the protein nanospace [34]. The donor-acceptor distance dependence of 

photoinduced ET in flavoproteins has been revealed by the work of Tanaka et al. [51]. In 

the confinement of AOT-RM (w0 ≥ 20), the nonoccurrence of ultrafast ET in the protein 

nanospace is thus believed to be the improper distance between the donor and acceptor 
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pair, due to the electrostatic charge interaction of the RM surface as discussed latter. 

Remarkably, in proper redox distance with aromatic amino acids in RBP the near UV 

absorption band position of Rf do not undergo any shift [35]. The combination of red shift 

by complexing with aromatic amino acids at the binding site and blue shift due to nonpolar 

environment in the protein nanospace results in nearly unshifted band position of Rf in 

RBP. However, in AOT-RMs of w0 ≥ 20 a small blue shift in the near-UV band position 

coupled with a shoulder at 490 nm (Figure 7.1a) suggests improper complexation of Rf 

with the aromatic amino acids. In this context, the steady-state quenching of Trp  

 

 

Figure 7.5. (a) Absorption spectra of RBP-Rf complex in CTAB-RMs of w0 = 25 and 33. (b) 

Emission spectra of free Rf and RBP-Rf complex in CTAB-RMs of various w0 values (ex = 445 

nm). (c) Visible-CD spectra of Rf and RBP-Rf complex in buffer, and CTAB-RMs of w0 = 25, and 

33. (d) Fluorescence decay transients of tryptophan of RBP-Rf complex (ex = 300 nm; em = 350 

nm) in CTAB-RMs of w0 = 25 (square) and 33 (circle). The inset shows decay transient of Rf of 

RBP-Rf complex (ex = 445 nm; em = 520 nm) in CTAB-RMs of w0 = 25 (square) and 33 (circle). 
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fluorescence in AOT-RMs also needs some attention. Previously, the observed substantial 

quenching of Trp fluorescence (~ 65%) in buffer was attributed to the presence of 5 out of 

6 tryptophans in RBP in the vicinity (< 0.45 nm) of Rf [35]. However, for AOT-RMs of w0 

≥ 20 such quenching of Trp fluorescence is found to be only ~ 40% compared to the free 

RBP in respective RMs. Thus, both steady-state absorption and emission spectroscopic 

data suggest the improper complexation of Rf for ET in the RBP interior, and in this 

condition the observed steady-state quenching of Rf fluorescence in RM of w0 = 20 and 40 

systems is believed to be due to the ground state stacking interaction of Rf with RBP. 

 

Table 7.3. Dynamic light scattering (DLS) data of AOT and CTAB-RMs of various w0 values. 

AOT-RM CTAB-RM 

w0 

Droplet 

Diameter 

(nm) 

Water Pool 

Size (nm) 
w0 

Droplet 

Diameter 

(nm) 

Water Pool 

Size (nm) 

5 6.70 4.50 10 6.10 1.90 

10 7.56 5.36 20 8.40 4.20 

20 10.06 7.86 25 9.90 5.70 

40 14.90 12.70 30 14.4 10.2 

- - - 35 22.2 18.0 

- - - 40 24.0 20.3 

 

In order to investigate the effect of confinement by a cationic surfactant forming 

RM, we choose CTAB-RMs with similar water pool size (w0 = 25 and 33) to that of AOT-

RM of w0 = 10 and 40 respectively (Table 7.3). Figure 7.4b is the representative DLS 

signals for each AOT and CTAB-RMs. The DLS signals are indicative of monodispersed 

RMs and the observed values are quite consistent with previous literature [52, 53]. The 

fluorescence decay transients of RBP fluorescence in the RBP-Rf complex at different 

hydration levels of CTAB-RM is shown in Figure 7.5d. The observed quenching in the Trp 

fluorescence is evident from Table 7.1 and essentially indicates successful binding of Rf to 

RBP in accordance with the minimum hydration criterion of RBP in a RM (equation (7-

1)). In fact the binding of Rf to RBP at these degrees of hydration are very much consistent 

with the associated absorption and CD spectroscopic data. In Figure 7.5a the shoulder at 

~490 nm which is characteristic of Rf binding to RBP is distinctly observed in both the 

hydration levels of CTAB-RM. Similarly, the strong CD bands at 445, 370 and 340 nm 
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(Figure 7.5c) in the visible region for the RBP-Rf complex further supports the hindered 

rotation of the ribose moiety in the nanospace of RBP. In this situation one can see 

significant quenching of Rf fluorescence in both the steady-state and time-resolved 

fluorescence spectroscopic data of Figure 7.5b and d. The observed quenching of Rf 

fluorescence is well evident from the decay components of Table 7.2. Notably, 

confinement of Rf in CTAB-RM itself quenches the Rf fluorescence (Table 7.2) and is 

found to be the quenching effect of bromide ion. In this respect we monitor the decay 

transients of Rf in KBr solution and various RMs containing bromide ion, showing 

quenching of Rf fluorescence compared to that in buffer. It is to be noted that although Rf 

itself is quenched in the CTAB-RM, the decay time constants of free Rf in CTAB-RM are 

distinctly different than that present in the protein nanospace (Table 7.2). So we emphasize 

that under the confinement of CTAB-RM, Rf present in the nanospace of RBP is free from 

bromide quenching effect and the observed quenching is essentially due to the ultrafast ET 

in the protein nanospace, which is similar to that in buffer (Table 7.2). 

At this juncture it is quite essential to discuss on the different behavior of the 

flavoprotein under the confinement of RM with different charge types. One can see that 

although ET of Rf in CTAB-RM occurs in a manner similar to that in buffer, it certainly 

does not occur under the confinement of anionic AOT-RMs of similar hydration, although 

hydration of the protein under confinement enables its binding to Rf. Recent simulation 

has shown that protein folding/unfolding equilibrium largely depends upon the polarity of 

the confining volume [54]. The simulation by Griffin et al. suggests that in addition to the 

confinement effect, surface interaction plays determining role on the dimerization of an 

off-lattice -barrel protein [15]. In the present study the different behavior of the ET in 

various RMs suggests that electrostatic interaction of the RM surface plays a significant 

role in determining the feasibility of such a process in flavoproteins. Notably in the RM pH 

of ~ 7.0 RBP is expected to be negatively charged (pI of RBP is 4.0 [55]). A study by 

Lucent et al., [56] using an explicit solvent model, showed that a protein is destabilized 

when confined by a purely repulsive potential together with solvent. So, we emphasize that 

in the repulsive potential of the confining volume (anionic AOT-RM) the binding site of 

the protein is so influenced that Rf is unable to complex properly with aromatic amino 

acids in the protein nanospace. However, under the attractive interaction of the cationic 
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CTAB-RM the protein conformation is so maintained that Rf can complex properly with 

aromatic amino acids in the protein nanospace, and ET is feasible with RBP. 

7.3. Conclusion: 

It has been found that under confinement of anionic AOT-RM, RBP loses its ability to 

bind with Rf in RM of w0 = 10, however, it regains its binding capacity and tertiary 

structure in RM of w0 ≥ 20. The reason being that maximum degree of hydration for RBP 

occurs at w0 = 13-16. Thus when there is higher volume accessible to a protein and more 

bulk type water as in AOT-RM of w0 = 20 and onwards, RBP recovers its tertiary structure 

as well as binding capacity. Our detailed steady-state and time-resolved spectroscopic data 

suggest that under the similar size restriction of RM confinement the biochemical function 

of RBP-Rf system is distinctly different depending upon the hydration and the nature of 

the RM forming surfactant showing confinement. In anionic AOT-RM, confinement 

perturbs the ET from RBP to Rf, even at the maximum hydration of the protein. On the 

other hand the cationic CTAB-RM resumes such a process with similar confining volume. 

We believe that due to the electrostatic repulsion of the anionic AOT-RM surface the 

cofactor binding site of RBP is so perturbed that Rf is found unable to complex properly 

with the aromatic amino acids in protein interior. However, the confinement of cationic 

CTAB-RM resumes such a process with proper binding of Rf in the nanospace of RBP. 

Thus both the hydration and surface charge of the confining volume is expected to largely 

determine the biochemical reaction dynamics like ET in real biological cells. Further 

studies will expand the present work to a wide range of biochemical reaction systems in 

different confinements of RMs. 
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Chapter 8 

Spectroscopic Studies on the Molecular Recognition of a 

Fluorescence-modified Protein by a Model Receptor 

8.1. Introduction: 

Molecular recognition is a fundamental step crucial in any biological processes starting 

from cellular signaling to enzyme catalysis, and essentially involves the recognition 

between two or more molecular binding partners, leading either to their association or to 

their rejection [1]. How and why two molecular binding partners specifically fit together 

among a plethora of molecular components in the crowded cell environment, and the weak 

intermolecular forces that act on them, are questions of complementarity of size, shape, 

and chemical surface [2]. Proteins are important target molecules for recognition by 

various signaling molecules. Visualization of the in vitro complex cellular processes 

involving proteins requires the use of spectroscopically distinguishable fluorescent 

reporters. Labelling of proteins using various hydrophobic fluorescent probes is a 

procedure often followed in biochemical studies involving recognition of molecules. The 

hydrophobic fluorescent probe dansyl chloride is widely used to modify charged polar side 

chains of amino acids like lysine and arginine [3, 4]. However, changes in even one amino 

acid property of a protein due to DNA point mutation may affect the molecular recognition 

of the protein leading to various diseases [5-9]. For example, creation of hydrophobic spot 

in hemoglobin due to Glu6Val point mutation causes clumping together (polymerization) 

of hemoglobin molecules into rigid fibers to cause “sickling” of red blood cells [10]. 

Nevertheless, labelling of protein using hydrophobic fluorescent probe is a common 

procedure in biochemical studies, while its effect on molecular recognition process is less 

attended in the literature. In the present study the lysine side chains of apomyoglobin 

(Apo-Mb) has been dansylated, to study the effect of hydrophobic surface modification of 

the protein on the molecular recognition process by cyclodextrins (CyDs) as a model 

synthetic receptor.  
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CyDs are cyclic oligosaccharides known to recognize a wide variety of organic, as 

well as inorganic, guest molecules, forming host-guest inclusion complexes with various 

guest molecules of suitable size fitting the host CyD cavity [11-15]. Accordingly, CyDs are 

used as chiral selectors in chromatographic separations [16, 17]. Inclusion complexation of 

β-CyD can effectively discriminate the L- and D-phenylalanine depending on the 

stabilization energies and inclusion geometries of the complexes [18]. In some significant 

recent publications from the group of Harada et al., the macroscopic molecular recognition 

property of CyDs have been well demonstrated [12, 19, 20]. α-CyD and β-CyD have even 

been found to discriminate the subtle differences in the structures of human serum albumin 

and bovine serum albumin [21]. Small changes in the degree of substitution for a given 

CyD is known to influence the specific molecular recognition and as such the stability on a 

specific protein [22]. The study by Douhal et al., shows higher association of the drug 

Milrinone (MIR) with dimethyl-β-CyD, in comparison with β-CyD [23]. The slow 

solvation dynamics of water molecules in the CyD cavities, captured in picosecond time 

domain are clear from the work of Fleming [24] and Bhattacharyya et al. [25]. Significant 

effects are exerted by the cavities on reactions (like proton transfer and charge transfer) 

that may occur in cellular confinement [14]. Accordingly, CyDs are considered as simple 

biomimetic compounds, and its interaction with proteins are suitable model systems for 

biological molecular recognition. 

This chapter attempts to discuss our study on the molecular recognition of 

unmodified and dansyl modified Apo-Mb by two CyD (β- and γ-CyD) molecules having 

different hydrophobic cavity size. Steady-state fluorescence spectroscopy and picosecond-

resolved Förster resonance energy transfer (FRET) study reveals the molecular recognition 

of the protein in a precise way. The thermodynamic free energy change (G) and 

stoichiometry of the association is estimated using the emission data. The structural 

alteration of the protein in presence of CyD has been studied using circular dichroism (CD) 

spectroscopy. CD spectroscopy has also elucidated the effect of CyD binding on the 

thermal denaturation of the proteins. The molecular modelling studies support the 

experimentally derived observations quite reasonably. 
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8.2. Results and Discussion: 

8.2.1. Molecular Recognition of a Model Globular Protein Apomyoglobin by 

Synthetic Receptor Cyclodextrin: Effect of Fluorescence Modification of the Protein 

and Cavity Size of the Receptor in the Interaction [26]: 

In aqueous solution tryptophan residues of Apo-Mb has emission maximum at 342 nm 

(Figure 8.1a). Gradual addition of β-CyD is associated with a blue shift (24 nm) of the 

band maxima along with the enhancement of the fluorescence intensity. The blue shift of 

the emission band is indicative of the reduced local polarity around tryptophan. 

Consistently, the significant increase in the fluorescence quantum yield indicates the 

inclusion of tryptophan in more protected hydrophobic interior of the host β-CyD cavity 

(Scheme 8.1a) [27]. The increase in the fluorescence quantum yield is due to the 

deactivation of the non-radiative decay channels in the hydrophobic cavity of β-CyD [28].  

 

 

Figure 8.1. Steady-state emission spectra of tryptophan (ex = 275 nm) in dansyl free (a) and 

dansyl modified (b) apomyoglobin with increasing concentrations of β-cyclodextrin. Steady-state 

emission spectra of tryptophan (ex = 275 nm) in dansyl free (c) and dansyl modified (d) 

apomyoglobin with increasing concentrations of γ-cyclodextrin. 
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The observation is well supported by the molecular modelling studies using free 

tryptophan, showing effective inclusion of the tryptophan side chain in the β-CyD cavity  

 

 

Scheme 8.1. (a) Schematic representation of the molecular recognition of apomyoglobin protein by 

-cyclodextrin, through tryptophan inclusion in its hydrophobic cavity. The buried tryptophan side 

chain is surface exposed to form inclusion complex with -cyclodextrin. (b) The molecular 

recognition of apomyoglobin through dansyl inclusion in the hydrophobic cavity of -cyclodextrin 

is schematically shown. 

 

(Figure 8.2a), with estimated stabilization energy value of -108 kJ mol-1. Similar changes 

in the tryptophan emission is observed even in the dansylated protein (Figure 8.1b). 

However, stronger inclusion complexes with β-CyD are formed upon dansylation of the 

protein (discussed latter). 

Molecular recognition in biological systems is specific like “lock and key”. The 

exact fit of the tryptophan side chains, in the hydrophobic interior of CyD would largely 

depend upon the size of the molecular cavity. The gradual addition of γ-CyD lowers the 

emission intensity of tryptophan, without any change in the emission band position (Figure 

8.1c). The unchanged band position of tryptophan indicates that side chain of tryptophan is 

not recognized by γ-CyD cavity. Indeed studies reported so far suggest the insertion of 

aromatic side chains of peptides into the cavity of natural β-CyD [29-31] and its 

derivatives [32, 33]. The larger cavity diameter of γ-CyD hardly allows steric fit of 

aromatic amino acids in an optimal condition, forming deeper and looser inclusion 

complex between hydrophobic amino acids and γ-CyD [34-36]. The inconsistency in the 

energy minimization process of free tryptophan with γ-CyD justifies the above observation 

quite reasonably. The decrease of the tryptophan fluorescence intensity with the gradual 

addition of γ-CyD is also notable. Remarkably, quantum yield of tryptophan in proteins is 

determined by its immediate environment. Various side chains of amino acids, as well as 
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the peptide bond, are efficient quenchers of tryptophan fluorescence through various non-

radiative processes like electron and proton transfer [37]. Consequently, the decrease in 

tryptophan emission intensity is possibly due to the changes in the immediate environment 

of the protein due to structural alterations in the presence of γ-CyD, as evident from CD 

studies [38]. 

The molecular recognition by γ-CyD is also studied with dansyl-modified Apo-Mb. 

The gradual addition of γ-CyD, enhances the fluorescence intensity of tryptophan with 

progressive red shift of the band maxima at 355 nm (Figure 8.1d). The observed changes in 

emission spectra is in sharp contrast to the changes observed on β-CyD addition (Figure 

8.1b and d). The emission energy of even a partially buried tryptophan invariably shifts to 

the red upon surface exposure [38], while the emission spectrum of free tryptophan in 

water is at 355 nm [38]. Accordingly, the observed spectral change on γ-CyD addition 

signify the surface exposure of tryptophan residues [39]. The red shift of the band 

maximum further indicates the non-inclusion of the tryptophan side chain in the γ-CyD 

cavity (Figure 8.1b and d). 

 

 

Figure 8.2. (a) The molecular inclusion complex of tryptophan with β-cyclodextrin. (b) The 

molecular inclusion complex of dansyl-lysine (Dan-Lys) with β-cyclodextrin. Complexes are 

minimum energy structures optimized using ChemBio3DTM software. 

 

The complexation of Apo-Mb with CyD molecules have also been observed by 

monitoring the emission spectra of dansyl chromophore. Figure 8.3a shows the emission 

peak of dansyl (bound to Apo-Mb) (ex = 320 nm) at 500 nm. The gradual addition of β-

CyD progressively changes the emission peak at 484 nm with concomitant enhancement of 

fluorescence intensity. The blue shift of the emission maxima denotes the lowering of 
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micropolarity around the probe, indicating the inclusion of the protein bound dansyl 

molecule in the hydrophobic interior of β-CyD cavity (Scheme 8.1b). The significant 

enhancement of the dansyl fluorescence is quite similar to the enhancement of tryptophan 

fluorescence in β-CyD (Figure 8.1a and b), and can be explained due to the deactivation of 

 

    

Figure 8.3. Steady-state emission spectra of dansyl (ex = 320 nm) in apomyoglobin in various 

concentrations of (a) β-cyclodextrin, and (b) γ-cyclodextrin. 

 

non-radiative decay channels in the hydrophobic cavity of β-CyD mentioned earlier [28]. 

The energy-minimized structures appearing in Figure 8.2b also supports the recognition of 

dansyl by β-CyD cavity. Using dansylated lysine molecule as a model, the energy-

minimized structures in Figure 8.2b indicates effective inclusion of the N, N-dimethyl 

naphthalene moiety of dansyl in β-CyD cavity, with estimated stabilization energy of -156 

kJ mol-1.  

Changes in the emission spectra of the dansyl (bound to Apo-Mb) is also observed 

in the presence of γ-CyD molecules (Figure 8.3b). However, inclusion in γ-CyD produces 
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much smaller blue shift of the emission band maxima, with relatively little changes in the 

intensity in comparison with β-CyD (Figure 8.3a and b). The difference in the emission 

behavior of the dansyl molecule (bound to Apo-Mb) suggests the different binding 

interactions of the protein with CyD molecules of various cavity size. The smaller cavity of 

β-CyD allows stronger fit of the dansyl molecule, showing significant change of the 

emission spectra. However, the larger cavity of γ-CyD forms loose complex with dansyl 

molecule, showing negligible changes in the emission spectra. The inconsistency in the 

energy optimization process of free dansyl-lysine moiety with γ-CyD also qualifies the 

above observation quite reasonably. 

 

        

Figure 8.4. (a) Picosecond-resolved fluorescence decay transients of tryptophan in dansyl 

modified apomyoglobin is shown in the presence of β- and γ-cyclodextrin (16 mg ml-1). The green 

line is the decay profile of tryptophan in dansyl free apomyoglobin. (b) and (c) show the 

probability of distance distribution between donor and acceptor pair in absence and presence of -

cyclodextrin, respectively. 

 

We have also applied picosecond-resolved FRET technique, between the probes 

tryptophan and dansyl, in order to monitor the molecular recognition of the protein by CyD 

molecules in a more precise way. As evident from Figure 8.4a, the fluorescence decay of 
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tryptophan residues (em = 340 nm, ex = 293 nm) of the protein becomes faster in dansyl 

modified Apo-Mb, indicating FRET from tryptophan to dansyl [3]. Significantly, unlike 

emission in free protein (two longer components), the temporal decay of tryptophan in 

dansylated Apo-Mb shows three time components, including a faster time component of 45 

ps (57%). As a consequence, the average lifetime (ave) of tryptophan decreases from 2000 

ps to 337 ps, in dansyl modified Apo-Mb (Table 8.1). The Förster distance between the 

donor-acceptor pair is found to be 16 Å, with estimated possible distribution of, hw = 2.2 

Å (Figure 8.4b). Upon addition of β-CyD to the dansylated Apo-Mb, the average decay  

 

Table 8.1. Fluorescence decay parameters for apomyoglobin in presence of - and γ-CyD. m 

Sample Name Cyclodextrin a1 
1 

(ps) 
a2 

2 

(ps) 
a3 

3 

(ps) 

ave 

(ps) 

Apo-Mb - - - 0.39 700 0.61 2840 2000 

Dan. Apo-Mb - 0.57 45 0.33 414 0.10 1691 337 

Dan. Apo-Mb γ-CyD 0.65 48 0.28 504 0.07 2621 358 

Dan. Apo-Mb -CyD 0.58 100 0.28 1398 0.14 6862 1361 
m i represents decay time constants and ai its relative contribution, ave = aii. 

 

time of the tryptophan emission (em = 340 nm, ex = 293 nm) becomes slower, compared 

to β-CyD free protein (Figure 8.4a, Table 8.1). The Förster distance between the donor-

acceptor pair is found to be 23 Å, with hw = 5.4 Å (Figure 8.4c). However, insignificant 

change in the decay profile, attributing no change in the donor-acceptor distance of the 

dansylated protein is observed upon addition of γ-CyD. The result is quite consistent with 

the steady-state emission studies of the protein with CyDs. Stronger recognition of the 

protein (through tryptophan, dansyl) is occurred by the smaller cavity size of β-CyD 

molecules. Consequently, increase in the donor-acceptor distance is realized in presence of 

-CyD. However, insignificant change of the donor-acceptor distance, in presence of γ-

CyD, further confirms weak complexation of γ-CyD with Apo-Mb.  

The study so far discussed suggests the different molecular recognition of the 

protein depending on the dimension of the host cavity. In order to establish the 

stoichiometric compositions of the inclusion complexes of the ligand to its receptor, and to 

determine the thermodynamic energy parameters associated with the binding, Benesi-

Hildebrand method [40] was applied employing following equation (3-17). In β-CyD 
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solutions, the Benesi-Hildebrand plot for tryptophan emission shows linear behavior in 

both the dansyl free and bound protein (Figure 8.5a and b). The linearity  

 

 

Figure 8.5. Benesi-Hildebrand plot for 1:1 complexation of tryptophan, in dansyl free (a) and 

dansyl modified (b) apomyoglobin, with β-cyclodextrin are shown. Benesi-Hildebrand plot for 1:1 

complexation of dansyl, in apomyoglobin, with β-cyclodextrin (c) and γ-cyclodextrin (d) are shown. 

 

of the plot suggests the formation of 1:1 complex between tryptophan and β-CyD (Scheme 

8.1a). From the slope and intercept of the plot the association constant (Ki) for the 

inclusion complex is estimated to be 90.8 M-1 and 238.35 M-1, for dansyl free and dansyl 

bound protein, respectively. The corresponding standard free energy changes (G) for the 

complexes are found to be -11.17 kJ mol-1 and -13.56 kJ mol-1, respectively. Significant 

deviation of the experimental energy value from that of the theoretical data (-108 kJ mol-1) 

is possibly due to the consideration of free tryptophan moiety in the molecular modelling 

study. The hydrophobic modification of the protein surface is therefore found to stabilize 

the tryptophan inclusion of the protein into host β-CyD cavity. The dansylation of the 
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protein initiates tighter fit of the tryptophan side chain in the β-CyD cavity, which is well 

reflected in the increased Ki value (by 3 times) and the decrease in the thermodynamic free 

energy value (G) of -2.39 kJ mol-1 upon dansylation. The increased recognition of the 

protein is probably associated with the increased localized binding site of the protein due 

to the conformational modification upon dansylation, discussed latter. 

 

           

Figure 8.6. Circular dichroism spectra of apomyoglobin as a function of β-cyclodextrin (a) and γ-

cyclodextrin (b) concentration. Circular dichroism spectra of dansylated apomyoglobin as a 

function of β-cyclodextrin (c) and γ-cyclodextrin (d) concentration. 

 

Benesi-Hildebrand plot applying equation (3-17) shows linearity in protein 

recognition through dansyl molecule, by both the CyD molecules (Figure 8.5c and d). 

Similar to tryptophan, linearity of the plot suggests the 1:1 stoichiometry of the binding 

(Scheme 8.1b). The Ki value estimated, for β- and γ-CyD association with the protein are 

862.6 M-1 and 103.76 M-1, respectively. The corresponding G value for the association is 

-16.75 kJ mol-1 and -11.50 kJ mol-1, respectively. The higher selectivity of β-CyD (G = 

-5.25 kJ mol-1) with greater Ki value of protein association is associated with the smaller 

cavity size of β-CyD allowing tighter fit of the dansyl molecule to be included. The 
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deviation of the experimental energy value from that of the theoretical data (-154 kJ mol-1) 

is possibly due to the consideration of free dansyl-lysine moiety in the molecular 

modelling study. Applying the multiple equilibria model (equation (3-18)) [41, 42], the 

overall equilibrium constant (Ktotal) for dan. Apo-Mb association with β-CyD is estimated 

to be 238.35 M-1  862.6 M-1 = 205609 M-2. 

We sought evidence of the structural changes of the protein upon CyD addition. 

CD spectroscopy is an efficient spectroscopic tool to study structural changes in protein. 

Figure 8.6 shows the CD structure of the protein in dansyl free and bound condition in 

presence of various concentrations of β- and γ-CyD molecules. The negative band at 208 

and 222 nm is indicative of the α-helical content of the protein. In all the cases a gradual 

decrease of the overall helical content of the protein is observed upon β- and γ- CyD 

addition (Figure 8.6). Earlier reports suggest the solvent exposure and therefore 

accessibility of hydrophobic amino acid residues as a prerequisite for CyD-protein 

interaction [43]. The observed changes in tryptophan emission (Figure 8.1) therefore 

indicates the surface exposure of the tryptophan side chains on the protein surface (Scheme 

8.1a), consistent with CD studies (Figure 8.6). Therefore, changes in the CD structure is 

quite expected. Similarly, upon dansylation, greater change of the helical content of the 

protein is consistent with the higher association (Ki) value of the dansylated protein in 

complexation with CyD (Figure 8.5). 

We examine the thermal stability of the protein in the presence of CyD by 

monitoring the changes in ellipticity at 222 nm. The denaturation temperature (Tm) of Apo-

Mb is determined to be 56C, as the midpoint of the transition curve depicted in Figure 

8.7a. Significant decrease in the Tm value (about 13C) is observed in presence of β-CyD, 

whereas γ-CyD shows relatively smaller effect (about 8C) (Figure 8.7a). The higher 

magnitude of decrease in the Tm value appears to stem from the higher complexation of β-

CyD compared to γ-CyD, with the protein (Figure 8.5). The result is quite consistent with 

previous observation [44], and clearly suggests that the binding of CyD to the exposed 

hydrophobic side chains of Apo-Mb during heating destabilizes the native conformations 

of the protein, by shifting the equilibrium in favor of the unfolded state [44, 45]. 
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Figure 8.7. Temperature dependent circular dichroism spectra of dansyle free (a) and dansyl 

modified (b) apomyoglobin, in presence of β-cyclodextrin and γ-cyclodextrin concentration of 16 

mg ml-1. (All the curves were base line subtracted for comparison). 

 

Previous report suggests that hydrophobic environment increases the thermal 

stability of a protein, and is the key factor for the stability of thermophilic proteins, in 

comparison to other factors like hydrogen bonds, and electrostatic interactions [46]. The 

study by Georis et al. shows that additional aromatic interaction improves the 

thermostability of family 11 Xylanase [47]. The thermal stability of Apo-Mb has also been 

evaluated after dansylation of the protein. Considerable enhancement of the Tm (= 74C) 

value of the dansylated Apo-Mb is observed in comparison to the dansyl free protein 

(Figure 8.7a and b). The observed higher thermal stability of the protein appears to stem 

from the higher surface hydrophobicity of the protein upon dansylation, mentioned above. 

Remarkably, protein thermal denaturation starts with unfolding of the outer surface leading 

to the surface exposure of the hydrophobic core [48]. The denaturation can possibly be 
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prevented by stabilizing the protein surface with hydrophobic interactions. The 

insignificant change in the thermal denaturation transition of the dansyl modified protein, 

unaffected by either CyD molecules, is therefore concluded to be due to the increased 

hydrophobic character of protein surface upon dansylation (Figure 8.7b). 

8.3. Conclusion: 

We have explored the effect of attachment of a fluoroprobe at the protein surface, in the 

molecular recognition of Apo-Mb by a synthetic receptor CyD. Significant enhancement of 

the CyD-protein association is observed upon dansyl labelling of the protein. The 

recognition of the protein by CyD changes significantly depending on the cavity size of the 

receptor. The smaller cavity of β-CyD allows steric fit of the hydrophobic residues (like 

tryptophan and dansyl) of the protein. FRET between the probes tryptophan and dansyl 

shows increase in the donor-acceptor distance, in presence of β-CyD. However, 

insignificant change of the donor-acceptor distance in presence of γ-CyD indicates stronger 

association of the protein with β-CyD over γ-CyD. Molecular modelling studies on the 

interaction of tryptophan and dansyl probe with -CyD is found to be consistent with the 

experimental observations. The unaltered melting behavior of the dansyl-attached protein 

by CyDs, suggests the stabilization of the protein due to hydrophobic labelling. Thus, both 

the cavity size of the synthetic receptor and hydrophobic character of the protein surface 

are found crucial in determining the molecular recognition of a protein by CyD as a 

synthetic receptor. The study offers a cautionary note on the use of hydrophobic 

fluorescent labels for proteins in biochemical studies involving recognition of molecules. 
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