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Chapter 1 

Introduction 

1.1. Scope of the Spectroscopic Studies on Structure, Function 

and Dynamics of Biomolecules in Presence of Other Biologically 

Relevant Macromolecules: 

Biological macromolecules evolve and function within intracellular environments over 

billions of years. Still, understanding of the structure, function and dynamics of 

biomolecules in vivo remains unclear. Generally, to get the detailed knowledge of the rates, 

equilibria, and mechanism of biochemical reactions; studies of biochemical processes in 

vitro have usually been carried out in dilute buffer systems with low concentrations of 

biomolecules together with low molecular weight substrates, and cofactors as required. In 

contrast, in cellular environment protein and other biological macromolecules often co-

exist in a medium containing high concentrations of macromolecules (50-400 g/l), which 

occupy a significant fraction of the total volume of the medium (about 40%) [1-4]. For 

example, the total concentration of protein and RNA inside a cell of Escherichia coli is in 

the range of 300-400 gL-1 [2]. However, no individual macromolecular species is present at 

high concentration, but all species taken together occupy a significant fraction of the 

volume of the medium, such media are referred to as “crowded”. Moreover, in such 

crowded environment, biomolecules find themselves inside a small compartments or pores 

with dimensions comparable to the size of large macromolecules created by the 

cytoskeletal structures or by the central cage of the chaperonin proteins [5-7]. This 

situation is commonly known as “confinement”. Therefore, a significant fraction of the 

intracellular space is inaccessible to other macromolecules, as a result, effective 

concentration, or thermodynamic activity, or chemical potential of macromolecules 

increase by several orders of magnitude, and hence increase in the thermodynamic driving 

force for them to react [8]. Furthermore, diffusion coefficients of biomolecules in such a 

crowded environment are smaller than their values in a dilute solution. Hence, ligand 
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binding, protein-protein interactions, enzymatic activities, protein folding, and essentially 

all other biochemical processes are expected to be modified relative to their propensities in 

dilute solution by the high concentrations of macromolecules in cells. 

Despite its relevance to biochemical reactions, macromolecular crowding is still an 

important but neglected aspect till last decades [7, 9, 10]. However, during recent decades 

it has been gradually recognized that crowding has substantial effect on a broad range of 

biochemical, biophysical and physiological processes, including nucleic acid and protein 

conformation and stability, protein-protein and protein-DNA association equilibria and 

kinetics (including protein crystallization, protein fibril formation and bundling), catalytic 

activity of enzymes and cell volume regulation. For example, protein-protein association 

rates are highly altered in the presence of crowding agents when compared to that in buffer 

solutions [11-18]. However, the behavior depends strongly on whether the solution is 

dilute, semidilute, or concentrated [12]. In addition macromolecular crowding has been 

demonstrated to significantly alter the activity of enzymes [19-25]. There are also many 

experimental and theoretical studies examining how crowding affects protein folding 

energetics, and the results mostly point to a modest stability effect [26-32]. 

Macromolecular crowding effects have also been extended to structural compression in 

nucleic acids [33-38]. However, despite numerous studies fundamental gaps remain in our 

understanding of the effects of macromolecular crowding on biomolecular system. 

Molecular crowding is more accurately termed the excluded-volume effect, because 

of the mutual impenetrability of all the solute molecules in the medium. Therefore, 

crowded conditions can be mimicked experimentally by adding high concentrations of 

inert, water soluble synthetic or natural macromolecules, termed as crowding agent, to the 

system in vitro [9]. Generally, polyethylene glycol (PEG), ficoll, dextran, sodium dodecyl 

sulfate (SDS) or proteins (such as ovalbumin or hemoglobin) are used to simulate cellular 

crowding effects in the test tube [6]. However, even in these simplified model systems, 

monitoring the changes on the biomolecule of interest, to isolate the effect of crowding is 

experimentally challenging. Although a variety of NMR techniques have been used to 

characterize macromolecular motions and conformations within in vitro crowded solutions 

and also within living cells [34, 39]. Rivas et al. introduced a non-ideal sedimentation 
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equilibrium that allows the molar mass of a dilute trace macromolecule to be measured in 

the presence of other macromolecular species at concentrations up to several hundred 

milligrams per millilitre. This technique has allowed the direct observation of the 

significant enhancement of the self-association of dilute proteins (fibrinogen, tubulin and 

the bacterial cell-division FtsZ protein) in concentrated solutions of unrelated proteins and 

polymers [40, 41]. Fluorescence-based methods are another potentially powerful tools for 

studying the structural organization and dynamics of proteins in crowded solutions, due to 

the possibility of labeling only the tracer protein with extrinsic fluorescent dyes, which in 

this way can be easily distinguished from the crowding macromolecules [42]. However, so 

far there are few examples in which fluorescence assays have been applied to study 

crowding effects. For example, Minton et al. studied the dimerization of horse 

apomyoglobin in crowded medium by means of steady-state fluorescence anisotropy 

techniques [43]. 

In the present thesis, we have studied the macromolecular crowding and 

confinement effect on structure, function and dynamics of protein along with some model 

biochemical reaction. For example, we have studied the structure, dynamics and reactivity 

of water in presence of a hydrophobic solute, along with molecular interaction and co-

solubilisation of other organic pollutants and ecotoxic effect of the solute in water. We 

have also studied the role of water dynamics in proton transfer process in nanoscopic water 

clusters formed in a hydrophobic/confined environments. Finally, we have studied the 

electron transfer (ET) dynamics of a flavoprotein to its cofactor in crowded environments. 

In another study, we have explored the environmental dynamics at the active site and the 

enzymatic activity of Subtilin Carlsberg (SC) in confined environments. The experimental 

tools used for studying the dynamical processes involve femto- and picosecond-resolved 

solvent relaxation dynamics. The different experimental techniques employed for the 

structural and functional characterization of the biomolecules includes steady-state UV-Vis 

absorption and fluorescence spectroscopy, differential scanning calorimetry (DSC), various 

time-resolved fluorescence spectroscopy, Fourier transform infrared spectroscopy (FTIR), 

Raman scattering, circular dichroism (CD) etc. 
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1.2. Objective: 

The intercellular milieu is rich in diversity of both simple and complex molecules, 

and also quite crowded. This environmental constraint through different types of interfaces 

and crowding have energetic consequences that affect the stability and 

functionality/recognition of a biomolecule by modulating the structure, dynamics and the 

net content of the surrounding water shell. Therefore, understanding of water structure and 

dynamics and the role of water dynamics in biologically important proton transfer process, 

as well as stability and functionality of proteins in crowded/confinement environments is 

the sole objective of this thesis work. Protein folding is an inherently complex process 

involving a multiplicity of forces and interactions and has been a long-standing challenge 

to the scientific community. Dill and others have postulated that hydrophobicity serves as 

one of the most important driving forces for protein assembly [44-46]. However, the 

hydrophobic interaction imposed by a biomolecule on water is quite complex, and so forth 

to the presence of variety of polar and nonpolar side chains [47]. Therefore, to monitor 

hydrophobic interaction, we have designed a prototype reaction between water and an 

organic molecule that contains a hydrophobic backbone along with a hydrophilic group. 

Methyl tert-butyl ether (MTBE) is such an example of hydrophobic solute. The choice of 

MTBE also lies in the fact that, it is one of the most common gasoline oxygenates, has 

become a widespread contaminant in surface water and groundwater [48-54] due to its 

high water solubility (44 gL-1 at 20C). The presence of MTBE in drinking water and 

groundwater resources causes different physical hazards. Moreover, there is also evidence 

that MTBE is a possible human carcinogen [55]. Thus, it is very important to investigate 

the water-MTBE molecular complexes in considerable details. In this regard, we have 

studied the interaction of water molecules with MTBE using various spectroscopic 

techniques. As a continuation of the above work, in another report, we have studied the 

effect of hydrophobic interaction on structure, dynamics and reactivity of water. 

The isolated waters or its small clusters have a great impact on the understanding of 

dynamical behaviour of the water molecules in chemical and biological reactions e.g., 

proton transfer, electron transfer etc. Water dissolved in non-aqueous solvent (like dioxane, 

MTBE) forms very small cluster of 2-10 water molecules, which grows in size as the 
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content of water increases. This provides a rare opportunity for studying translational and 

rotational motions of water molecules without the effect of hydrogen bonding to the 

surrounding water molecules. We have observed a fast solvation dynamics in the very low 

free water concentration systems, which are due to the various modes of rotational 

relaxation of water molecules present in the isolated small water clusters. 

The behavior of water in the cytoplasm is still much debated, especially within ion 

channels and protein cavities where water is found to be confined. In order to explore the 

confined water dynamics systematically, supramolecular assemblies like reverse miceller 

(RM) nanoscopic water droplets are excellent biomimetics. In this context, we have 

studied a detail photophysical characterization of Kynurenine (KN) in a model nonionic 

tetraethylene glycol monododecyl ether (Brij-30) RM. Apart from the environmental 

dynamics of RM using KN as solvation probe, our studies have also attempted to shed 

light on the probable binding position of KN in the micellar environment using Förster 

resonance energy transfer (FRET) technique. 

In recent years significant efforts have been made to explore the effect of 

macromolecular crowding, in particular on proteins in vitro with regard to folding and 

denaturation; however, less is known about the biochemical reactions in crowded 

environments. In one of our work, we have studied electron transfer (ET) dynamics of 

riboflavin (Rf; vitamin B2) in Rf binding protein (RBP), in the presence of crowding 

environment of nanoscopic sodium dodecyl sulfate (SDS) micelles. Another consequences 

of crowding/confinement effect on structure, function and dynamics of protein is also 

evident from our recent study on Subtilisin Carlsberg in sodium bis(2-ethylhexyl) 

sulfosuccinate reverse micelle.  

1.3. Summary of the Work Done: 

1.3.1. Structural and Dynamical Studies on the Solubilisation of 

Hydrophobic Molecules in Bulk Water: 

1.3.1.1. Molecular Interaction, Co-solubilisation of Organic Pollutants and 

Ecotoxicity of a Potential Carcinogenic Fuel Additive MTBE in Water [56]: In this 
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work, we have studied the interaction of water molecules with a hydrophobic solvent, 

methyl tert-butyl ether (MTBE). Our study shows the change of bulk properties like 

densities, viscosities and refractive indices of binary mixtures of water and MTBE at 

temperatures from 10°C to 50°C and over the entire composition range, under atmospheric 

pressure using densimetry, viscometry and refractive index measurements. Dynamic light 

scattering (DLS) studies confirm the formation of micro-droplets (micelle-like) of MTBE 

in water, which is also supported by thermochemical studies of the binary eutectic melt of 

the system using DSC measurement. The negative value of the excess molar volumes and 

positive value of viscosity and refractive index deviations support interactions occurring 

through hydrogen bonding, which is also confirmed from FTIR and Raman spectroscopic 

studies. Co-solubilisation of other potential hazardous organic matters (anthracene, 

naphthalene, benzo[α]pyrene and 4-(dicyanomethylene)-2-methyl-6-(p-dimethylamino-

styryl)-4H-pyran (DCM)) shows the enhanced magnitude of water pollution in presence of 

MTBE. Our studies also show the ecotoxic effect of MTBE in model eukaryotic 

microorganism yeast in aqueous environments. 

1.3.2. Studies on Structure, Dynamics and Energetics of Water in 

Hydrophobic Environments: 

1.3.2.1. Effect of Hydrophobic Interaction on Structure, Dynamics and Reactivity of 

Water [57]: Here, we have studied the effect of hydrophobic interaction on structure, 

dynamics and reactivity of water. To explore the dynamical evolution of water in presence 

of hydrophobic molecule MTBE, femtosecond-resolved solvation dynamics techniques 

have been adopted. We have also used temperature dependent picosecond-resolved 

solvation dynamics in order to explore the magnitude of the intermolecular bonding energy 

in the water clusters, in presence of MTBE. Structural modification of water molecules in 

both water/MTBE and MTBE/water binary systems have been examined using FTIR and 

1H NMR measurements. Using detailed ab initio calculations at the MP2 level, we have 

also attempted to predict the possible structures, energies and thermo-chemical parameters 

of corresponding MTBE-water molecular complexes in more details. The chemical 

reactivity of water further confirms the effect of the hydrophobic interaction on water 

molecules. 
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1.3.3. Studies on the Role of Dynamics of Isolated Water Molecules in 

Proton Transfer Reaction in Biologically Important Hydrophobic/ 

Confined Environments: 

1.3.3.1. Role of Solvation Dynamics in Excited State Proton Transfer of 1-Naphthol in 

Nanoscopic Water Clusters Formed in a Hydrophobic Solvent [58]: In this work, we 

have studied the role of solvation dynamics on the excited state proton transfer process of 

1-naphthol (NpOH) in water-dioxane (DX) nano-clusters. The dynamics of proton transfer 

and solvent relaxation have been examined through picosecond-resolved fluorescence 

measurements. To ascertain the types of species present in the water-DX mixture, we have 

used picosecond-resolved area normalized emission spectroscopy (TRANES). The time 

resolved fluorescence Stokes shift method has been adopted to study the solvation 

dynamics of water in the nano-clusters. In order to compare the solvent relaxation 

dynamics as revealed by the probe NpOH, we have measured the solvation dynamics of 

water with another well-known solvation probe coumarin 500 (C500). To understand the 

energetics of the hydrogen bonded network in hydrophilic (water)-hydrophobic (DX) 

mixture, we have studied the excited state kinetics of both the probes at different 

temperatures. Similarity in both the results reveal the importance of hydrogen bonding 

interactions in the solvent relaxation process and thereby provides a strengthened 

connection between solvation dynamics and ESPT process. 

1.3.3.2. Slow Solvent Relaxation Dynamics of Nanometer Sized Reverse Micellar 

Systems Through Tryptophan Metabolite, Kynurenine [59]: In this study, we report a 

detail photophysical characterization of KN in Brij-30 RM. We have employed DLS study 

for the structural characterization of the RM. Steady state, picosecond-resolved optical 

spectroscopy including polarization gated fluorescence anisotropy studies reveal the 

dynamics of the probe and solvent relaxation in the nanopool of water in the RM. In order 

to investigate the intermediate photoinduced species of the probe KN we have used 

TRANES. FRET studies of the probe to another surface bound acceptors, crystal violet 

(CV) and C500 confirm interfacial binding of the probe KN in the RM. In order to 

compare the dynamical information of the RM environments as revealed by the probe KN, 
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we have also used another well-known solvation probe Hoechst 33258 (a DNA minor 

groove binder) for the exploration of solvent relaxation in the restricted environments. 

1.3.4. Exploration of Structure and Function of a Protein in 

Macromolecular Crowding: 

1.3.4.1. Ultrafast Electron Transfer in Riboflavin Binding Protein in Macromolecular 

Crowding of Nano-Sized Micelle [60]: In this work, we have studied the dynamics of ET 

of a flavoprotein to the bound cofactor, an important metabolic process, in a model 

molecular/macromolecular crowding environments. Rf and RBP are used as model 

cofactor and flavoprotein respectively. SDS, an anionic surfactant is used as a model 

crowding agent. A systematic study on the ET dynamics in various SDS concentrations, 

ranging from below critical micellar concentration (CMC), where the surfactants remain as 

monomeric form to above CMC, where the surfactants self-assemble to form nanoscopic 

micelle, explored the dynamics of ET in the model molecular and macromolecular 

crowding environments. With energy selective excitation in picosecond-resolved studies, 

we have followed temporal quenching of the tryptophan residue of the protein and Rf in 

the RBP-Rf complex in various degrees of molecular/macromolecular crowding. The 

structural integrity of the protein (secondary and tertiary structures), vitamin binding 

capacity of RBP has been investigated using various techniques including UV-Vis, CD 

spectroscopy and DLS studies in the crowding environments. 

1.3.5. Exploration of Environmental Dynamics and Enzymatic Activity in 

Nanoscopic Confinement: 

1.3.5.1. Modulation of Environmental Dynamics at the Active Site and Activity of an 

Enzyme Under Nanoscopic Confinement: Subtilisin Carlsberg in Anionic AOT 

Reverse Micelle [61]: In this study, we have addressed the environmental dynamics at the 

active site and the enzymatic activity of SC in anionic AOT RM retaining the structural 

integrity of the protein. We have found that, the solvation dynamics at the active site of the 

enzyme becomes faster with increasing w0 (w0 = [water]/[surfactant]) values of the AOT 

RM. However, the enzymatic activity is found to be increased with increasing water 

content in the RM. The genesis of the observation appears to stem from the hydrolysis 
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characteristics of the reaction between CBZ-GGL-pNA and SC, where water acts as 

nucleophile. While, faster hydration dynamics at the active site of the enzyme with 

increasing water content causes an increase in local polarity around the active site due to 

the hydration of polar and charged groups. The increase in polarity increases the active site 

flexibility, which in turn facilitates the hydrolysis reaction. From temperature dependent 

solvation dynamics study, we have also calculated the activation energy that has to be 

overcome for full orientational freedom to the water molecules from bound to free-state. 

1.4. Plan of Thesis: 

The plan of the thesis is as follows: 

Chapter 1: This chapter gives a brief introduction to the scope and motivation behind the 

thesis work. A brief summary of the work done is also included in this chapter. 

Chapter 2: This chapter provides an overview of the dynamical and steady-state tools, the 

structural aspects of biologically important systems (proteins, biomimetic etc) and probes 

used in the research. 

Chapter 3: Details of instrumentation, data analysis and experimental procedures have 

been discussed in this chapter. 

Chapter 4: In this chapter, we have discussed our work on interaction of water molecules 

with a hydrophobic solvent.  

Chapter 5: Structure, dynamics and energetics of water in biologically relevant 

hydrophobic environments have been discussed. 

Chapter 6: We will discuss the role of dynamics of isolated water molecules in proton 

transfer reaction in biologically important hydrophobic/confined environments. 

Chapter 7: We have explored of structure and function of a protein in macromolecular 

crowding environments. 

Chapter 8: Here, we have discussed the environmental dynamics and enzymatic activity 

of a protein in confined environments. 
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Chapter 2 

Experimental Techniques and Systems 

In order to investigate the ultrafast processes involved in the course of study on structure, 

function and dynamics of biomolecules in presence of other biologically relevant 

macromolecules, different steady-state and dynamical tools have been employed. These 

include solvation dynamics, fluorescence anisotropy, solvolysis, Förster resonance energy 

transfer (FRET), densimetric-acoustic measurements, enzyme kinetics and determination 

of activation energy using Arrhenius theory. In this chapter, we have included a brief 

discussion about the above mentioned dynamical tools. Overviews of the various systems 

and the fluorescent probes used in the studies have also been provided. 

2.1. Steady-State and Dynamical Tools: 

2.1.1. Solvation Dynamics: Almost all biological macromolecules, proteins (enzymes) 

and DNAs are inactive in the absence of water. Hydration of a protein/enzyme/DNA is 

particularly important for their structural stability and function, especially their recognition 

by ligand molecules. This role of hydration in enzymatic activity and molecular 

recognition of biomolecules have recently been reviewed in a number of publications [1-

4]. 

2.1.1.1. Theory: Solvation dynamics refer to the process of reorganization of solvent 

dipoles around a dipole created instantaneously or an electron/proton injected suddenly in a 

polar liquid. In order to understand the meaning and scope of solvation dynamics, let us 

first visualize the physical essence of the dynamical process involved for a solute molecule 

in a polar solvent [5-7]. A change in the probe’s dipole is made at the time t = 0, by an 

excitation laser pulse. This dipole gives rise to an instantaneous electric field on the solvent 

molecules. The interaction of permanent dipoles of the solvent with the instantaneously 

created electric field shifts the free energy minimum of the solvent to a non-zero value of 

the polarization. The solvent motion is crucial (Figure 2.1). Since the probe is excited 

instantaneously (a Franck-Condon transition as far as the nuclear degrees of freedom are 

concerned), the solvent molecules at t = 0 find themselves in a relatively high-energy 
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configuration. Subsequently, the solvent molecules begin to move and rearrange 

themselves to reach their new equilibrium positions (Figure 2.2). The nuclear motion 

involved can be broadly classified into rotational and translational motions. 

 

Figure 2.1: Schematic illustration of solvation of an ion (or dipole) by water. The neighboring 

molecules (numbered 1 and 2) can either rotate or translate to attain the minimum energy 

configuration. On the other hand, distant water molecule 3 can only rotate to attain minimum 

energy configuration. The field is shown as E0. The springs connected to the molecules are 

meant to denote hydrogen bonding. 

When the solvent is bulk water, rotational motion would also include hindered 

rotation and libration, while translation would include the intermolecular vibration due to 

the extensive hydrogen bonding. The two specific motions, libration and intermolecular 

vibration, are relatively high in frequency and are expected to play a dominant role in the 

initial part of solvation [8]. The molecular motions involved are shown schematically in 

Figure 2.1 and in Figure 2.3 we show a typical solvation time correlation function. For 

clarity, we approximate the motions responsible for the decay in different regions. 
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Figure 2.2: Schematic representation of the potential energy surfaces involved in solvation 

dynamics showing the water orientational motions along the solvation coordinate together with 

instantaneous polarization P. In the inset we show the change in the potential energy along the 

intramolecular nuclear coordinate. As solvation proceeds the energy of the solute comes down 

giving rise to a red shift in the fluorescence spectrum. Note the instantaneous P, e.g., P(∞), on 

the two connected potentials. 

A simple way to address the dynamics of polar solvation is to start with the 

following expression for the solvation energy, Esolv(t) [9], 

  )t,()(d
2

1
)t(Esolv rPrEr 0   (2-1) 

where E0(r) is the instantaneously created, position-dependent electric field from the ion or 

the dipole of the solute and P(r,t) is the position and time-dependent polarization. The 

latter is defined by the following expression, 

P(r,t) =  d ()  (r,,t)   (2-2) 

where () is the dipole moment vector of a molecule at position r, and  (r,,t) is the 

position, orientation and time-dependent density. Therefore, the time dependence of the 

solvation energy is determined by the time dependence of polarization that is in turn 

determined by the time dependence of the density. If the perturbation due to the probe on 

dynamics of bulk water is negligible, then the time dependence of polarization is dictated 

by the natural dynamics of the liquid. 
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Figure 2.3: (a) A typical solvation time correlation function for water is shown here. The time 

correlation function exhibits three distinct regions: The initial ultrafast decay, an intermediate 

decay of about 200 fs and the last slow decay with time constant of 1 ps. The physical origin of 

each region is indicated on the plot itself; see text. (b) Green’s function G(X,t│X0) for 

population relaxation along the solvation coordinate (X) is plotted against time in femtosecond. 

In G, X0 is the initial position at t = 0. This figure shows the position and time dependence of the 

population fluorescence intensity. At early times (when the population is at X1) there is ultrafast 

rise followed by an ultrafast decay. At intermediate times (when the population is at X2) there is 

a rise followed by a slow decay as shown by the green line. At long times when the population is 

nearly relaxed (position X3, red line) we see only a rise. 

The theoretical analysis of the time-dependent density is usually carried out using a 

molecular hydrodynamic approach that is based on the basic conservation (density, 

momentum and energy) laws and includes the effects of intermolecular (both spatial and 

orientational) correlations. The latter provides the free energy surface on which solvation 

proceeds. The equation of motion of the density involves both orientational and 

translational motions of the solvent molecules. The details of the theoretical development 
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are reported in literature [5]; here we shall present a simple physical picture of the 

observed biphasic solvation dynamics. 

Within linear response theory, the solvation correlation function is directly related 

to the solvation energy as, 

)(E)0(E

)(E)t(E

E

)t(E)0(E
C(t)

2 







   (2-3) 

where E is the fluctuation of solvation energy from the average equilibrium value. Note 

that the equality in equation (2-3) indicates the direct relation for the average of the 

fluctuations over the equilibrium distribution (left) and the non-equilibrium function (right) 

which relates to observables; without  E  the correspondence is clear, and  E  is 

rigorously the result of the equilibrium term in the numerator and for normalization in the 

denominator. 

The ultrafast component in the solvation time correlation function (Figure 2.3(a)), 

originates from the initial relaxation in the steep collective solvation potential. The 

collective potential is steep because it involves the total polarization of the system [5, 6]. 

This initial relaxation couples mainly to the hindered rotation (i.e., libration) and the 

hindered translation (i.e., the intermolecular vibration), which are the available high 

frequency modes of the solvent; neither long amplitude rotation nor molecular translation 

are relevant here. The last part in the decay of the solvation correlation function involves 

larger amplitude rotational and translational motions of the nearest neighbor molecules in 

the first solvation shell. In the intermediate time, one gets contributions from the 

moderately damped rotational motions of water molecules. In a sense, with the above 

description one recovers the famous Onsager’s “inverse snow-ball” picture of solvation 

[10]. The slowest time constant is ~1 ps, which is determined by the individual rotational 

and translational motions of the molecules in the “first solvation shell” nearly close to the 

probe. The femtosecond component is dominated by the high frequency hindered 

rotational and translational (vibration) polarization [8, 11, 12]. 

Figure 2.2 shows a schematic of the solvation potential and the orientational 

motions for the water molecules involved. From the shape of the potential, it can be seen 
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that the transient behavior for the population during solvation should be a decay function 

on the blue edge of the spectrum and a rise function on the red edge. These wavelength-

dependent features can be explained nicely within a generalized model of relaxation in 

which a Gaussian wave packet relaxes on a harmonic surface. The relaxation is non-

exponential and a Green’s function can describe the approach of the wave packet along the 

solvation coordinate, X, to its equilibrium value. For the general non-Markovian case it is 

given by [13], 























(t)]C1[X2

C(t)]X[X
exp 

 (t)]C1[X2

1
)XtG(X,

22

2

0

22
0   (2-4) 

where 2X  is the equilibrium mean square fluctuation of the polarization coordinate in 

the excited state surface, C(t) is the solvation correlation function described in equation (2-

3) and X0 is the initial value of the packet on the solvation coordinate. Equation (2-4) 

describes the motion of the wave packet (polarization density) beginning at t = 0 (X0) as a 

delta function and according to the solvation time correlation function. As t  ∞, C(t)  0 

and we recover the standard Gaussian distribution. Initially, (t → 0), the exponential is 

large, so the decay is ultrafast, but at long times, the relaxation slows down, ultimately to 

appear as a rise. In Figure 2.3(b), we present calculations of G(X,t|X0) at different positions 

along the solvation coordinate giving decays at X1 and X2, but with different time 

constants, and a rise at X3, as demonstrated experimentally. 

2.1.1.2. Experimental Methods: In order to study solvation stabilization of a probe in an 

environment, a number of fluorescence transients are taken at different wavelengths across 

the emission spectrum of the probe. As described earlier, blue and red ends of the emission 

spectrum are expected to show decay and rise, respectively in the transients. The observed 

fluorescence transients are fitted by using a nonlinear least square fitting procedure to a 

function, 














 

t

0

)dt't')R(tE(t'X(t)    (2-5) 

comprising of convolution of the instrument response function (IRF) (E(t)) with a sum of 

exponentials, 
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 
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with pre-exponential factors (Bi), characteristic lifetimes (i) and a background (A). 

Relative concentration in a multi-exponential decay is finally expressed as; 
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     (2-7) 

The relative contribution of a particular decay component (fn) in the total fluorescence is 

defined as, 

100.

τB

Bτ
f

N

1i

ii

nn
n 




   (2-8) 

The quality of the curve fitting is evaluated by reduced chi-square (0.9-1.1) and residual 

data. The purpose of the fitting is to obtain the decays in an analytical form suitable for 

further data analysis. 

To construct time resolved emission spectra (TRES) we follow the technique 

described in references [14, 15]. As described above, the emission intensity decays are 

analyzed in terms of the multi-exponential model, 

       


i

N

1i

i texpt,I   (2-9) 

where i() are the pre-exponential factors, with  
i

i λα = 1.0. In this analysis we 

compute a new set of intensity decays, which are normalized so that the time-integrated 

intensity at each wavelength is equal to the steady-state intensity at that wavelength. 

Considering F() to be the steady-state emission spectrum, we calculate a set of H() 

values using, 

 






0

t)dt,I(

)F(
)H(     (2-10) 

which for multiexponential analysis becomes, 
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 
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Then, the appropriately normalized intensity decay functions are given by, 

  
N

1=i i
λτt/-xpe)λ(α=)t,λ)I(λH(=t),λ(I' '

i
  (2-12) 

where i() = H()i(). The values of I(,t) are used to calculate the intensity at any 

wavelength and time, and thus the TRES. The values of the emission maxima and spectral 

width are determined by nonlinear least-square fitting of the spectral shape of the TRES. 

The spectral shape is assumed to follow a lognormal line shape [14], 
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with 1
Δ

)νν2b(
α max 


  where I0 is amplitude, max is the wavenumber of the emission 

maximum and spectral width is given by, 









b

sinh(b)
. The terms b and Δ are 

asymmetry and width parameters, respectively and equation (2-9) reduces to a Gaussian 

function for b = 0. 

The time-dependent fluorescence Stokes shifts, as estimated from TRES are used to 

construct the normalized spectral shift correlation function or the solvent correlation 

function C(t) and is defined as, 

)(ν(0)ν

)(ν(t)ν
C(t)




     (2-14) 

where, (0)ν , (t)ν  and )(ν  are the emission maxima (in cm-1) of the TRES at time zero, t 

and infinity, respectively. The )(ν   value is considered to be the emission frequency 

beyond which insignificant or no spectral shift is observed. The C(t) function represents 

the temporal response of the solvent relaxation process, as occurs around the probe 

following its photoexcitation and the associated change in the dipole moment. 
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In order to further investigate possible heterogeneity in the positional distribution 

of fluoroprobes at the interfaces of biomimicking self-assemblies we follow time resolved 

area normalized emission spectroscopy (TRANES), which is a well-established technique 

[16, 17] and is a modified version of TRES. TRANES were constructed by normalizing the 

area of each spectrum in TRES such that the area of the spectrum at time t is equal to the 

area of the spectrum at t = 0. A useful feature of this method is the presence of an 

isoemissive point in the spectra involving emission from two species, which are kinetically 

coupled either irreversibly or reversibly or not coupled at all. 

2.1.2. Fluorescence Anisotropy: Anisotropy is defined as the extent of polarization of the 

emission from a fluorophore. Anisotropy measurements are commonly used in 

biochemical applications of fluorescence. It provides information about the size and shape 

of proteins or the rigidity of various molecular environments. Anisotropy measurements 

have also been used to measure protein-protein associations, fluidity of membranes and for 

immunoassays of numerous substances. These measurements are based on the principle of 

photoselective excitation of those fluorophore molecules whose absorption transition 

dipoles are parallel to the electric vector of polarized excitation light. In an isotropic 

solution, fluorophores are oriented randomly. However, upon selective excitation, partially 

oriented population of fluorophores with polarized fluorescence emission results. The 

relative angle between the absorption and emission transition dipole moments determines 

the maximum measured anisotropy (r0). The fluorescence anisotropy (r) and polarization 

(P) are defined by, 

III

III

2II

II
r




      (2-15) 

and  
III

III

II

II
P




      (2-16) 

where, III and II  are the fluorescence intensities of vertically and horizontally polarized 

emission when the fluorophore is excited with vertically polarized light. Polarization and 

anisotropy are interrelated as, 

P3

2P
r


      (2-17) 
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and  
r2

3r
P


      (2-18) 

Although polarization and anisotropy provides the same information, anisotropy is 

preferred since the latter is normalized by total fluorescence intensity ( IIIT 2III  ) and in 

case of multiple emissive species anisotropy is additive while polarization is not. Several 

phenomena, including rotational diffusion and energy transfer, can decrease the measured 

anisotropy to values lower than maximum theoretical values. Following a pulsed excitation 

the fluorescence anisotropy, r(t) of a sphere is given by, 

   rot0 τtexprtr      (2-19) 

where r0 is the anisotropy at time t = 0 and τrot is the rotational correlation time of the 

sphere. 

2.1.2.1. Theory: For a radiating dipole the intensity of light emitted is proportional to the 

square of the projection of the electric field of the radiating dipole onto the transmission 

axis of the polarizer. The intensity of parallel and perpendicular projections are given by, 

   2

II cos,I     (2-20) 

  

22 sinsin,I    (2-21) 

where  and  are the orientational angles of a single fluorophore relative to the z and y-

axis, respectively (Figure 2.4(a)). In solution, fluorophores remain in random distribution 

and the anisotropy is calculated by excitation photoselection. Upon photoexcitation by 

polarized light, the molecules having absorption transition moments aligned parallel to the 

electric vector of the polarized light have the highest probability of absorption. For the 

excitation polarization along z-axis, all molecules having an angle  with respect to the y-

axis will be excited. The population will be symmetrically distributed about the z-axis. For 

experimentally accessible molecules, the value of  will be in the range from 0 to 2 with 

equal probability. Thus, the  dependency can be eliminated. 
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Figure 2.4: (a) Emission intensity of a single fluorophore (blue ellipsoid) in a coordinate system. 

(b) Schematic representation of the measurement of fluorescence anisotropy. 

and         2

II cosI      (2-23) 

  
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1
I     (2-24) 

Consider a collection of molecules oriented relative to the z-axis with probability f(). 

Then, measured fluorescence intensities for this collection after photoexcitation are, 

   


22
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II coskdcosfI    (2-25) 
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where f()d is the probability that a fluorophore is oriented between  and +d and is 

given by, 

   dsincosdf 2     (2-27) 

k is the instrumental constant. Thus, the anisotropy (r) is defined as, 

2

1cos3
r

2 
      (2-28) 

when  = 54.7 i.e. when cos2 = 1/3, the complete loss of anisotropy occurs. Thus, the 

fluorescence taken at  = 54.7 with respect to the excitation polarization is expected to be 
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free from the effect of anisotropy and is known as magic angle emission. For collinear 

absorption and emission dipoles, the value of <cos2> is given by the following equation, 

 

 



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2

2
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dfcos

cos     (2-29) 

Substituting equation (2-27) in equation (2-29) one can get the value of <cos2> = 3/5 and 

anisotropy value to be 0.4 (from equation (2-28)). This is the maximum value of 

anisotropy obtained when the absorption and emission dipoles are collinear and when no 

other depolarization process takes place. However, for most fluorophores, the value of 

anisotropy is less than 0.4 and it is dependent on the excitation wavelength. It is 

demonstrated that as the displacement of the absorption and emission dipole occurs by an 

angle  relative to each other, it causes further loss of anisotropy (reduction by a factor 2/5) 

[15] from the value obtained from equation (2-28). Thus, the value of fundamental 

anisotropy, r0 is given by, 


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
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
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1cos3
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2
r

2

0     (2-30) 

For any fluorophore randomly distributed in solution, with one-photon excitation, the value 

of r0 varies from -0.2 to 0.4 for  values varying from 90° to 0°. 

2.1.2.2. Experimental Methods: For time resolved anisotropy (r(t)) measurements (Figure 

2.4(b)), emission polarization is adjusted to be parallel and perpendicular to that of the 

excitation polarization. Spencer and Weber [18] have derived the relevant equations for the 

time dependence of  tI II  (equation (2-31)) and  tI  (equation (2-32)) for single 

rotational and fluorescence relaxation times, τrot and f, respectively, 

      rot0fII τtexp2r1τtexptI    (2-31) 

      rot0f τtexpr1τtexptI     (2-32) 

The total fluorescence is given by, 

         f0fII texpFtexp3tI2tItF     (2-33) 

The time dependent anisotropy, r(t) is given by, 
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    (2-34) 

F(t) depends upon f and r(t) only upon τrot so that these two lifetimes can be separated. 

This separation is not possible in steady-state measurements. It should be noted that the 

degree of polarization (P) is not independent of f and is therefore not as useful as r. For 

reliable measurement of r(t), three limiting cases can be considered, 

(a) If f < rot the fluorescence decays before the anisotropy decays, and hence only r0 

can be measured. 

(b) If rot < f, in contrast to steady-state measurements, rot can be measured in 

principle. The equations (2-31) and (2-32) show that the decay of the parallel and 

perpendicular components depends only upon rot. The experimental disadvantage 

of this case is that those photons emitted after the lapse of a few times rot can not 

contribute to the determination of rot, but can be avoided with a good signal-to-

noise ratio. 

(c) If rot  f, then it becomes the ideal situation since almost all photons are counted 

within the time (equal to several rotational relaxation times) in which r(t) shows 

measurable changes. 

For systems with multiple rotational correlation times, r(t) is given by, 

iτ
t

i

i0 eβrr(t)


     (2-35) 

where 
i

i 1. It should be noted that the instrument monitoring the fluorescence, 

particularly the spectral dispersion element, responds differently to different polarizations 

of light, thus emerging the need for a correction factor. For example, the use of diffraction 

gratings can yield intensities of emission, which depend strongly upon orientation with 

respect to the plane of the grating. It is necessary when using such instruments to correct 

for the anisotropy in response. This instrumental anisotropy is usually termed as G-factor 

(grating factor) and is defined as the ratio of the transmission efficiency for vertically 

polarized light to that for horizontally polarized light (  IIG II ). Hence, values of 

fluorescence anisotropy, r(t) corrected for instrumental response, would be given by [19], 
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The G-factor at a given wavelength can be determined by exciting the sample with 

horizontally polarized excitation beam and collecting the two polarized fluorescence 

decays, one parallel and other perpendicular to the horizontally polarized excitation beam. 

G-factor can also be determined following longtime tail matching technique [19]. If  < f, 

it can be seen that the curves for  tI II  and  tI should become identical. If in any 

experiment they are not, it can usually be assumed that this is due to a non-unitary G-

factor. Hence normalizing the two decay curves on the tail of the decay eliminates the G-

factor in the anisotropy measurement. 

2.1.3. Arrhenius Theory of Activation Energy: The dynamics of solvation at a 

macromolecular interface can be exploited to extract information on the energetics of the 

participating water molecules [9, 20-23]. Water present at the surface of biomolecules or 

biomimicking systems can broadly be distinguished as bound type (water hydrogen bonded 

to the interface) and bulk type water (Figure 2.5). In the water layer around the surface, the  

 

 

Figure 2.5: Schematic representation of different types of water molecules present at various 

bimolecular interfaces and the corresponding activation energy barrier. 
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interaction with water involves hydrogen bonding to the polar and charged groups of the 

surface. When strongly bonded to the biomacromolecules or biomimicking surfaces, the 

water molecules cannot contribute to solvation dynamics because they can neither rotate 

nor translate. However, hydrogen bonding is transient and there exists a dynamic 

equilibrium between the free and the bound water molecules. The potential of interaction 

can be represented by a double-well structure to symbolize the processes of bond breaking 

and bond forming. In general, the bonded water molecules become free by translational 

and rotational motions. The equilibrium between bound and free water can be written as 

[20, 24, 25],  

(Water)free state  (Water)bound state   (2-37) 

and from the activated complex theory one can have, 

   /RTΔGexpT/hkk 0

Bbf      (2-38) 

where, kbf is the rate constant of the bound to free transition. Now, if the transition process 

(2-37) follows a typical Arrhenius type of energy barrier crossing model, one can write, 

 /RTEAexpk
τ

1
actbf

solv

     (2-39) 

where Eact is the activation energy for the transition process and A is the pre-exponential 

factor. A plot of ln(1/τsolv) against 1/T produces a straight line and from the slope of the line 

Eact can be calculated. The temperature dependence of the solvation follows the Arrhenius 

equation and yields the activation energy needed for the conversion of bound and free forms 

[26]. 

2.1.4. Förster Resonance Energy Transfer (FRET): Förster resonance energy transfer 

(FRET) is an electrodynamic phenomenon involving the non-radiative transfer of the excited 

state energy from the donor dipole (D) to an acceptor dipole (A) in the ground state (Figure 

2.6(a)). FRET has got wide applications in all fluorescence applications including medical 

diagnostics, DNA analysis and optical imaging. Since FRET can measure the size of a 

protein molecule or the thickness of a membrane, it is also known as “spectroscopic ruler” 

[27]. FRET is very often used to measure the distance between two sites on a macromolecule 

[28]. Basically, FRET is of two types: (a) Homo-molecular FRET and (b) Hetero-molecular 
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FRET. In the former case the same fluorophore acts both as energy donor and acceptor, 

while in the latter case two different molecules act as donor and acceptor. 

Each donor-acceptor (D-A) pair participating in FRET is characterized by a distance 

known as Förster distance (R0) i.e., the D-A separation at which energy transfer is 50% 

efficient. The R0 value ranges from 20 to 60 Å. The rate of resonance energy transfer (kT) 

from donor to an acceptor is given by [15], 
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k 




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




     (2-40) 

where D is the lifetime of the donor in the absence of acceptor and r is the donor to acceptor 

(D-A) distance. The rate of transfer of donor energy depends upon the extent of overlap of  

 

 

Figure 2.6: (a) Schematic illustration of the Förster resonance energy transfer (FRET) process. 

(b) Dependence of the orientation factor 2 on the directions of the emission and absorption 

dipoles of the donor and acceptor, respectively. 
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the emission spectrum of the donor with the absorption spectrum of the acceptor (J()), the 

quantum yield of the donor (QD), the relative orientation of the donor and acceptor transition 

dipoles (2) and the distance between the donor and acceptor molecules (r) (Figure 2.6(b)). 

In order to estimate FRET efficiency of the donor and hence to determine distances between 

donor-acceptor pairs, the methodology described below is followed [15]. R0 is given by, 

   61

D

42

0 JQn211.0R   (in Å)    (2-41) 

where n is the refractive index of the medium, QD is the quantum yield of the donor and 

J() is the overlap integral. 2 is defined as, 

   2

ADAD

2

ADT

2 cosθ2cosθcosφsinθsinθcoscos3cosκ   (2-42) 

where T is the angle between the emission transition dipole of the donor and the 

absorption transition dipole of the acceptor, D and A are the angles between these dipoles 

and the vector joining the donor and acceptor and  is angle between the planes of the 

donor and acceptor (Figure 2.6(b)).2 value can vary from 0 to 4. For collinear and 

parallel transition dipoles, 2 = 4; for parallel dipoles, 2 = 1; and for perpendicularly 

oriented dipoles, 2 = 0. For donor and acceptors that randomize by rotational diffusion 

prior to energy transfer, the magnitude of 2 is assumed to be 2/3. However, in systems 

where there is a definite site of attachment of the donor and acceptor molecules, to get 

physically relevant results, the value of 2 has to be estimated from the angle between the 

donor emission and acceptor absorption dipoles. J(), the overlap integral, which expresses 

the degree of spectral overlap between the donor emission and the acceptor absorption, is 

given by, 
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where FD() is the fluorescence intensity of the donor in the wavelength range of  to 

+d and is dimensionless. A() is the extinction coefficient (in M-1cm-1) of the acceptor 

at . If  is in nm, then J() is in units of M-1cm-1nm4. 



33 

 

Once the value of R0 is known, the efficiency of energy transfer can be calculated. 

The efficiency of energy transfer (E) is the fraction of photons absorbed by the donor 

which are transferred to the acceptor and is defined as, 

(r)kτ
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    (2-44) 
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      (2-45) 

The transfer efficiency is measured using the relative fluorescence intensity of the donor, 

in absence (FD) and presence (FDA) of the acceptor as, 

D

DA

F

F
1E       (2-46a) 

For D-A systems decaying with multiexponential lifetimes, E is calculated from the 

amplitude weighted lifetimes i

i

i   of the donor in absence (D) and presence (DA) 

of the acceptor as, 

D

DA1E



      (2-46b) 

The D-A distances can be measured using equations (2-45), (2-46a) and (2-46b). The 

distances measured using equations (2-46a) and (2-46b) are revealed as RS (steady-state 

measurement) and RTR (time-resolved measurement), respectively. In one of recent studies 

from our group [29], we have shown that the energy transfer efficiency E, calculated from 

steady-state experiment (equation 2-46a) might be due to re-absorption of donor emission, 

but not due to dipole-dipole interaction (FRET). 

2.1.5. Excited State Proton Transfer (ESPT): The transfer of a proton from one atom to 

another in the electronic excited state is commonly known as excited state proton transfer 

(ESPT) reaction and is of fundamentally important process that plays a crucial role in lots 

of reactions, especially chemical and biological processes. Such reactions occur because 

light absorption frequently changes the electron distribution within the flurophore, which 

in turn increases the acidity/basicity in the first excited electronic state. Thus, 

deprotonation occurs more readily in the excited state. The best-known example of ESPT 

are phenols and naphthols. In neutral solution they lose the phenolic or naphtholic proton 
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in the excited state because the electrons on the phenolic/naphtholic hydroxyl groups are 

shifted into the aromatic ring, making the hydroxyl group more acidic. In a typical ESPT 

reaction from a photoacid (ROH) involves three basic steps: initial proton transfer (kPT), 

recombination of the geminate ion pair (krec) and dissociation of the geminate pair into a 

solvent-separated ion pair (kdiss) (Figure 2.7). 

 

Figure 2.7: Schematic representation of the photo-physical processes of an ESPT probe (ROH). 

2.1.6. Photoinduced Electron Transfer (PET): Electron transfer (ET) reactions are of 

fundamental importance to both chemistry and biology and can be interpreted by the 

classical ET theory developed by Marcus. In simple terms, PET can be ascribed as the 

movement of an electron, caused by the absorption of light, from an electron-rich species 

(a donor D) to an electron deficient species (an acceptor A) as shown in equation 2-47, 

  ADAD hν
   (2-47) 

2.1.6.1. Theory: The first law of photochemistry tells us that a photoinduced process must 

be initiated by the absorption of light. In PET, the absorbing species can either be a donor, 

the acceptor, or a ground-state complex between the donor and acceptor, often referred to 

as a charge transfer complex. These possibilities are shown in equations 2-48−2-50. 

  ADADD *hυ
   (2-48) 

  ADDAA *hυ
   (2-49) 

  ADA)(DA)(D *hυ    (2-50) 

2.1.6.2. Experimental Methods: In order to study PET, fluorescence decay transients of 

the donor molecule is taken in presence and absence of the acceptor molecules. The 

observed decay transients were fitted multi-exponentially using the nonlinear least square 
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fitting procedure to determine the ultrafast time scale of the reaction. The apparent rate 

constants, knr, for the non-radiative processes were determined by comparing the lifetimes 

of donor in the absence (0) and in the presence () of an acceptor, using equation 2-51. 

0nr τ1/τ1/k      (2-51) 

2.2. Systems: 

2.2.1. Organized Assemblies (Biomimetics): Amphiphilic molecules, such as surfactants, 

aggregate to form macromolecular assemblies like micelles and reverse micelles. Since 

these assemblies closely resemble certain structural and dynamical properties of 

biomolecules, they are widely used as mimics of the actual biological systems. In the 

following section we will discuss about these systems. 

2.2.1.1. Reverse Micelle: Reverse micelle (RM) or water-in-oil microemulsions (Figure 

2.8) are nanopools of polar solvent protected by a monolayer of surfactant molecules at the 

periphery with polar headgroups pointing inward into the polar solvent and the 

hydrocarbon tails directed toward the nonpolar organic solvents [30, 31]. RMs with water 

nanopools resemble the water pockets found in various bioaggregates such as proteins, 

membranes and mitochondria. Thus, these systems are very often considered as templates 

for the synthesis of nanoparticles and as excellent biomimetic for exploration of biological 

membranes and biologically confined water molecules [32, 33]. Aqueous RMs are 

generally characterized by the degree of hydration (w0), which is the ratio of molar 

concentration of water to that of surfactant, where the radius of the water pool (r in Å) is 

empirically defined as, r = 2 × w0 [34]. Shapes and sizes of the surfactant aggregates 

depend strongly on the type and concentration of the surfactant and on the nature of 

counter ion [35] and external solvent. In principle, reverse micelles can be formed in the 

presence and in the absence of solubilized water. However, it has generally been proposed 

that if the medium is completely water-free, there is not a well-defined CMC (critical 

micelle concentration) and the aggregates formed are very small and polydisperse, 

indicating minimum cooperativity in the surfactant association. This has been particularly 

established for surfactant sodium bis(2-ethylhexyl) sulfosuccinate (AOT) in several 

organic solvents [36]. RMs with w0 values less than 20 are stable and monodisperse over a 
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wide range of temperatures. The AOT-alkane-water system is interesting as the solution is 

homogeneous and optically transparent over a wide range of temperature, pressure and pH. 

The AOT RM can compartmentalize a large amount of water in its central core, and the 

nanoscale aggregation process is fairly well-characterized with respect to size and shape at 

various water contents. The CMC of AOT in hydrocarbon solvent is about 0.1 mM [37]. In 

liquid alkanes, AOT RMs (w0 = 0) are completely associated and each micelle contains 23  

 

 

Figure 2.8: (a) Schematic depiction of a potential structure of a reverse micelle. Water 

molecules reside in the interior, sometimes interacting with headgroups and counterions. 

Surfactant tails reside in contact with the continuous, nonpolar, organic supporting phase. (b) 

Chemical structure of AOT (sodium bis(2-ethylhexyl) sulfosuccinate). (c) Schematic of a large 

reverse micelle showing important features of the structure.  

monomers. The structures of these RMs are slightly asymmetric and are of round 

cylindrical nature. Spherical RMs are generally formed by surfactants with high values of 

the packing parameter, θ > 3. AOT RMs can dissolve large amounts of water, being able to 

reach w0 values as large as 40-60, depending on the surrounding nonpolar organic medium 

and temperature [38]. At low w0 values, the systems are usually referred to as reverse 

micelle, whereas the term water-in-oil microemulsion is frequently used for higher w0 

values. Fluorescence spectroscopy has been extensively used to study the AOT RM 

system. Fluorescent probes have been used to determine the viscosity, binding site, rigidity 
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and proximity within the water pool. These studies have shown that water inside the RM is 

generally of two types: i) interfacial (bound) and ii) core (free) water. One of the studies 

[39] has shown the existence of third type of water (trapped) molecules present between 

the polar headgroups of the individual surfactant molecules. Thus, the interior of RMs is 

extremely heterogeneous. Dielectric relaxation studies [40] indicate the presence of 7 ns 

component for bound water in RM, very similar to those of water molecules in the close 

vicinity of biological macromolecules (biological water). In contrast to AOT which does 

not require any cosurfactant to form reverse micelles, cationic surfactants do not form RMs 

in the absence of cosurfactants [41]. Several nonionic or neutral surfactants (Brij 30) have 

been reported to form RMs in pure and mixed hydrocarbon solvents [42]. Reverse micelles 

also have been extensively employed as media to synthesize different metal and 

semiconductor nanoparticles. 

2.2.1.2. Micelle: Micelle are spherical or nearly spherical aggregates of amphiphilic 

surfactant molecules formed in aqueous solution above a concentration known as critical 

micellar concentration (CMC). Micelles are formed above a critical temperature called 

“Kraft point” which is different for different surfactants. Micellar aggregates have diameter 

varying within 10 nm and the aggregation number, i.e., the number of surfactant molecules 

per micelle, ranges from 20 to 200. Israelachvili et al. [43] have proposed that surfactant 

molecular packing considerations are determinant in the formation of large surfactant 

aggregates. In particular, it is considered that the surfactant packing parameter , defined 

by, = /l, where  is the surfactant molecular volume;  the area per polar head; and l, 

the length of hydrophobic part; gives a good idea of the shape of aggregates which will 

form spontaneously. It is considered that normal or direct rod-like micelles are formed 

when 2 < <3 [44]. Micelles can be neutral (Triton X-100) or ionic (sodium dodecyl 

sulfate, SDS (anionic) and cetyltrimethylammonium bromide, CTAB (cationic)). The 

structure of a typical micelle is schematically shown in Figure 2.9. The core of a micelle is 

essentially “dry” and consists of the hydrocarbon chains with the polar and charged head 

groups projecting toward the bulk water. The Stern layer, surrounding the core, comprises 

of the ionic or polar head groups, bound counter ions and water molecules. Between the  
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Figure 2.9: (a) Schematic representation of the structure of a micelle. 

Stern layer and the bulk water there is a diffused Guoy-Chapman (GC) layer (Figure 2.9), 

which contains the free counter ions and water molecules. In non-ionic polyoxyethylated 

surfactants e.g. Triton X-100 (TX-100), the hydrocarbon core is surrounded by a palisade 

layer, which consists of the polyoxyethylene groups hydrogen-bonded to water molecules. 

Small angle X-ray and neutron scattering have provided detailed information on the 

structure of the CTAB micelles [45]. According to these studies, CMC and aggregation 

number of CTAB micelle are 0.8 and 52 mM, respectively and the thickness of the Stern 

layer is 6-9 Å. The overall radius of CTAB micelle is about 50 Å. For TX-100 micelle, the 

CMC, thickness of the palisade layer and overall radius of the hydrophobic core are 

reported to be 0.1 mM, 51 Å and 25-27 Å, respectively and that of SDS micelles are 8.6 

mM, 33 Å and 5 Å, respectively [46]. 

2.2.2. Proteins: Two types of model proteins; Subtilisin Carlsberg (SC) and Riboflavin 

Binding Protein (RBP) have been used in our studies. 

2.2.2.1. Subtilisin Carlsberg (SC): Subtilisin Carlsberg (SC) [EC: 3.4.21.62] extracted 

from Bacillus licheniformis having molecular weight of 27,600 Da [47] is another member 

of serine protease. It is also known as Subtilisin A, Subtilopeptidase A and Alcalase Novo 

and was discovered by Linderstrom-Lang and Ottensen [48] while they were studying the 

conversion of ovalbumin to plakalbumin. It contains a single polypeptide chain of 274 

amino acid residues with two Ca2+ ion binding sites [49-51]. SC has 34 % -helix content 

[52]. It was observed that 119 water molecules are bound to SC in aqueous solution [53]. 
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The amino acid sequence contains a single tryptophan (Trp113) and thirteen tyrosine (Tyr) 

[47] with no cysteine residues. In this enzyme, Tyr fluorescence overwhelms the 

fluorescence of Trp which is not the case in other proteins due to energy transfer from Tyr 

to Trp residue. The catalytic triad of SC comprises of Asp32, His64 and Ser221 residues 

[54] and it catalyzes the hydrolysis of peptides and esters by the same acyl-enzyme 

mechanism as for chymotrypsin. It is important to note that SC differs from the pancreatic 

enzymes by having a shallow binding groove on the surface, rather than the deep binding 

 

 

Figure 2.10: X-Ray crytallographic structure (PDB code: 1SCD) of Subtilisin Carlsberg 

depicting the catalytic triads. 

pocket of the pancreatic enzymes, to which it is related by convergent evolution [55]. 

Subtilisins are of considerable interest not only scientifically but also industrially, for they 

are used in such diverse applications as meat tenderizers, laundry detergents, and 
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proteolytic medicines [56, 57]. Furthermore, their catalytic efficiency and specificity in 

organic media would enhance practical uses related to synthetic applications [58-61]. 

Subtilisins are covalently inactivated by standard serine protease inhibitors such as PMSF 

and DFP, and also by peptidyl-halomethanes [62, 63] and peptidyl-boronic acids [64]. 

2.2.2.2. Riboflavin Binding Protein (RBP): RBP is a globular monomeric protein 

extracted from chicken egg white having molecular weight of 29,200 Da [65]. The  

 

 

Figure 2.11: X-Ray crytallographic structure of Riboflavin Binding Protein (RBP) depicting the 

riboflavin binding domain. 

molecule is a three-dimensional ellipsoid of dimensions 50 × 40 × 35 Å and comprises a 

single polypeptide chain of 219 amino acids, nine disulfide bridges, six α-helices, and four 

series of discontinuous areas of β structure [66]. The primary function of RBP is to deliver 
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riboflavin (Rf) to the embryo in mammals. The ligand-binding domain of RBP is a 

hydrophobic cleft, 20 Å wide and 15 Å deep. The binding of Rf occurs in the cleft with the 

isoalloxazine ring stacked between the parallel planes of tryptophan 156 (Trp156) and 

tyrosine 75 (Tyr75) (Figure 2.11). The isoalloxazine ring of flavins is amphipathic: the 

xylene portion is hydrophobic, and the pyrimidine moiety is hydrophilic. The X-ray 

structure reveals that the major interactions of the isoalloxazine ring with the protein are 

hydrophobic, and the xylene moiety is buried most deeply in the protein. There are also 

four tryptophan residues (Trp-54, Trp-106, Trp-120, and Trp- 124) in the vicinity of the 

binding site. The complexation of Rf with RBP leads to quenching of both the Rf and Trp 

fluorescence. The quenching of Rf upon binding with RBP is a consequence of ultrafast 

ET to the flavin chromophore (Rf) in the excited electronic state from nearby Trp or Tyr 

residues present in RBP whereas, quenching of Trp emission of RBP in presence of Rf is 

due to the combination of dynamic and static quenching [66-68]. 

2.2.3. Molecular Probes: In this section we will discuss about the different probe 

molecules that have been used in the course of study. 

2.2.3.1. N-CBZ-Gly-Gly-Leu-p-Nitroanilide (CBZ-GGL-pNA): N-CBZ-Gly-Gly-Leu-

p-Nitroanilide (CBZ-GGL-pNA) is an aromatic tripeptide substrate for serine protease 

(Figure 2.12A). Its concentration is determined using ε = 14 mM-1cm-1 at 315 nm. The rate 

of catalytic activity is determined by monitoring absorbance of cleaved product (p-

Nitroanilide) having ε = 8.8 mM-1cm-1 at 410 nm [69]. 

2.2.3.2. Coumarin 500 (C500): The solvation probe C500 (Figure 2.12B) is sparingly 

soluble in water and shows reasonably good solubility in isooctane. In bulk water the 

absorption peak (400 nm) is significantly red shifted compared to that in isooctane (360 

nm). The emission peak of C500 in bulk water (500 nm) also shows a 90 nm red shift 

compared to that in isooctane (excitation at 350 nm). The significantly large 

solvochromic effect in the absorption and emission spectra of C500 makes the dye an 

attractive solvation probe for microenvironments. The photophysics of the probe have 

also been studied in detail [70].  
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Figure 2.12: Molecular Structure of A) CBZ-GGL-pNA; B) Coumarin 500; C) Kynurenine; D) 

Hoechst 33258; E) Tryptophan; F) DCM; G) Crystal Violet; H) Riboflavin; I) DAPI; J) Benzoyl 

Chloride; K) 3-(Dansylamino)phenylboronic acid (DB). 
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2.2.3.3. Kynurenine (KN): It is one of the Trp metabolites (Figure 2.12C) and 

omnipresent in the lens of human eyes in order to protect retina from possible UV (300-

400 nm) radiation damage [71]. KN is a central compound of the Trp metabolism 

pathway since it can change to the neuroprotective agent kynurenic acid or to the 

neurotoxic agent quinolinic acid. It is a weak photosensitizer and redirect the absorbed 

light energy into benign channels. They are characterized by a low fluorescence quantum 

yield and short lifetime values [71]. 

2.2.3.4. 2'-(4-hydroxyphenyl)-5-[5-(4-methylpiperazine-1-yl)-benzimidazo-2-yl-benzi 

-midazole, Hoechst 33258: The commercially available probe H33258 (Figure 2.12D) is 

widely used as fluorescent cytological stain of DNA. Since it has affinity for the double 

stranded DNA, H33258 can affect transcription/translation, and block 

topomerase/helicase activities. The dye is also used as a potential antihelminthic drug. X-

ray crystallographic and NMR studies of the dye bound to a dodecamer DNA shows that 

the dye is bound to A-T rich sequence of the DNA minor groove. The binding constant of 

the dye to double stranded DNA at low [dye]:[DNA] ratio is found to be 5x105 M-1. The 

solvochromic properties of the dye [72] can be used to report the hydration dynamics [73] 

as well as the dynamics of restricted systems [74]. 

2.2.3.5. Tryptophan [(2S)-2-Amino-3-(1H-Indol-3-yl) Propanoic acid] (Trp): Trp 

(Figure 2.12E) is one of the 22 standard amino acids and an essential amino acid in the 

human diet. Only the L-stereoisomer of Trp is found in enzymes and proteins. However, 

the D-stereoisomer is occasionally found in naturally produced peptides. Tryptophan has 

large bulky aromatic side chain and is significantly more polar than other aromatic amino 

acids, because of the nitrogen of the Trp indole ring. Trp absorbs light at 280 nm and the 

molar extinction coefficient value is 5,579 M-1 cm-1 at 278 nm. The fluorescence emission 

peak of Trp dissolved in water is ~350 nm and the quantum yield is 0.14 [75]. 

2.2.3.6. 4-(dicyanomethylene)-2-methyl-6-(p-dimethylaminostyryl)-4H-pyran 

(DCM): The laser dye DCM (Figure 2.12F), is completely insoluble in water, and has 

selective binding affinity to the micellar surface [76]. The dye is completely hydrophobic 

(nonpolar) in the ground state. However, UV excitation increases dipole moment of the 
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probe making it polar and hence increases its hydrophilicity in the excited state. Thus the 

excited DCM diffuses from the micellar surface (relatively nonpolar) towards polar bulk 

water phase revealing a fluorescence emission signature (temporal line width) of the 

excursion through multiple environments in the excited state [77].  

2.2.3.7. Crystal Violet (CV): CV has a positively charged ammonium ion and three 

aromatic rings (Figure 2.12G), used as a staining material. It can bind to the negatively 

charged phosphate backbone of DNA, negatively charged amino acids of proteins. It is 

highly soluble in water and other polar solvents. Its concentration is determined using 

extinction coefficient,  M-1cm-1 at nm [78]. 

2.2.3.8. Riboflavin (Rf): Rf (Figure 2.12H) is well known as vitamin B2. It is the central 

component of the cofactors FAD and FMN, and is therefore required by all Flavo-

proteins. As such, vitamin B2 is required for a wide variety of cellular processes. It plays 

a key role in energy metabolism, and for the metabolism of fats, carbohydrates and 

proteins. Milk, cheese, leafy green vegetables, liver, kidneys, legumes, tomatoes, yeast, 

mushrooms, and almonds are good sources of vitamin B2, but exposure to light destroys 

Rf. Rf is very important for the preservation of food in right light condition [79]. The 

photochemical reactions of Rf are well understood [80-83]. It has already been 

demonestrated that the intramolecular electron transfer process is responsible for the 

photoreduction of the chromophore [84, 85]. It has been proposed that two 

photoproducts, lumichrome and lumiflavin are generated via an intermediate compound 

deuteroflavin during the photodetorioration of the Rf chromophore in presence of oxygen 

[85]. The role of proton transfer from the ribityl chain to the side nitrogen moiety for the 

generation of the photoproduct is also identified. In a recent study, it has been established 

that Rf is a potential photosensetizer and the activated triplet state in the molecule is 

concluded to be responsible for the photosensitization [83, 86]. It is to be noted that the 

photoproducts of Rf are also very hazardous for the biological activity as they degrade 

important amino acids including the Trp and Tyr [87]. 
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2.2.3.9. 4',6-Diamidino-2-phenylindole (DAPI): The dye DAPI (Figure 2.12I) is 

another commercially available fluorescent cytological stain for DNA. Studies on the 

DAPI-DNA complexes show that the probe exhibits a wide variety of interactions of 

different strength and specificity with DNA [88]. The dye exhibits intramolecular proton 

transfer as an important mode of excited state relaxation at physiological pH [89], which 

takes place from the amidino to the indole moiety. Supression of this excited state 

pathway leads to enhancement of fluorescence quantum yield and hence the fluorescence 

intensity in hydrophobic restricted environments. 

2.2.3.10. Benzoyl Chloride (BzCl): BzCl is an organochlorine hydrophobic compound 

(Figure 2.12J). It is a colourless fuming liquid with an irritating odour and has poor 

solubility in water. It shows an absorption maximum around 282 nm in isooctane. In 

microemulsion, it gets compartmentalized into the organic phase and the interphase [61]. 

The solvolysis of benzoyl chlorides is a well-known process in water (rate constant = 1.1 

s-1) and in different solvents [62]; in such a way that acyl group transfer can occur by 

means of three mechanisms: dissociative, associative and concerted displacement. These 

mechanisms are well-defined, with a clear borderline between them. The mechanism of a 

given reaction depends on the nature of the substituent and the solvent in which the 

reaction takes place [90]. 

2.2.3.11. 3-(Dansylamino)phenylboronic acid (DB): DB (Figure 2.12K) is a potent 

competitive inhibitors of serine proteases [91]. It is sparingly soluble in water and other 

polar solvents. In methanol the absorbance and emission maxima is around 337 and 517 

nm. However, when bound to protein the emission maxima shift to 490 nm. Therefore 

can be used to report the hydration dynamics around the protein surface as well as in the 

restricted environments [92]. 
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Chapter 3 

Instrumentation and Sample Preparation 

In this chapter the details of instrumental setup and sample preparation techniques used in 

our studies have been described. 

3.1. Instrumental Setups: 

3.1.1. Steady-State UV-Vis Absorption and Emission Measurement: Steady-state UV-

Vis absorption and emission spectra of the probe molecules were measured with Shimadzu 

UV-2450 spectrophotometer and Jobin Yvon Fluoromax-3 fluorimeter, respectively. 

Schematic ray diagrams of these two instruments are shown in Figures 3.1 and 3.2. 

 

Figure 3.1: Schematic ray diagram of an absorption spectrophotometer. Tungsten halogen (W1) 

and Deuterium lamps (D2) are used as light sources in the visible and UV regions, respectively. 

M, G, L, S, PMT designate mirror, grating, lens, shutter and photomultiplier tube, respectively. 

CPU, A/D converter and HV/Amp indicate central processing unit, analog to digital converter 

and High-voltage/Amplifier circuit, respectively. 
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Figure 3.2: Schematic ray diagram of an emission spectrofluorimeter. M, G, L, S, PMT and PD 

represent mirror, grating, lens, shutter, photomultiplier tube and reference photodiode, 

respectively. 

3.1.2. Circular Dichroism (CD) Measurement: CD is a form of spectroscopy based on 

the differential absorption of left and right-handed circularly polarized light. It can be used 

to determine the structure of macromolecules (including the secondary structure of proteins 

and the handedness of DNA). The CD measurements were done in a JASCO 

spectropolarimeter with a temperature controller attachment (Peltier) (Figure 3.3). The CD 

spectra were acquired using a quartz cell of 1 cm path length. For proteins, the typical 

concentration used for CD measurements were within 10 M. The secondary structural 

data of the CD spectra were analyzed using CDNN and K2D deconvolution program. 
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The working principle of CD measurement is as follows: when a plane polarized 

light passes through an optically active substance, not only do the left (L) and right (R) 

circularly polarized light rays travel at different speeds, cL ≠ cR, but these two rays are 

absorbed to different extents, i.e., AL ≠ AR. The difference in the absorbance of the left and 

right circularly polarized light, i.e., A = AL–AR, is defined as circular dichroism [1]. CD 

spectroscopy follows Beer-Lambert law. If I0 is the intensity of light incident on the cell, 

and I, that of emergent light, then absorbance is given by,  
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where, A is proportional to concentration (c) of optically active substance and optical path 

length (l). If ‘c’ is in molesL-1 and ‘l’ is in cm, then ε is called the molar absorptivity or 

molar extinction coefficient. In an optically active medium, two absorbances, AL and AR 
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or      clΔεΔA      (3-3) 

As seen from equation 3.2, I0 does not appear in this final equation, so there is no need for 

a reference beam. The instruments are, therefore, of single beam type. Most of the CD 

spectropolarimeters, although they measure differential absorption, produce a CD spectrum 

in units of ellipticity () expressed in millidegrees versus , rather than A versus . The 

relation between ellipticity and CD is given by, 

 



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4

AA180303.2 RL  degrees   (3-4) 

To compare the results from different samples, optical activity is computed on a molar or 

residue basis. Molar ellipticity, [] is defined as, 

 
cl

θ
θ      (3-5) 
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where, ‘’ is in degrees, ‘c’ is in molesL-1 and ‘l’ is in cm. The unit of molar ellipticity is 

deg M−1 cm−1. 

 

Figure 3.3: Schematic ray diagram of a Circular Dichroism (CD) spectropolarimeter. M1, M2, 

P1, S, PMT, CDM, O-ray and E-ray represent concave mirror, plain mirror, reflecting prism, 

shutter, photomultiplier tube, CD-modulator, ordinary ray and extraordinary ray, respectively. 

3.1.3. Time-Correlated Single Photon Counting (TCSPC) Technique: All the 

picosecond-resolved fluorescence transients were recorded using TCSPC technique. The 

schematic block diagram of a TCSPC system is shown in Figure 3.4. TCSPC setup from 

Edinburgh instruments, U.K., was used during fluorescence decay acquisitions. The 

instrument response functions (IRFs) of the laser sources at different excitation 

wavelengths varied between 60 ps to 80 ps. The fluorescence from the sample was 

detected by a photomultiplier after dispersion through a grating monochromator [3]. For all 

transients, the polarizer in the emission side was adjusted to be at 54.7° (magic angle) with 

respect to the polarization axis of excitation beam. For 290-300 nm laser excitation, we 

have used a femtosecond-coupled TCSPC setup in which the sample was excited by the  
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Figure 3.4: Schematic ray diagram of a time correlated single photon counting (TCSPC) 

spectrophotometer. A signal from microchannel plate photomultiplier tube (MCP-PMT) is 

amplified (Amp) and connected to start channel of time to amplitude converter (TAC) via 

constant fraction discriminator (CFD) and delay. The stop channel of the TAC is connected to 

the laser driver via a delay line. L, M, G and HV represent lens, mirror, grating and high voltage 

source, respectively. 

third harmonic laser beam (290-300 nm) of the 870-900 nm (0.5 nJ per pulse) using a modelocked  

Ti-sapphire laser with an 80 MHz repetition rate (Tsunami, Spectra-Physics), pumped by a 10 W 

Millennia (Spectra-Physics) followed by a pulse-peaker (rate 8 MHz) and a third harmonic 

generator (model 3980, Spectra-Physics). The third harmonic beam was used for excitation of the 

sample inside the TCSPC instrument (IRF = 70 ps) and the second harmonic beam was collected 

for the start pulse. 

3.1.4. Femtosecond-Resolved Fluorescence Upconversion Technique: The 

femtosecond-resolved fluorescence spectroscopy was carried out using a femtosecond 

upconversion setup (FOG 100, CDP, Figure 3.5) in which the sample was excited at 385 

nm, using the second harmonic of a mode-locked Ti-sapphire laser with 80 MHz repetition 

rate (Tsunami, Spectra Physics), pumped by 10 W Millennia (Spectra Physics). The 
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fundamental beam was passed through a periscopic arrangement (P) (Figure 3.5) before 

getting frequency doubled in a nonlinear crystal, NC1 (1 mm BBO,  = 25°,  = 90°). This 

beam was then sent into a rotating circular cell of 1 mm thickness containing the sample 

via a dichroic mirror (DM), a polarizer and a mirror (M6). The resulting fluorescence 

emission was collected, refocused with a pair of lenses (L4 and L5) and mixed with the 

fundamental beam (770 nm) coming through a delay line to yield an upconverted photon 

signal in a nonlinear crystal, NC2 (0.5 mm BBO (-barium borate),  = 10°,  = 90°). The 

upconverted light was dispersed in a double monochromator and detected using photon 

counting electronics. A cross-correlation function obtained using the Raman scattering 

from water displayed a full width at half maximum (FWHM) of 165 fs. The femtosecond 

fluorescence decays were fitted using a Gaussian shape for the exciting pulse. 

 

Figure 3.5: Schematic diagram of a femtosecond fluorescence upconversion experimental setup. 

A BBO crystal (NC1) is used for second harmonic generation, which provides a pump beam in 

the UV region. Another BBO crystal (NC2) generates the upconversion signal of pump and 

probe beams. L and M indicate lenses and mirrors, respectively. M1, M2, M3, M4, M5, and M7 

are IR mirrors whereas M6 is a UV mirror. DM is dichroic mirror, and P is periscope. 

3.1.5. Differential Scanning Calorimetry (DSC): DSC is a thermodynamical technique 

in which the difference in the amount of heat required to increase the temperature of a 

sample and reference is measured as a function of temperature. DSC is commonly used for 
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the study of biochemical reactions, such as, single molecular transition of a molecule from 

one conformation to another [4]. Thermal transition temperatures (T; melting points) of the 

samples are also determined in solution, solid, or mixed phases such as suspensions [5]. In 

a basic DSC experiment, energy is introduced simultaneously into a sample cell (which 

contains a solution with the molecule of interest) and a reference cell (containing only the 

solvent). Temperatures of both cells are raised identically over time. The difference in the 

input energy required to match the temperature of the sample to that of the reference would 

be the amount of excess heat absorbed or released by the molecule in the sample (during an 

endothermic or exothermic process, respectively). The schematic of the DSC setup is shown 

in Figure 3.6. 

 

Figure 3.6: The schematic representation of DSC setup. 

3.1.6. Dynamic Light Scattering (DLS) Measurement: DLS, also known as photon 

correlation spectroscopy (PCS) or quasi-elastic light scattering (QELS) is one of the most 

popular techniques used to determine the hydrodynamic size of the particle. DLS 

measurements were performed on a Nano S Malvern instrument, (U.K.) employing a 4 

mW He-Ne laser (λ = 632.8 nm) and equipped with a thermostatted sample chamber. The 
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instrument allows DLS measurements in which all the scattered photons are collected at 

173o scattering angle (Figure 3.7). The instrument measures the time dependent 

fluctuation in intensity of light scattered from the particles in solution at a fixed scattering 

angle [6]. The ray diagram of the DLS setup is shown in Figure 3.7. 

 

Figure 3.7: Schematic ray diagram of dynamic light scattering (DLS) instrument. The avalanche 

photo diode (APD) is connected to preamplifier/amplifier assembly and finally to correlator. It 

has to be noted that lens and translational assembly, laser power monitor, size attenuator, laser 

are controlled by the computer. 

It has been seen that particles in dispersion are in a constant, random Brownian 

motion and this causes the intensity of scattered light to fluctuate as a function of time. 
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The correlator used in a DLS instrument constructs the intensity autocorrelation function 

G(τ) of the scattered intensity,  

     τtItIτG      (3-6) 

where τ is the time difference (the sample time) of the correlator. For a large number of 

monodisperse particles in Brownian motion, the correlation function (given the symbol 

G) is an exponential decaying function of the correlator time delay τ, 
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where A is the baseline of the correlation function, B is the intercept of the correlation 

function. Γ is the first cumulant and is related to the translational diffusion coefficient as, 

Γ = Dq2, where q is the scattering vector and its magnitude is defined as, 
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where n is the refractive index of dispersant, λ0 is the wavelength of the laser and θ, the 

scattering angle. For polydisperse samples, the equation can be written as, 
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where the correlation function g(1)(τ) is no longer a single-exponential decay and can be 

written as the Laplace transform of a continuous distribution G() of decay times,  

      dΓΓτexpΓGτg
0
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

    (3-10) 

The scattering intensity data in DLS were processed using the instrumental software to 

obtain the hydrodynamic diameter (dH) and the size distribution of the scatterer in each 

sample. In a typical size distribution graph from the DLS measurement, X-axis shows a 

distribution of size classes in nm, while the Y-axis shows the relative intensity of the 

scattered light. The diffusion coefficient (D) can be calculated using dH of the particle by 

using the Stoke-Einstein relation,  

H

B

d3π

Tk
D

η
      (3-11) 

where kB, T, dH, η are Boltzmann constant, temperature in Kelvin, hydrodynamic diameter 

and viscosity, respectively.  
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3.1.7. Fourier Transform Infrared (FTIR) Measurement: FTIR spectroscopy is a 

technique that can provide very useful information about functional groups in a sample. An 

infrared spectrum represents the fingerprint of a sample with absorption peaks which 

correspond to the frequencies of vibrations between the bonds of the atoms making up the 

material. Because each different material is a unique combination of atoms, no two 

compounds produce the exact same infrared spectrum. Therefore, infrared spectroscopy 

can result in a positive identification (qualitative analysis) of all different kinds of material. 

In addition, the size of the peaks in the spectrum is a direct indication of the amount of 

material present. The two-beam Michelson interferometer is the heart of FTIR  

 

 

Figure 3.8: Schematic of Fourier Transform Infrared (FTIR) spectrometer. It is basically a 

Michelson interferometer in which one of the two fully-reflecting mirrors is movable, allowing a 

variable delay (in the travel-time of the light) to be included in one of the beams. M, FM and 

BS1 represent the mirror, focussing mirror and beam splitter, respectively. M5 is a moving 

mirror. 

spectrometer. It consists of a fixed mirror (M4), a moving mirror (M5) and a beam-splitter 

(BS1), as illustrated in Figure 3.8. The beam-splitter is a laminate material that reflects and 

transmits light equally. The collimated IR beam from the source is partially transmitted to 

the moving mirror and partially reflected to the fixed mirror by the beam-splitter. The two 
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IR beams are then reflected back to the beam-splitter by the mirrors. The detector then sees 

the transmitted beam from the fixed mirror and reflected beam from the moving mirror, 

simultaneously. The two combined beams interfere constructively or destructively 

depending on the wavelength of the light (or frequency in wavenumbers) and the optical 

path difference introduced by the moving mirror. The resulting signal is called an 

interferogram which has the unique property that every data point (a function of the 

moving mirror position) which makes up the signal has information about every infrared 

frequency which comes from the source. Because the analyst requires a frequency 

spectrum (a plot of the intensity at each individual frequency) in order to make 

identification, the measured interferogram signal cannot be interpreted directly. A means 

of “decoding” the individual frequencies is required. This can be accomplished via a well-

known mathematical technique called the Fourier transformation. This transformation is 

performed by the computer which then presents the user with the desired spectral 

information for analysis. FTIR measurements were performed on a JASCO FTIR-6300 

spectrometer (transmission mode). Each spectrum consists of 100 scans (1500−4000 cm−1) 

acquired at 0.5 cm−1 resolution. 

3.1.8. Laser Raman Spectroscopy: Raman spectroscopy is a useful technique for the 

identification of a wide range of substances solids, liquids, and gases. It is a 

straightforward, non-destructive technique requiring no sample preparation. Raman 

spectroscopy involves illuminating a sample with monochromatic light and using a 

spectrometer to examine light scattered by the sample.  

At the molecular level photons can interact with matter by absorption or scattering 

processes. Scattering may occur either elastically, or inelastically. The elastic process is 

termed Rayleigh scattering, whilst the inelastic process is termed Raman scattering. The 

electric field component of the scattering photon perturbs the electron cloud of the 

molecule and may be regarded as exciting the system to a ‘virtual’ state. Raman scattering 

occurs when the system exchanges energy with the photon, and the system subsequently 

decays to vibrational energy levels above or below that of the initial state. The frequency 

shift corresponding to the energy difference between the incident and scattered photon is 

termed the Raman shift. Depending on whether the system has lost or gained vibrational 
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energy, the Raman shift occurs either as an up or down-shift of the scattered photon 

frequency relative to that of the incident photon. The down-shifted and up-shifted 

components are called, respectively, the Stokes and anti-Stokes lines. A plot of detected 

number of photons versus Raman shift from the incident laser energy gives a Raman 

spectrum. Different materials have different vibrational modes, and therefore characteristic 

Raman spectra. This makes Raman spectroscopy a useful technique for material 

identification. There is one important distinction to make between the Raman spectra of 

gases and liquids, and those taken from solids− in particular, crystals. For gases and liquids 

it is meaningful to speak of the vibrational energy levels of the individual molecules which 

make up the material. Crystals do not behave as if composed of molecules with specific 

vibrational energy levels, instead the crystal lattice undergoes vibration. These 

macroscopic vibrational modes are called phonons. 

 

Figure 3.9: Schematic diagram of a Raman spectrometer is shown. 

In our Raman spectrometers (LabRAM HR, Jobin Yvon), lasers are used as a 

photon source due to their highly monochromatic nature, and high beam fluxes (Figure 

3.9). This is necessary as the Raman effect is weak, typically the Stokes lines are ~105 

times weaker than the Rayleigh scattered component. In the visible spectral range, Raman 

spectrometers use notch filters to cut out the signal from a very narrow range centred on 

the frequency corresponding to the laser radiation. Most Raman spectrometers for material 



 66 

characterization use a microscope to focus the laser beam to a small spot (<1−100 m 

diameter). Light from the sample passes back through the microscope optics into the 

spectrometer. Raman shifted radiation is detected with a charge-coupled device (CCD) 

detector, and a computer is used for data acquisition and curve fitting. These factors have 

helped Raman spectroscopy to become a very sensitive and accurate technique. In our 

experiments, Raman scattering measurements were performed in a back scattering 

geometry using a micro-Raman setup consisting of a spectrometer (model LabRAM HR, 

JobinYvon) and a Peltier-cooled CCD detector. An air cooled argon ion laser with a 

wavelength of 488 nm was used as the excitation light source. Raman spectra of all 

samples have been recorded at room temperature in the frequency range of 50–4000 cm−1. 

3.1.9. Density and Sound Velocity Measurement: The density and sound velocity 

measurements were done in DSA 5000 from Anton Paar. The instrument measures density 

and sound velocity with accuracies of 10-6 g cm-3 and 10 cm s-1 respectively. The density 

and velocity are measured according to the following measuring principle. A U-shaped 

glass tube of known volume and mass is filled with the liquid sample and excited 

electronically by a Piezo element (Figure 3.10). The U-tube is kept oscillating 

continuously at the characteristic frequency f. Optical pick-ups record the oscillation  

 

 

Figure 3.10: Schematic representation of the density and sound velocity measurement setup. 
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period P as P = 1/f. This frequency is inversely proportional to the density, ρ of the filled-

in sample. The reference oscillator speeds up the measurements when aiming at various 

measuring temperatures. The density is calculated as, 

BPAρ 2      (3-12) 

where A and B are parameters. Once the instrument has been adjusted with air and water, 

the density of the sample can be determined. Hence related parameters can be calculated 

from the density. 

3.1.10. Viscosity Measurement: The viscosity of the mixtures were measured by an 

automated micro viscometer (AVMn) from Anton Paar (Austria). The viscosity of the 

sample are measured by Höppler falling ball principle. The basic concept is to measure the 

elapsed time required for the ball to fall under gravity through a sample-filled tube inclined  

 

 

Figure 3.11: Schematic representation of the automated micro viscometer. 

at an angle. The tube is mounted on a pivot bearing which quickly allows rotation of the 

tube by 180 degrees, thereby allowing a repeat test to run immediately. Several 

measurements are taken and the average time is converted into a final viscosity value in 

centipoise (cP). 

The dynamic viscosity in Höppler falling ball method is calculated by the following 

equation: 
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  FKρρtη 21      (3-13) 

where: η is the dynamic viscosity [mPa.s]; t travelling time of the ball [s]; ρ1 density of the 

ball [g cm-3]; ρ2 density of the sample [g cm-3]; K ball constant [mPa·cm3 g-1]; F working 

angle constant. 

3.1.11. Refractive Indices Measurement: Refractive indices of the solutions were 

measured by using a Rudolph J357 automatic refractometer. The instruments measures the 

refractive indices using sodium D-line of wavelength 589.3 nm with accuracies ±0.00004. 

The measurement of the refractive index of the sample is based on the determination of the 

critical angle of total reflection. A light source, usually a long-life LED, is focused onto a 

prism surface via a lens system. Due to the focusing of light to a spot at the prism surface, 

a wide range of different angles is covered. As the measured sample is in direct contact  

 

 

Figure 3.12: Schematic representation of the refractometer. 

with the measuring prism. Depending on its refractive index, the incoming light below the 

critical angle of total reflection is partly transmitted into the sample, whereas for higher 

angles of incidence the light is totally reflected. This dependence of the reflected light 

intensity from the incident angle is measured with a high-resolution sensor array. From the 

video signal taken with the CCD sensor the refractive index of the sample can be 

calculated. 
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3.2. Sample Preparation: In this section the different sample preparation methods have 

been discussed. 

3.2.1. Chemicals Used: The chemicals, spectroscopic probes, and proteins were procured 

from the following sources. All the aqueous solutions were prepared using double distilled 

water. The chemicals phosphate buffer (disodium hydrogen phosphate, monosodium 

hydrogen phosphate), methyl tert-butyl ether (MTBE), isooctane (i-Oc), 4′,6-diamidino-2-

phenylindole (DAPI), benzo[α]pyrene, kynurenine (KN), hoechst 33258 (H33258), crystal 

violet (CV), 1-naphthol, L-tryptophan (L-Trp), riboflavin (Rf), N-CBZ-Gly-Gly-Leu p-

nitroanilide (CBZ-GGL-pNA) and 3-(dansylamino)phenylboronic acid (DB) were obtained 

from Sigma/Aldrich. Sodium bis(2ethylhexyl) sulfosuccinate (AOT), tetraethylene glycol 

monododecyl ether (Brij-30), and sodium dodecyl sulfate (SDS) were obtained from Fluka. 

The fluorescent probes 4-(dicyanomethylene)-2-methyl-6-(p-dimethylamino-styryl)-4H-

pyran (DCM), coumarin 500 (C500) were purchased from Exciton. Anthracene and 

naphthalene were obtained from Loba Chemie. Benzoyl chloride (BzCl) was purchased 

from Merck. 1, 4-dioxane (DX) was purchased from Spectrachem. The proteins riboflavin 

binding protein (RBP; Apo form) and subtilisin carlsberg (SC) were obtained from Sigma 

Aldrich. All the chemicals and the proteins were of highest purity available and used 

without further purification. 

3.2.2. Preparation of Micellar Solution: The micellar solutions were prepared by 

dissolving surfactant salts in buffer of required pH. Micellar solutions of the probe were 

prepared by adding known concentrated aqueous probe solution to micellar solution of 

desired concentration with simultaneous stirring of the mixture for an hour [7]. 

3.2.3. Preparation of Reverse Micellar Solution: Reverse micellar solutions of specific 

degree of hydration (w0 = [H2O]/[Surfactant]) were prepared by addition of calculated 

volume of aqueous solution of the probe in known volume of 100 mM AOT/200 mM Brij 

30 solution in isooctane [8, 9]. In order to ensure that each reverse micelle contains not 

more than one probe molecule, the overall probe concentration was kept less than that of 

micellar concentration. 
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3.2.4. Preparation of DB-SC Complex: The binding of DB to SC was achieved by adding 

DB to the protein solution with overnight incubation at 4 oC, with constant stirring. The 

enzyme concentration was maintained higher than that of the probe DB in order to avoid free 

DB in solution [8]. 

3.2.5. Measurement of Enzymatic Activity of Subtilisin Carlsberg (SC): For the 

measurement of the enzymatic activity of SC, CBZ-GGL-pNA was used as the substrate. 

For the kinetics experiment, the concentration of SC was maintained at 1 μM, whereas that of 

substrate was maintained at 850 μM [8]. The rate of formation of product was followed by 

measuring the absorbance of product at 410 nm. We have measured the activity in specific 

activity unit, which is defined as the number of enzyme units per ml divided by the 

concentration of protein in mg ml-1. Specific activity values are therefore quoted as 

units/mg and for native SC it is 7-15 units mg-1. 

3.2.6. Cytotoxicity Assay Protocol: The MTBE induced cytotoxicity in yeast cells was 

assessed using the MTT based cell viability assay. Briefly, 5 ml of the cells was transferred 

to six different test tubes at a density of 12.5×106 cells ml−1. The cells were then treated 

with various concentrations of MTBE (0.0, 7.4, 14.8, 29.6, 37.0, 44.4 mg ml-1 of MTBE) 

and incubated at 25 °C for 3 h, with shaking. The 200 μl of each of the cell suspensions 

was mixed with 20 μl of MTT based cell viability assay kit (CCK-8) and incubated at 25 

°C for 3 h, with shaking. The absorbance of the supernatants was measured at 450 nm and 

from the CCK-8 standard curve the number of viable cells per ml at various known 

amounts of MTBE treated cell suspensions were estimated. The impact of MTBE 

cytotoxicity was also assessed by studying the time dependent MTT assay for the cells 

treated with MTBE with respect to a control experiment. Briefly, in 3 ml of the yeast cell 

culture (in mid log phase of growth) MTBE was added at its highest solubility (44.4 mg 

ml-1). The cells were next incubated at 25 °C with shaking in the presence of 300 μl of 

CCK-8. At various time intervals a specific amount of the culture was recovered and the 

absorbance of the supernatants was measured at 450 nm. A similar experiment was also 

performed for the control set [10]. 

3.2.7. Computational Methods for Water-MTBE Interactions: All theoretical 

calculations were carried out using the Gaussian 03 program [11]. The geometries of 
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different MTBE-water complexes were optimized, and the frequency calculations were 

followed by using both DFT level with B3LYP functional and Møller-Plesset correlation 

energy correction truncated at second-order (MP2) in conjunction with 6-31g basis set i.e., 

MP2/6-31g at the ground state. However, the results obtained from MP2/6-31G are more 

consistent with the experimental finding, so the theoretical calculations at the MP2/6-31G 

level are only reported. We represented MTBE in water by the model system, 

MTBE/(water)n (where, n = 1, 2, 3) and water in MTBE system by Water/(MTBE)n 

(where, n = 1, 2, 3). Each of these species is the minimum energy structure as all the 

normal modes of vibrations are positive. Binding energy (ΔE) of MTBE-water complexes 

was determined from calculation at the MP2 level. Calculated energy values included both 

zero point correction (ZPE) and basis set superposition error (BSSE) in the counterpoise 

method, for more accurate results. Energy of the prototype hydrogen bond was also 

calculated from the water dimer at the same level. Thermo-chemical parameters like 

enthalpy of formation (ΔH) and Gibbs free energy change (ΔG) in forming molecular 

clusters from monomers were estimated using the following equations [12], 

)HnH(HHHHΔ OHMTBEO)(H -MTBEReactantProduct 2n2
   (3-14) 

and  )GnG(GGGGΔ OHMTBEO)(H -MTBEReactantProduct 2n2
   (3-15) 

3.2.8. Quantum Yield (QD) Calculation: QD of the dye kynurenine (KN) in reverse 

micelle (RM) was calculated according to the following equation, 
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where Q and QR are the quantum yield of KN in the RM of different w0 values and 

reference (protein bound KN). I and IR are the integrated fluorescence intensities of KN in 

the RM of different w0 values and reference respectively. OD and ODR are the optical 

densities of KN in the RM of different w0 values and reference at the excitation 

wavelength 375 nm, and n and nR are the refractive indices of KN in the RM of different 

w0 values and reference solutions respectively. The absolute quantum yield of protein 

bound KN [13] was taken to be 4.8 × 10-3. Refractive indices of the solutions were 

measured by using Rudolph J357 automatic refractometer. 
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Chapter 4 

Structural and Dynamical Studies on the Solubilisation 

of Hydrophobic molecules in Bulk Water 

4.1. Introduction:  

The specific interaction of water molecules with hydrophobic solvents is very important 

from both basic science and technological application point of view. A detailed scientific 

understanding becomes more crucial when the hydrophobic solvent is a potential threat of 

environment (water in particular) and health. For example, methyl tert-butyl ether (MTBE) 

is a hydrophobic solvent; as a widely used fuel additive it is much more soluble in water 

(4% wt/wt) than most of the other components of gasoline. The potential risk of ground 

water pollution through leakage of underground storage tank of fuel containing MTBE and 

unacceptable health hazards including carcinogenesis led Environmental Protection 

Agency (EPA) to issue an advisory on MTBE in the year 2002. Here we would like to 

highlight that significant solubility of organic MTBE in water is also a potential threat of 

indirect water pollution through the enhanced co-solubilization of other sparingly soluble 

environmental pollutants, which has been relatively less attended in the literature. Earlier 

studies show that [1] the apparent water solubility of some water-insoluble organic solutes 

(e.g., 1,1-bis(p-chlorophenyl)-2,2,2-trichloroethane (DDT), 1,2,3-trichlorobenzene (TCB)) 

can be significantly enhanced by low concentrations of dissolved organic matter (DOM) 

like humic and fulvic acids. Investigation on enhanced contamination of other water 

pollutants in the presence of MTBE in water is one of the motives of the present study. By 

using picosecond-resolved fluorescence spectroscopy, we have also explored the 

localization of one of the organic matters, 4-(dicyanomethylene)-2-methyl-6-(p-

dimethylaminostyryl)-4H-pyran (DCM) and accordingly rationalized the molecular basis 

for the enhanced solubilization. 

Due to the chemical properties like high aqueous solubility [2], low Henry's law 

constant [3, 4], small molecular size and low volatility, MTBE is not readily amenable to 
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treatment by conventional techniques such as air stripping and activated carbon adsorption 

or chemical oxidation. A significant technological advancement for the removal of the 

volatile MTBE from water including photo-catalytic techniques using various 

nanoparticles as catalysts has been reported earlier [5-7]. However, a full-proof technique 

for the complete removal of MTBE from water is most desirable and yet to be developed. 

It has to be noted that a detailed understanding of the bulk physico-chemical properties as 

well as the molecular interaction of the MTBE molecules with water is important for the 

design of efficient removal procedure. In a recent thermodynamic study [8] on the 

interaction of MTBE with water, it was interestingly concluded that solubilization of 

MTBE in the hydrogen bond network of water is exothermic while that of the water 

molecules in the hydrophobic environments is endothermic. Using Fourier transformed 

infrared spectroscopy (FTIR) and ab initio calculation, another study has shown that C-O 

and C-C stretching vibrational frequencies of MTBE are heavily affected on interaction 

with water molecules in the diluted aqueous solution and concluded to be due to hydrogen 

bonding interaction of MTBE with host water molecules [9]. In spite of all those efforts, a 

detailed and systematic study on the water–MTBE mixture starting from bulk physico-

chemical properties to molecular interaction of organic solutes in the mixture is sparse in 

the literature and thus is one of the motives of the present work. An ecological 

consequence of the MTBE contamination on the mortality of model microbial organism 

yeast in the aqueous environments has also been addressed. 

4.2. Results and Discussion: 

4.2.1. Molecular Interaction, Co-solubilisation of Organic Pollutants and Ecotoxicity 

of a Potential Carcinogenic Fuel Additive MTBE in Water [10]: 

The experimental values of the densities (ρ), viscosities (η), refractive indices (nD) 

and sound velocity data at 20 °C for the binary mixtures of water–MTBE at various 

concentrations are listed in Table 4.1 and are shown in Figure 4.1. From the figure, it is 

clear that as the MTBE content increases, the density of binary mixture decreases as the 

density of MTBE is lower than water whereas, refractive indices of the mixture increases 
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as  

 

 

Figure 4.1: Density (square), viscosity (circle) and refractive index (triangle) of pure water and 

water–MTBE mixtures at different concentrations. 

the refractive index of MTBE is higher than water. However, the viscosity of the binary 

mixtures increases with an increase in the concentration of MTBE, although the viscosity 

of MTBE (0.4086 mPa·S) is lower than water (1.0066 mPa·S). The observation can be 

rationalized in terms of the contraction of overall volume of the mixed solvents due to the 

formation of ordered hydrogen bonded structures between MTBE and water molecules. 

The excess molar volume (VE), viscosity deviations (δη), refractive index deviations (δnD), 

adiabatic compressibility (βS) and deviation in adiabatic compressibility (δβS) can be 

calculated from the experimental results according to the following equations [11-13], 

respectively, 
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)nxn(xnδn D22D11DMixD      (4-3) 

2S ρu
1β       (4-4) 

 
2S21S1MixS βxβxβΔβ      (4-5) 

where x1 and x2 are the mole fractions; M1 and M2 are molar masses; ρ1 and ρ2 are the 

densities; η1 and η2 are the viscosities; nD1 and nD2 are the refractive indices of pure water 

and MTBE, and βS1 and βS2 are the adiabatic compressibility, respectively. The subscript 

“Mix” represents properties of the mixture. Table 4.1 shows that VE values are negative  

 

Table 4.1: Densities (ρ), excess molar volumes (VE), viscosities (η), viscosity deviations (δη), 

refractive index deviations (δnD), speed of sound (u), adiabatic compressibility (βS) and deviation 

in adiabatic compressibility (δβS) for the mixture of water–MTBE at 20 °C. 

 

over the entire range of composition indicating a significant volume contraction on mixing 

of MTBE with water. On the other hand the positive values of the viscosity deviations 

suggest that the interaction forces occurring through hydrogen bonding plays an important 

role in this regard [14]. It is also observed from Table 4.1 that the adiabatic compressibility 

(βS) of the solution shifts to a lower value and the negative magnitude of the deviation in 

adiabatic compressibility (δβS) increases with an increase in volume fraction of MTBE 

solute, which suggests that hydrogen bonding interaction is taking place. A similar 

conclusion was also drawn for the aqueous binary mixtures of glycol ethers by Dhondge et 

al. [15]. We have also studied density (ρ), viscosity (η), and refractive index (nD) of water 

saturated with MTBE (44.4 mg ml-1) from 10 °C to 50 °C as shown in Figure 4.2a and 

Table 4.2. From the experimental observation, it is also evident that the effect of 

temperature on viscosity is more pronounced than that on density and refractive index due 

[MTBE] 

(mg/ml) 

ρ 

(g.cm-3) 

VE 

(cm3.mol-1) 

η 

(cP) 

Δη 

(cP) 

nD δnD u 

(m.s-1) 

1011XβS 

(N-1.m2) 

δβS 

(N-1.m2) 

0.0 0.998204 0.000 1.0066 0.000 1.33301 0.0000 1482.50 45.58 0.000 

7.4 0.997289 -0.030 1.0203 0.015 1.33320 7.49e-5 1487.39 45.32 -0.367 

14.8 0.996260 -0.057 1.0313 0.027 1.33328 1.00e-4 1493.00 45.03 -0.770 

22.2 0.995413 -0.088 1.0403 0.036 1.33351 2.75e-4 1497.68 44.79 -1.123 

29.6 0.993632 -0.100 1.0782 0.075 1.33361 3.20e-4 1507.69 44.27 -1.746 

37.0 0.992608 -0.126 1.0991 0.089 1.33372 3.76e-4 1513.71 43.97 -2.160 

44.4 0.991473 -0.150 1.1280 0.127 1.33391 5.12e-4 1519.79 43.67 -2.570 
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to the specific hydrogen bonding interactions of MTBE with water molecules. It should be 

noted that due to a low boiling point of MTBE (55.2 °C) we could not measure the 

refractive index value of pure MTBE above 40 °C. 

 

Figure 4.2: (a) Temperature dependent density and viscosity of pure water (square), MTBE 

(circle) and water at highest concentration of MTBE (44.4 mg ml-1) (triangle). (b) DSC 

thermogram of water (middle panel), MTBE (lower panel) and saturated solution of MTBE in 

water (44.4 mg ml-1) (upper panel) using empty vessel as reference. 

The DSC thermograms obtained for water and water–MTBE mixture (44.4 mg ml-

1) and pure MTBE are shown in Figure 4.2b. Upon heating, pure water shows an 

endotherm at 0 °C which is ascribed to the melting of the ice and is consistent with the  
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Table 4.2: Temperature dependent densities (ρ), viscosities (η), refractive indices (nD) and speed 

of sound (u) for water–MTBE mixture at a concentration of 44.4 mg ml-1. 

reported thermogram in the literature [16]. At MTBE concentration of 44.4 mg ml-1, 

water–MTBE mixture shows a single endotherm at −0.66 °C (Figure 4.2b) indicating the 

formation of extended H-bonding structure among the solvent molecules and the formation 

of eutectic melt in the solution mixture. In order to infer on the possible formation of any 

microstructure in the eutectic melt, a prior knowledge of the heat of fusion (ΔfH) in the 

water–MTBE mixture is very important. The values of enthalpy of fusion determined by 

the DSC and entropy of fusion for the pure components and for the binary system 

calculated by the following relation are reported in Table 4.3. 

T
HΔ

SΔ f
f      (4-6) 

where ΔfH is the heat of fusion and T is the melting temperature of the compound on 

absolute scale. The values of the ΔfS (Table 4.3) are found to be positive suggesting that 

there is an increase in randomness of the system during melting as expected. 

Table 4.3: Heat of fusion (ΔfH) and entropy of fusion data (ΔfS) of pure water, MTBE and 

saturated solution of MTBE in water. 

 

If the binary system is assumed to be a mechanical mixture of two components 

involving no enthalpy of mixing or any type of association in the melt, the heat of fusion 

could be given by the mixture law [18], 

0

2f2

0

1f1calf HΔxHΔxH)(Δ     (4-7) 

Sample Temperature (oC) ρ (g.cm-3) η (cP) nD u (m.s-1) 

 
Water-

MTBE 

10 0.993245 1.4849 1.33436 1492.99 

20 0.991473 1.1280 1.33391 1519.79 

30 0.988426 0.8952 1.33205 1537.44 

40 0.983398 0.7482 1.33102 1545.22 

50 0.978066 0.6991 1.32958 1550.82 

 

Sample 

ΔfH/(kJ mol-1) ΔfS/(J mol-1 K-1) 

This work Literature This work Literature 

Water 6.11 6.01 22.04 22.00 

MTBE 7.57 7.60 [17] 45.32 46.18 [17] 

Water-MTBE 4.76 - 17.48 - 
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where, xi and ΔfHi are the mole fraction and enthalpy of fusion of the components indicated 

by the subscripts, respectively. From the calculated values of enthalpy of fusion (Table 

4.3), it can be inferred that they are not simple mechanical mixture of the components. 

Therefore, the enthalpy of mixing (ΔmixH), which is the difference between the 

experimental, (ΔfH)exp and the calculated values of enthalpy of fusion, (ΔfH)cal is given by 

the equation,  

calfexpfmix H)(ΔH)(ΔHΔ      (4-8) 

The thermo-chemical studies suggest that the structure of the binary eutectic melt 

depends on the sign and magnitude of heat of mixing (ΔmixH) [18]. Accordingly, three 

types of structure are suggested: quasieutectic for which ΔmixH > 0; clustering of molecules 

in which ΔmixH < 0, and molecular solutions, for which ΔmixH = 0. We have found the 

value of enthalpy of mixing (ΔmixH) = −1.2 kJ mol−1 for the water–MTBE system 

suggesting the clustering of molecules in the melt of the binary system. 

The direct experimental evidence of the formation of MTBE cluster in water is also 

revealed in the dynamic light scattering (DLS) experiment as shown in Figure 4.3. Figure 

4.3a depicts the DLS measurement of water–MTBE mixture. The average hydrodynamics 

diameter (dH) of the binary mixture at room temperature is about 700 nm (Figure 4.3a), 

which does not change appreciably (within 5% error range) when the MTBE concentration 

changes in the mixture. Such a high value of dH thus could be argued due to the formation 

of aggregate structures in the system and corroborates well with the negative value of the 

ΔmixH. Similar aggregate structures of water molecules in a hydrophobic solvent (dioxane) 

were reported recently [19, 20]. Figure 4.3b shows the persistence of the droplets up to 70 

°C, which is much higher than the boiling point of pure MTBE (55.2 °C). The reduced 

diameter of the aggregates at higher temperature is very much similar with our previous 

studies on dioxane–water mixture [20, 21] and could be due to the shading of water 

molecules from the hydration layer, as has also been observed for micelles [22], vesicles 

[23] at higher temperature. It is important here to note that the solubility of MTBE 

decreases with an increase in temperature [2]. Therefore there is a possibility to form a 

super saturated solution at higher temperatures, which could be in non-equilibrium turbid  
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Figure 4.3: (a) DLS spectra of water–MTBE mixture at different concentrations of MTBE 

(black line, 7.4 mg ml-1; red line, 14.8 mg ml-1; blue line, 29.6 mg ml-1; magenta line, 44.4 mg ml-

1). (b) Temperature dependent DLS spectra of water–MTBE mixture at highest concentration of 

MTBE (44.4 mg ml-1). Black line, 5 °C; red line, 20 °C and green line, 70 °C. 

states. However we could not find any such kind of non-equilibrium turbid states. This 

may be due to the either phase separation of excess MTBE or due to the vaporization of 

excess MTBE. The single intense peak at 70 °C in our DLS experiment also confirms the 

absence of any such kind of non-equilibrium turbid states. The formation of micelle-like 

aggregate [22] of MTBE in the aqueous solution has never been reported in the literature 

and is a very important consideration for the design of removal strategy of MTBE from the 

drinking water. 
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In order to have a better understanding on the interaction mechanism between water 

and MTBE molecules in the molecular level, we have performed FTIR and Raman 

measurements. Figure 4.4 shows the FTIR absorption spectra of pure MTBE (Figure 4.4b) 

and water saturated with MTBE (Figure 4.4a). For pure MTBE the characteristic bands are 

located at 1021, 1084, 1202, 1232, 1263 and 1365 cm−1. The peaks at 1084 and 1202 cm−1 

are assigned to C-O stretching between the oxygen atom and the carbon atom on the 

methyl group and the tertiary carbon, respectively [9]. The observed vibrational mode at  

 

 

Figure 4.4: FTIR spectra of (a) MTBE in water (concentration of MTBE is 44 mg ml-1) and (b) 

pure MTBE. The contribution of water has been subtracted from the FTIR spectra of the 

solution. 

1232 cm−1 is due to C-C asymmetric stretching between tertiary carbon and methyl 

carbons opposite to the oxygen atom, because they are strongly coupled and essentially 

inseparable in nature whereas the peak at 1263 cm−1 is assigned to the asymmetric 

stretching between tertiary carbon and the remaining methyl carbon. The peak at 1021 
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cm−1 is assigned to the CH3 rocking vibration and 1365 and 1385 cm−1 peaks are due to 

splitting of the symmetric umbrella deformation. When water molecules are added to 

MTBE molecules, the hydrogen atom of the water molecules interacts with the oxygen 

atom of the MTBE molecule through hydrogen bonding. This hydrogen bond tends to 

weaken the C-O bond of the MTBE molecule, causing an increase in the C-O bond length. 

The increase of C-O bond length in turn causes a stronger interaction between C-C atoms 

in -CCH3 group, which leads to the decrease in the C-C bond length compared to that of 

the bare MTBE molecule. Therefore, a shift in the vibrational frequencies of MTBE 

molecules due to the presence of water molecule is expected. Figure 4.4a shows the FTIR 

spectra of MTBE in water. In the presence of water, the peaks of MTBE at 1084 and 1202 

cm−1 are shifted to lower frequency (red shift) by 26 and 4 cm−1 respectively due to the 

weakening of the C-O bond, and the peaks at 1232 and 1263 cm−1 are shifted to a higher 

frequency (blue shift) by 9 and 5 cm−1 due to the strengthening of the C-C bond compared 

to bare MTBE spectrum. The umbrella bending of -CH3 is also blue shifted by 9 cm−1 

whereas the peak due to the rocking vibration of CH3 at 1021 cm−1 is not changed in the 

presence of water, suggesting that hydrogen bond has little effect on the vibrations that are 

not associated with the backbone of MTBE molecule. 

Figure 4.5 shows the Raman spectra of pure MTBE and water–MTBE complex in 

the frequency range of 50–4000 cm−1. In pure MTBE the observed vibrational mode at 725 

cm−1 is due to the C-C symmetric stretching of tertiary carbon in the tert-butyl group [24]. 

The C-C asymmetric stretching modes of same carbon are observed at 1232 and 1262 

cm−1. The peaks at 851 and 1085 cm−1 are due to C-O stretching of tertiary carbon and the 

carbon on methyl group, respectively. The modes that are at 1445 and 1018 cm−1 are due to 

the methyl CH deformation and CH3 rocking vibration, respectively. The symmetric and 

asymmetric C-H stretching modes are observed at 2826, 2915, 2926 and 2975 cm−1. Two 

Raman active overtones of the CH3 “umbrella” deformation splitting are also observed at 

2767 and 2708 cm−1. In water–MTBE mixture, similar to our FTIR result, the Raman 

mode due to C-C asymmetric stretching of tertiary carbon at 1232 and 1262 cm−1 are 

shifted to a higher frequency and modes at 851 and 1085 cm−1, due to C-O asymmetric 

stretching of tertiary carbon and the carbon on methyl group are red shifted to 845 and  
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Figure 4.5: (a) Raman spectra of water (upper panel), MTBE (lower panel) and water–MTBE 

mixture (44.4 mg ml-1) (middle panel). (b) and (c) are similar spectra of (a) at smaller frequency 

scale (cm−1) indicated as 1 and 2 respectively. 

1065 cm−1. Apart from this result, we have found some addition behavior from Raman 

spectrum. The C-C symmetric stretching of tertiary carbon on methyl group at 725 cm−1 is 

red shifted of about 3 cm−1 and the overtones of the CH3 “umbrella” deformation are blue 

shifted of about 18 cm−1 respectively as shown in Figure 4.5b and c. Therefore, the Raman  

 

 

Scheme 4.1: Schematic representation showing IR and Raman active bands in pure MTBE and 

in water–MTBE mixture. 
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measurements provide a fingerprint of hydrogen bond between hydrogen atom of water 

molecule and the oxygen atom of the MTBE molecule. Overall FTIR and Raman 

spectroscopic observations are schematically shown in Scheme 4.1. 

The DLS studies followed by the FTIR and Raman spectroscopic data suggest that 

the micelle-like MTBE micro-droplets in the aqueous solution are in strong interaction 

(through hydrogen bonding) with the water molecules. Micelles are well known to 

solubilize organic matters [25] in the core. Given the fact that MTBE forms a similar 

structure in water–MTBE mixture, one should expect enhanced solubility of other organic 

molecules in the mixture. To check the enhanced water solubility of relatively insoluble 

organic pollutants by dissolved organic matter (DOM), we have investigated the co-

solubilization of some model organic matters (pollutants) like anthracene [26, 27], 

naphthalene [28], benzo[α]pyrene [29], and DCM [30] by absorption spectroscopic  

 

 

Figure 4.6: (a) Relative solubility of model hydrophobic organic pollutant in water (gray box) 

and water–MTBE mixture (44.4 mg ml-1) (black box) with standard error of ~5%. (b) Raman 

spectrumof solid naphthalene. Inset shows the Raman spectra of naphthalene in pure MTBE 

(left) and water MTBE mixture (44.4 mg ml-1) (right). 
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measurements. It has to be noted here that anthracene, naphthalene and benzo[α]pyrene are 

the organic pollutants, which are the product of incomplete combustion of the fuel. Figure 

4.6a (top) shows the relative water solubilities of the pollutant in water and saturated 

solution of MTBE in water (44.4 mg ml-1). A comparison of the results from Figure 4.6a 

indicates that MTBE effectively enhances the water solubility of the organic pollutants in 

the presence of MTBE. The enhancement of solubility of the hydrophobic solute in the 

presence of MTBE is also confirmed by Raman spectroscopy of one of the organic matters 

that is naphthalene in water–MTBE mixture. Figure 4.6b shows the Raman spectrum of 

solid naphthalene. The intense bands observed at 509, 763, 1380, 1575 and 3053 cm−1 are 

attributed to –C-C-C- bending; radial breathing mode; C-C stretching and ring 

deformation; and in phase C=C stretching and out of phase C-H stretching, respectively 

[31]. When naphthalene is dissolved in MTBE, these intense peaks are shifted to of about 

2–4 cm−1 (left inset of Figure 4.6b) showing the interaction of naphthalene with MTBE. 

However, in water–MTBE mixtures the peaks are not shifted which reveal the presence of 

naphthalene in the MTBE core. The study thus explores another fatal consequence of 

MTBE contamination in water, which enhances the solubilization of other hydrophobic 

organic pollutants in water making contaminated water more polluted. 

From the above investigation, it is clear that organic pollutants essentially co-

solubilize in the micelle-like hydrophobic core of the MTBE in the aqueous solution. 

Picosecond-resolved studies on an model organic matter 4-(dicyanomethylene)-2-methyl-

6-(p-dimethylaminostyryl)-4H-pyran (DCM), which is reported to be mutagenic in nature 

[30] and well known water-insoluble spectroscopic probe [32-34] is expected to unravel 

the localization of DCM in the MTBE-water mixture. The emission spectra of DCM in 

pure MTBE, a relatively polar solvent (methanol) and in the binary mixture are shown in 

Figure 4.7a and b respectively. In the cluster of the binary mixture solution (Figure 4.7b), 

there are two possible locations of the probe (DCM), e.g., inner hydrophobic core of 

MTBE cluster or its surface. However, in the hydrophobic core the emission maximum is 

expected to be similar to that of pure MTBE which is not the case here, rather similar to 

that on the micellar surface [35]. Another observation is the vivid lengthening of excited 

state lifetime of DCM in the binary mixture compared to that in pure MTBE. The lifetime  
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Figure 4.7: (a) The steady state emission spectra of DCM in MTBE (black line) and in methanol 

(red line). (b) Emission spectrum of DCM in water–MTBE mixture (44.4 mg ml-1). (c) 

Fluorescence decay transients of DCM in water–MTBE mixture at different emission 

wavelengths. Black line, instrument response function (IRF); red line, 740 nm; green line 650 

nm and blue line, 570 nm. Time gated fluorescence spectra of DCM in water–MTBE mixture at 

different time intervals 0 ns, (d); 3 ns (e) and 8 ns (f) with standard error of ~10%. Blue and red 

lines are the de-convolution spectra showing the presence of DCM in multiple environments. 

of DCM in MTBE is found to be less than 100 ps, which is close to the IRF of our 

instrument and evidently much shorter than that in the binary mixture (Figure 4.7c). The 

three characteristic fluorescence transients detected at different wavelengths of the DCM 

emission spectrum in the mixture are shown in Figure 4.7c. We have measured the 

fluorescence lifetime of DCM in the mixture at different wavelengths across the entire 

emission spectrum and tabulated in Table 4.4. Figure 4.7d–f shows the time-gated 

fluorescence emission spectrum of DCM in binary mixture. At around t = 0 ns, DCM 

shows that emission maximum is around 605 nm and a faster decay profile reveals a 

distribution of the probe molecules in a non-polar environment. As the time goes, the 

excited DCM molecules in the non-polar environment come to ground state with their 

faster lifetime and survive in the relatively polar region (surface of MTBE cluster). In 

particular, the emission spectrum at 3 ns can be de-convoluted into two distinct spectra 

peaking at 605 nm (less-polar) and 655 nm (polar). Eventually, at 8 ns the emission 

spectrum essentially shows one peak at 655 nm (polar). The picosecond studies thus  
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Table 4.4: The fluorescence lifetimes (τi) and the relative weight percentage of the time 

component (ai) of DCM in saturated solution of MTBE in water with a standard error of ~5%. 

 

confirm the localization of the DCM molecules in the heterogeneous environments of 

micelle like MTBE cluster in water. Our observation also reveals that majority of the DCM 

population in the ground state (in the absence of light to the spectrum at t = 0) prefer to 

stay in the non-polar core of the MTBE cluster, which is well described in our recent study 

[36]. 

Finally, we study the eco-toxicity of the MTBE–contaminated water on the 

mortality of a model microorganism (yeast) in light of the mode of action. Microorganisms 

respond to potentially hazardous organics at various biochemical and physiological levels 

and their growth rate is diminished to a degree depending on the concentration of the toxic 

compound(s). However, few studies on MTBE-induced ecotoxicity in vitro can be 

consulted. Previous ecotoxic effects of MTBE in the model organism Pseudomonas putida 

KT2440 showed that MTBE-concentration of 25.8 mg ml-1 (293 mM) is sufficient to kill 

50% of the cells within 10 min [37]. In the present study the result of the cytotoxicity assay  

 

Wavelength (nm) a1 τ1 (ns) a2 τ2 (ns) a3 τ3 (ns) 

560 57 0.159 35 0.447 8 1.193 

570 57 0.154 33 0.383 10 1.135 

580 48 0.135 42 0.307 10 1.109 

590 46 0.124 46 0.288 8 1.174 

600 30 0.08 62 0.242 8 1.162 

610 35 0.0292 59 0.246 6 1.275 

620 36 0.094 59 0.239 5 1.437 

630 32 0.074 63 0.223 5 1.551 

640 31 0.085 64 0.223 5 1.721 

650 28 0.07 66 0.214 6 1.809 

660 29 0.08 65 0.216 6 1.931 

670 30 0.06 63 0.207 7 1.983 

680 29 0.066 63 0.207 8 2.046 

690 30 0.061 61 0.206 9 2.157 

700 25 0.069 66 0.206 9 2.143 

710 36 0.086 52 0.218 12 2.209 

720 39 0.095 46 0.23 15 2.188 

730 67 0.133 18 0.332 15 2.36 

740 73 0.133 12 0.644 15 2.806 
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Figure 4.8: (a) Effect of MTBE on yeast cell viability at different MTBE concentrations. Inset 

shows both bright-field and fluorescence micrographic images of DAPI stained yeast cell 

nucleus upon treatment with MTBE along with the control sets. (b) Time dependent MTT based 

cytotoxicity assay for the yeast cells in absence (gray box) and presence of MTBE (black box). 

The standard error of the experiment is about of 5%. 

is presented in Figure 4.8a. Incubation of yeast cells for 3 h with MTBE at a higher dose 

level (>29.6 mg ml-1) shows a decrease in cell viability compared to control. The results of 

this study clearly indicate that MTBE metabolism has a relationship with the MTBE 

concentration and at higher dose levels (29.6 to 44.4 mg ml-1) MTBE has direct toxic 

effects on yeast cells. The metabolic toxicity of MTBE to yeast cell is also evident in the 

time dependent MTT assay (Figure 4.8b), where the MTBE treated yeast cells show 

reduced production of formazan compared to the control set. In order to find out whether 

MTBE cytotoxicity has any influence on yeast cell nucleus we stain the MTBE (44.4 mg 

ml-1) treated yeast cell nucleus with DAPI. However, no observable damage of the cell 
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nucleus is noticeable compared to the control experiment (Figure 4.8). Although the 

concentrations used for this experiment is much higher than the concentrations measured 

in contaminated sites, our studies clearly reveal that metabolic disturbance of yeast by 

MTBE is a mode of action in the environment. 

4.3. Conclusion:  

In the present study, we have investigated the interactions between methyl tert-

butyl ether (MTBE) and water. The thermodynamic quantity like enthalpy of mixing 

(ΔmixH) indicates the non-ideal mixing of MTBE with water. The negative value of the 

excess molar volumes and positive value of viscosity and refractive index deviations 

support interaction occurring through hydrogen bonding, which is also confirmed from 

FTIR and Raman spectra. The water solubility study of model hydrophobic organic 

pollutants in the presence of MTBE shows the enhanced magnitude of water pollution. 

Finally, the MTBE induced aquatic ecotoxicity shows that metabolic disturbance of yeast 

by MTBE is a mode of action in the environment and not the morphology change. 
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Chapter 5 

Studies on Structure, Dynamics and Energetics of 

Water in Hydrophobic Environments 

5.1. Introduction: 

Segregation of nonpolar molecules from water is commonly known as the hydrophobic 

effect [1] and is the key to many biological processes [2-4], including protein folding, 

formation of various self-assemblies (like lipid bilayers), molecular recognition, etc. 

However, the hydrophobic interaction imposed by a biomolecule on water is quite 

complex, and so forth to the presence of variety of polar and nonpolar side chains [5]. The 

range of possible interactions is too vast even for experimental studies that simple organic 

model systems are usually chosen as an alternative. To this end, great efforts have been 

directed toward understanding the interactions of water with organic molecules. Especially 

the organic molecule that contains a hydrophobic backbone along with the hydrophilic 

group is a good prototype for studying the chemical heterogeneity, without the additional 

effect of topological disorder, typical of protein surfaces. Notably, in all these systems, the 

hydrophobic interaction seems to cause clustering of water molecules [6] or hydrophobic 

unit [7, 8] in respective solvents. Therefore, such systems provide a rare opportunity for 

studying the effect of hydrophobic interaction on water molecules, which also mimics the 

isolated buried water present in biological systems such as the protein interior [9-11]. 

Hence, there are numerous experimental and theoretical studies regarding the 

organic−water molecular complexes. Infrared spectroscopic studies have been conducted 

to elucidate the perturbation of hydrogen bonding network of water molecules in presence 

of nonpolar organic solvents [12-16]. Various studies have been undertaken on the 

dynamics of such isolated water molecules to see how the translational and rotational 

dynamics of water molecules changes, by changing the global structural rearrangement of 

the hydrogen bond network [17-22]. In spite of all these experimental and theoretical 

works, the effect of hydrophobic interaction on water structures is not clear enough as the 
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solvents so far used are less hydrophobic, for example, methanol, acetonitrile, dimethyl 

formamide (DMF), and so forth. 

For better understanding, an organic solvent having hydrophobicity similar to the 

protein interior should be chosen. Methyl tert-butyl ether (MTBE) is an example of such a 

solvent having a bulky hydrophobic tert-butyl group, along with a less polar C−O bond. 

The choice of MTBE also lies in the fact that the molecule is the most common gasoline 

oxygenate and has become a widespread contaminant in surface water and groundwater 

[23-29] due to its high water solubility (44 g L−1 at 20 °C). The presence of MTBE in 

drinking water and groundwater resources causes different physical hazards. Moreover, 

there is also evidence that MTBE is a possible human carcinogen [30]. Thus, it is very 

important to investigate the water−MTBE molecular complexes in considerable detail. 

Recently, Nielsen et al. [31] studied the interactions between water and MTBE from a 

thermodynamic point of view. Li and Singh [32] have investigated the interaction of 

water−MTBE complexes using Fourier transform infrared (FTIR) spectroscopy and ab 

intio calculations. All these studies suggest that complexation of MTBE with water occurs 

through hydrogen bonding, and essentially focus on the effect of hydrogen bonding on the 

MTBE moiety. In spite of all these efforts, our understanding about the changes in the 

hydrogen bonding network of water moieties under the hydrophobic interaction of MTBE 

is still limited and requires more detailed investigations. In the present study, we explore 

the structural and dynamical characterization of water molecules in both water/MTBE and 

MTBE/water binary systems. We have used dynamic light scattering (DLS) techniques to 

determine the size of the clusters being formed in respective solvents. The changes in O−H 

stretching frequency of water, induced by MTBE have been examined using FTIR 

measurements. Femtosecond resolved fluorescence upconversion technique has been 

explored to understand the ultrafast internal motions of water molecules. The diffusive 

translational motion of the water molecules has been revealed using picosecond-resolved 

time correlated single photon counting (TCSPC) method. Temperature dependent solvation 

dynamics of water have been studied to understand the energetics of the hydrogen bond 

network in the clusters. Attempt has also been made to correlate the experimental findings 

with theoretical estimations. Using detailed ab initio calculations at the MP2 level, we 

predict the possible lowest energy structures, and corresponding energies and 



 97 

thermodynamic parameters of different MTBE−water molecular complexes. Finally, to 

correlate the dynamics of water with its reactivity, we have measured solvolysis kinetics of 

benzoyl chloride (BzCl) in a typical water/MTBE system, at various temperature values. 

5.2. Results and Discussion: 

5.2.1. Effect of Hydrophobic Interaction on Structure, Dynamics and Reactivity of 

Water [33]: 

5.2.1.1. MTBE in Water (MTBE/Water): It is known that organic molecules tend to 

form clusters when solubilized in water [34]. To reveal the microscopic behavior of 

MTBE/water binary system, DLS experiments have been carried out. Figure 5.1a shows  

 

 

Figure 5.1: (a) DLS spectrum of MTBE/water mixture at MTBE concentration of 60 μL/mL 

(v/v). (b) Normalized emission spectra (λex = 375 nm) of C500 in MTBE/water system with 

different MTBE concentrations (0, 10, 20, 30, 40, 50, 60 μL/mL). Corresponding normalized 

excitation spectra (λem = 510 nm) is shown in the inset. (Both the excitation and emission spectra 

of C500 in different MTBE concentrations are conveniently normalized to show the insignificant 

change in the respective peak positions.) 
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the DLS signals of the MTBE/water system (60 μL/mL, v/v), at room temperature with the 

cluster size being 800 nm. It can be emphasized here that the distribution profile is 

unimodal in both intensity (∝ d6) distribution as well as in volume (∝ d3) distribution 

profile (d being the diameter of the clusters) with relatively low (∼0.3) polydispersity 

index (PDI), suggesting the existence of aggregates of uniform sizes. The high value of 

hydrodynamic diameter (dH) could be argued due to the formation of micelle-like 

aggregate structures in water [8], and offers a unique opportunity to investigate the effect 

of hydrophobic interactions on the dynamic behavior of water, quite significant with 

respect to the in vivo cellular environment. The formation of the micelle-like clusters of 

MTBE in water is also supported by thermochemical studies of the binary eutectic melt of 

the system using DSC measurement [35]. The negative enthalpy of mixing (ΔmixH = −1.2 

kJ mol−1) for the MTBE/water system suggests the clustering of MTBE molecules in the 

eutectic melt of the binary system [35]. 

To probe the dynamics of the water molecules in the microenvironment of the 

clusters, coumarin 500 (C500) is used as a solvation probe. C500 is sparingly soluble in 

water and shows a large solvatochromic effect (solvation) in polar and nonpolar medium 

[22, 36]. Figure 5.1b depicts the steady-state excitation (inset) and emission spectra of 

C500 in different concentrations of MTBE. It is important to note that, in pure MTBE, the 

emission peak of C500 is at ca. 450 nm (Figure 5.5), and it is red-shifted to 515 nm in bulk 

water. The observed red shift in the peak position of C500 to ca. 508 nm in the 

MTBE/water system compared to that in bulk MTBE suggests that C500 resides at the 

highly restricted polar environment of MTBE−water interface projecting more toward bulk 

water. Consequently, the observed insignificant change in the excitation and emission peak 

positions of C500 (Figure 5.1b) with varying MTBE concentrations suggests the essential 

location of the probe at the water−MTBE interface in all the studied concentrations of 

MTBE. 

The probe C500 has previously been used to report the solvation dynamics of water 

in various restricted environments [7, 22, 36, 37]. In the present study, we investigate the 

dynamics of water molecules in the micelle-like clusters of MTBE/water binary mixture  
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Figure 5.2: (a) Femtosecond-resolved fluorescence transients (λex = 385 nm) of C500 at different 

detection wavelengths in MTBE/water mixture with MTBE concentration 60 μL/mL. (b) 

Solvation correlation function, C(t), of C500 in MTBE/water mixture with MTBE concentration 

of 60 μL/mL. Corresponding TRES in MTBE/ water mixture are shown in the inset. 

using C500 as a solvation probe. Figure 5.2a depicts the femtosecond-resolved 

fluorescence decay transients of C500 in a MTBE/water mixture (60 μL/mL, v/v). At the 

blue end of the spectrum (460 nm), the signal decays with time constants of 410 fs (84%), 

3 ps (9%), and 3700 ps (7%), and at the red end (570 nm) the transient rises in 280 fs 

(49%) with subsequent decay in 3700 ps (51%). The initial femtosecond decay at the blue 
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side and the rise at the red side dominantly result from solvation stabilization processes 

[37-40], which is associated with the spectral shift of 926 cm−1 in the 3.6 ps window 

(Figure 5.2b, inset). Following TRES, we construct the solvent correlation function, C(t), 

to obtain the solvation time, ⟨τs⟩ (=
i

iiτa ), as shown in Figure 5.2b. The temporal decay 

of C(t) (Table 5.1) shows biexponential decay with time constants (τi) of 322 and 920 fs. 

Femtosecond-resolved studies by Maroncelli et al. [41] and Barbara et al. [42] reveal that 

the solvation response of bulk water is bimodal revealing a fast inertial response indicating 

librational motion and a slower diffusional motion. In a recent study from our group, we 

have explored the nature of solvation dynamics of bulk water (C500 as fluorescent probe) 

with time constants 330 and 710 fs [37]. Thus, femtosecond-resolved fluorescence 

upconversion study of C500 in the MTBE/water system suggests the dynamic behavior of 

water to be quite similar to that of the bulk water. 

Table 5.1: Femtosecond-resolved solvent correlation function time scales for C500 in 

MTBE/water ([MTBE] = 60 µl/ml) water/MTBE ([water] = 5 µl/ml) mixtures. 

System a1 τ1 (ps) a2 τ 2  (ps) < τs> (ps) 

MTBE/Water 0.28 0.32 0.72 0.92 0.75 

Water/MTBE 0.74 0.20 0.26 4.03 1.20 

To quantify the energetics associated to the interaction process, we calculate the 

free energy change (ΔG⧧) using the Eyring equation [43], 
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where kB the Boltzmann constant, h Plank’s constant, and k the rate constant at 

temperature T. From our previous results of femtosecond dynamics of bulk water [37], we 

calculate the Gibbs free energy of solvation to be ∼750 cal mol−1. However, inclusion of 

MTBE molecules into water increases the free energy change of the system to ∼900 cal 

mol−1, and is due to the possible perturbation of hydrogen-bonding network of water 

molecules by the MTBE induced interactions. 

To further investigate the genesis of the interaction, ab initio calculations have been 

performed for MTBE-water complexes. We consider simple model systems, where with 

one MTBE molecule, n number of water molecules, can interact such that MTBE + nH2O 
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→ MTBE/(water)n, where n = 1, 2, 3, and so forth. Based on our computation results, it is 

found that addition of third water molecule does not affect the number of hydrogen bonds 

in the MTBE−(H2O)2 complex; that is, a third water molecule does not impose any 

effective contribution to the hydrogen bonding network between MTBE and water. 

Accordingly, we focus on the hydrogen bonding interaction within MTBE/(water)n 

complexes with n = 1, 2. 

Table 5.2: Calculated energy parameters of MTBE-water complexes at MP2/6-31g level. 

Systems Ebsse+zpc( kcal mole-1) G (cal mole-1) H (kcal mole-1) 

MTBE/(Water)1 3.0 439 -8.00 

MTBE/(Water)2 6.5 753 -17.00 

Water/(MTBE)2 5.0 2700 -12.55 

We first choose water dimer, the benchmark system for hydrogen bonding study, 

and calculate the energy parameters associated with hydrogen bonding at the MP2/6-31g 

level. We find the binding energy (ΔE) and enthalpy (ΔH) of dimerization to be ∼4 and 

∼−6 kcal mol−1, respectively, which are similar to the previously estimated experimental/ 

theoretical values [44-46]. The close agreement of the experimental and calculated results 

for the water dimer leads us to estimate the energy parameters for MTBE−water complexes 

at the same level. Distinct energy parameters for different MTBE−water complexes are 

shown in Table 5.2. When one water molecule is added to MTBE, one of the hydrogen 

atoms within the water molecule interacts with oxygen atom of MTBE, by forming a 

hydrogen bond (O2···H20) with a bond length of 1.84 Å (Figure 5.3). Computed ΔE for 

MTBE/(water)1 complex is ∼3 kcal mol−1, which is quite close to hydrogen bond energy of 

water. When two water molecules are added to MTBE molecule, MTBE/(H2O)2 is formed. 

As shown in Figure 5.3, there is a possibility of formation of three hydrogen bonds in this 

complex. Both the water molecules form a hydrogen bond with the oxygen atom of 

MTBE, with bond lengths of (O2···H20) 1.64 Å and (O2···H24) 2.17 Å, respectively, and 

internal hydrogen bond between two water molecules (O19···H23) with bond length of 

1.67 Å. Calculated ΔE is ∼6.5 kcal mol−1. Calculation of thermochemical parameters 

shows that complexation between MTBE−water is an exothermic process with the 

estimated change in enthalpy (ΔH) of −8 kcal mol−1 (for MTBE−(H2O)1, a single H-  
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Figure 5.3: Optimized structures of different MTBE−water complexes at the MP2/6-31g level. 

The red ball indicates the oxygen atom, dark gray ball indicates the carbon atom, and white ball 

indicates the hydrogen atom. Dotted lines indicate hydrogen bonding between two atoms. 

bonded system) and −17 kcal mol−1 (for MTBE−(H2O)2, three H-bonded system). Thus, 

enthalpy analysis essentially predicts the energy release due to formation of 

MTBE−(H2O)1 complex is quite close to the enthalpy of formation for intermolecular 

water−water hydrogen bond in the water dimer. The enthalpy is also found to increase with 

the increase in the number of hydrogen bonds, revealing the complexation process to be 

thermodynamically more favorable. The calculated free energy change (ΔG) associated 

with the complexation process of MTBE/(water)n = 1, 2 is found to be ca. 439 and 753 cal 

mol−1, respectively, which is in the same order of magnitude as our experimental findings 

of the free energy change associated with the solvation process. Accordingly, theoretical 

studies clearly indicate that hydrogen bonding interaction between MTBE and water plays 

the crucial role, and as such the calculated ΔG of complexation is largely contributed by 

the solvation process. 
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5.2.1.2. Water in MTBE (Water/MTBE): Figure 5.4a depicts the DLS spectrum of the 

water/MTBE system (5 μL/mL, v/v), showing the appearance of a DLS of peak at around 7 

nm. The DLS peak is monodispersed and suggests the formation of water clusters in the 

MTBE continuum. It was found that water forms very small clusters of 2−10 water 

molecules in the hydrophobic environment of organic solvents, and the molecular origin of 

this interaction is water−organic hydrogen bonding [6, 8]. To study the water−MTBE 

hydrogen bonding interaction, we perform FTIR measurements of the water clusters, as 

shown in Figure 5.4b. In the frequency region of 3000−4000 cm−1, the spectrum has three  

 

 

Figure 5.4: (a) DLS signals of water/MTBE system ([water] = 5 μL/mL) at 293 K. (b) FTIR 

spectra of pure water, pure MTBE, and water/MTBE mixture with water concentration of 5 

μL/mL. (c) 1H NMR spectra of water, MTBE, and water/MTBE mixture with water 

concentration of 5 μL/mL. Inset shows the zoomed view of the newly generated peak at 2.62 ppm 

due to hydrogen bond formation of water with MTBE. 
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absorption peaks at around 3693, 3573, and 3507 cm−1. The band at 3693 cm−1 is due to 

the O−H stretching mode of isolated water molecules. The intense peaks at 3573 and 3507 

cm−1 are due to the O−H stretching mode of hydrogen bonded water molecules, forming 

“one-bonded” complex of H−O−H::OMe(tBu) (where (tBu)MeO stands for MTBE) and 

“two-bonded” complex of (tBu)MeO::H−O−H::OMe(tBu), respectively. Similar results 

have been found for O−H stretching of water dissolved into the solution of other ethers, 

including di-n-butyl ether (BE) and di-n-octyl ether (OE) [13]. Notably, in the FTIR 

spectrum, the O−H bending of water at 1645 cm−1 is found to be red-shifted by about 12 

cm−1 in MTBE and is possibly due to hydrogen bond formation with MTBE [47]. 

Formation of hydrogen bond with MTBE is also reflected in 1H NMR spectra. The upper 

and middle panels of Figure 5.4c show the proton NMR signal of water and MTBE, 

respectively. The 1H NMR signal for water found is at 4.68 ppm, whereas for MTBE it is 

found at 3.22 (for −OCH3) and 1.18 (for −CCH3) ppm [48], respectively. However, for the 

water/MTBE system, the 1H NMR spectra (lower panel of Figure 5.4c) shows an extra 

peak (instead of 4.68, 3.22, and 1.18 ppm) at around 2.62 ppm because of the increased 

electron density around the water proton as intermolecular hydrogen bond formed with the 

oxygen of MTBE and hence the chemical shift decreases [49].  

The observed changes in the O−H vibration band of water in presence of MTBE 

can also lead to dynamical properties different from the bulk properties as observed 

previously for water in dioxane [21, 22]. We have studied the dynamical properties of 

water clusters using C500 as fluorophore. Figure 5.5a and b shows the absorption and 

emission spectra of C500 in various water/MTBE mixtures, respectively. Both absorption 

and fluorescence bands shift further to the red side with increasing concentration of water. 

It can be argued that with increasing water content the probe experiences more polar 

environment, which produces the observed red shift [36]. The above observation can 

further be validated from the difference of the absorption spectrum of C500 in 

water/MTBE mixture from that in MTBE. The difference absorption spectrum exhibits a 

negative absorption at 365 nm and a distinct positive peak at 410 nm (Figure 5.5b, inset). 

The negative absorption peak clearly indicates that, upon addition of water, the population 

of C500 in the bulk MTBE decreases. On the other hand, the emergence of the positive  
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Figure 5.5: Absorption (a) and emission (b) spectra of C500 (λex = 375 nm) in the water/MTBE 

system with different water concentrations. Difference absorption spectra of C500 in the 

water/MTBE system with respect to C500 in MTBE in different water concentrations are 

presented in the inset of (b). 

absorption peak at 410 nm is due to the C500 molecules migrating to a higher polar region 

of the water−MTBE interface. In order to investigate the dynamics of water molecules, we 

have performed femtosecond-resolved fluorescence spectroscopic technique for the binary 

mixture containing 5 μL/mL of MTBE in water. Figure 5.6a shows the femtosecond decay 

transients of C500 for a series of detected fluorescence wavelengths. It is clear from the 

figure that the fluorescence transients are strongly wavelength dependent showing a faster 

decay in the blue end and eventual rise in the red end of the emission spectrum, which is 

indicative of solvation of the probe in the binary mixture [37-39]. Using the decay 

transients at different wavelengths, we construct the TRES (Figure 5.6b; inset), wherein a 

significant dynamic fluorescence Stokes shift of 700 cm−1 in 15 ps is observed. Figure 5.6b 

depicts the solvent correlation function, C(t), of the system. As shown in the figure, C(t)  
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Figure 5.6: (a) Femtosecond-resolved decay transients (λex = 385 nm) of C500 at different 

wavelengths in water/MTBE system ([water] = 5 μL/mL) at 293 K. (b) Solvent correlation 

function, C(t), of C500 in water/MTBE system ([water] = 5 μL/mL). The corresponding TRES is 

shown in the inset. 

can be fitted biexponentially with time components of 0.20 ps (74%) and 4.03 ps (26%) 

(Table 5.1), which are quite similar to those obtained for a water−dioxane mixture [22]. 

The origin of the observed slower component is due to the cooperative relaxation of the 

hydrogen bond network of water, whereas the faster subpicosecond time scale arises due to 

the relaxation of water molecules that are not part of the tetrahedral hydrogen bond 
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network of the water clusters, that is, the isolated water molecules, or the water molecules 

forming weak hydrogen bonds with the ether oxygen of MTBE, that is, “one-bonded” or 

“two-bonded” complex of water molecules mentioned earlier. Using the Eyring equation, 

we calculate the ΔG⧧ of the system to be 1200 cal mol−1, which is quite consistent with the 

theoretically calculated value as discussed below. 

The thermochemical calculations on the model system H2O/(MTBE)n (where n = 1, 

2, 3) are similarly performed, assuming that, in the water/MTBE system, a water molecule 

is surrounded by n number of MTBE molecules. In our calculation, the n value is limited 

up to 2, because higher n (>2) does not affect the H-bonding network in the H2O/(MTBE)2 

complex. The corresponding energy optimized molecular structure of the H2O/(MTBE)2 

complex can be seen in Figure 5.3, showing two MTBE molecules forming hydrogen 

bonds with one water molecule with bond lengths (O23···H21) 1.88 Å and (O2···H20) 

1.90 Å, respectively. The ΔE for water/(MTBE) system is found to be 3 kcal mol−1, 

whereas for the water/(MTBE)2 system the value is 5 kcal mol−1. The corresponding ΔH 

for complexation in water/(MTBE) and water/(MTBE)2 is found to be exothermic in nature 

with calculated values of ca. −8 and −12.55 kcal mol−1, respectively (Table 5.2). The 

calculated ΔG value for the water/(MTBE)2 system is found to be ca. 2700 cal mol−1, 

which is quite consistent with the experimentally estimated value for ΔG of solvation. 

Water clusters in nonpolar solvent have been reported to exhibit slow solvation 

dynamics at the picosecond time scale [7, 22, 50]. This slow solvation has been concluded 

to be due to the translational diffusion of water in the solvation shell displacing the 

nonpolar solvent molecules in the cluster. To get insight on the slow dynamics of the 

water/MTBE system, we perform picosecond-resolved fluorescence spectroscopy using 

TCSPC setup. Figure 5.7a depicts the fluorescence decay transients of C500 in the 

water/MTBE system (5 μL/mL) at various wavelengths across the emission spectrum. The 

decay transient at 400 nm (blue end) is fitted triexponentially with time constants of 50, 

1120, and 3870 ps. For the extreme red wavelength (550 nm), a distinct rise component of 

510 ps is produced along with the decay components of 4770 ps. The difference in 

transients in the red and blue ends clearly point to the presence of solvation in the system  
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Figure 5.7: (a) Fluorescence decay transients (λex = 375 nm) of C500 in water/MTBE system 

([water] = 5 μL/mL), at 293 K. (b) Solvation correlation function, C(t), of C500 in water/MTBE 

system with different water concentration: 2.5 (blue circle), 5.0 (green square), and 10 μL/mL 

(red triangle) at 293 K. TRES for C500 in water/MTBE system ([water] = 5 μL/mL) at 293 K is 

shown in the inset. 

[7, 22, 38]. The inset of Figure 5.7b depicts the constructed TRES, and the corresponding 

C(t) can be fitted biexponentially with time constants of 0.30 ns (46%) and 1.22 ns (54%) 

(Figure 5.7b and Table 5.3). With an increase in the water concentration, the dynamics 

become faster (Figure 5.7b and Table 5.3). The decrease in ⟨τs⟩ with increasing water 

content is associated with the increase of bulk type of water molecules consistent with 

these in reverse micelles with higher hydration numbers [36, 38, 51]. 
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Table 5.3: Solvent correlation data for C500 in water/MTBE mixture at various water 

concentrations.a 

Water (µl/ml) Fluorescence peak (nm) a1 τ1 (ns) a2 τ2  (ns) < τs> (ns) 

2.5 454 0.62 1.23 0.38 0.22 0.85 

5.0 459 0.54 1.22 0.46 0.30 0.79 

10 463 0.46 1.18 0.54 0.32 0.71 
aτi represents the solvation correlation time constants, ai represents its relative contribution, and ⟨τs⟩ is the average 

solvation time constant. 

To understand the nature of hydrogen bond formation and the possible equilibrium 

between the two types of water present in the cluster, we measure solvation dynamics of 

water, containing 5 μL/mL MTBE, at different temperatures (in the temperature window of 

278−318 K). From the temperature dependent emission peaks of C500 (Table 5.4), it is 

evident that the fluorescence maximum of C500 exhibits a small blue shift (around 3 nm). 

The observed blue shift indicates a less polar environment experienced by the probe at 

elevated temperatures due to the breakdown of hydrogen bond network followed by 

formation of small water clusters, similar to those reported previously [7, 22]. Figure 5.8a, 

b shows the fluorescence decay transients of C500 at 278 and 318 K, respectively. The 

figure depicts considerable difference between the decay patterns at particular 

wavelengths, clearly indicating temperature dependency on solvation behavior. We 

construct the TRES at different temperatures, and the corresponding C(t) values are given 

in Table 5.4. It is observed that solvation dynamics gets faster with increasing temperature 

and probe molecules get solvated with faster moving water molecules at the 

 

Table 5.4: Solvent correlation data for C500 in water/MTBE mixture ([water] = 5 μl/mL) at 

different temperatures and activation energy value.a 

aτi represents the solvation correlation time constants, ai represents its relative contribution, and ⟨τs⟩ is the average 

solvation time constant. 

Temperature 

(K) 

Fluorescence 

peak (nm) 

a1 τ1 (ns) a2 τ2  (ns) <τs> (ns) Eact (kcal 

mol-1) 

278 459 0.28 0.27 0.72 1.28 0.99  

 

 

 

2.2 

283 459 0.33 0.29 0.67 1.26 0.94 

288 459 0.39 0.30 0.61 1.26 0.89 

293 459 0.46 0.30 0.54 1.22 0.79 

298 459 0.57 0.33 0.43 1.48 0.83 

303 458 0.53 0.25 0.47 1.20 0.70 

308 457 0.58 0.26 0.42 1.22 0.66 

313 456 0.60 0.23 0.40 1.28 0.65 

318 456 0.65 0.22 0.35 1.36 0.61 
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Figure 5.8: (a, b) Fluorescence decay transients (λex = 375 nm) of C500 in water/MTBE system 

(5 μL/mL), at 278 and 318 K. (c) Solvation correlation function, C(t), of C500 in water/MTBE 

([water] = 5 μL/mL) system, at different temperatures. (d) Plot of ln(1/τs) against 1/T for 

water/MTBE system ([water] = 5 μL/mL), with linear fit. 

higher temperatures. This observation indicates that at the elevated temperature the 

hydrogen bond network present in the bulk like cluster breaks down and isolated small 

clusters consisting of weakly hydrogen bonded water molecules start growing, producing 

the faster solvation dynamics. The temperature-dependent solvation of water is associated 

with the dynamic exchange between free type (weakly hydrogen-bonded or partially 

bonded to the ether oxygen of MTBE) and bound type (strongly hydrogen bonded) water. 

The energetics of the exchange depends upon the strength and the number of hydrogen 

bonds between the water molecules at the interface and related to solvation time constant 

according to Arrhenius type of activation energy barrier crossing model by the following 

equation [7, 22, 36]: 

     
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where ⟨τs⟩ represents the average solvation time constant (⟨τs⟩ = i

i

iτa ), kbf is the rate 

constant for bound-to-free water conversion, A is the pre-exponential factor, and Eact is the 

corresponding activation energy for the transition process. A plot of ln(1/⟨τs⟩) versus 1/T 

produces a good linear fit (Figure 5.8d), and the corresponding activation energy value is 

2.2 kcal mol−1. The observed Eact value is smaller than the bulk hydrogen bond energy [46, 

52] of 5 kcal mol−1 and, therefore, must be associated with some other bonding pattern. As 

already mentioned, C500 resides mainly at the cluster interface, and hence, the observed 

Eact corresponds to the transition occurring at the interface. Notably, the ether (like 

dioxane)−water hydrogen bond energy is reported to be ca. 2.3 kcal mol−1 [53]. In the 

present study, the estimated hydrogen bond energy of the MTBE−water complex is ∼3.0 

kcal mol−1 for each hydrogen bond. Thus, the observed Eact is essentially the manifestation 

of the MTBE−water hydrogen bond energy. 

From the above discussion, it is evident that temperature can change the water 

dynamics significantly in the MTBE continuum. Therefore, it is important to know 

whether this change in water dynamics can alter the reaction property of the confined water 

molecules. In order to address this issue, we have studied the kinetics of a standard 

solvolysis reaction of benzoyl chloride (BzCl) with varying temperature. The reaction is a 

well-studied one in the restricted medium and is reported to follow simple first order 

kinetics [54-56]. The decay kinetics of BzCl hydrolysis in the mixed system (5 μL/mL) at 

different temperatures is shown in Figure 5.9a. The corresponding observed rate constants 

( obs

kR ) of the reactions are given in Table 5.5. The rate constant is found to be much slower 

than that in pure water (Rk = 1.1 s−1) [57], indicating the reaction occurs at the interface of 

the clusters. It has already been confirmed that free type interfacial water molecules act as 

nucleophile in the solvolysis reaction [51]. The observed acceleration of obs

kR  with 

temperature (Table 5.5) is thus due to the increased fraction of the interfacial free water 

molecules at elevated temperatures (Table 5.4), as has been observed in the present 

solvation dynamics study. In order to determine the dependency of the rate of the reaction 

on temperature, we apply the Arrhenius model and plot ln( obs

kR ) against 1/T (Figure 5.9b). 
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Figure 5.9: (a) Decay kinetics of solvolysis of benzoyl chloride monitored at 288 nm for 

water/MTBE system ([water] = 5 μL/mL) at different temperatures. (b) Arrhenius plot (ln(Rk
obs) 

vs 1/T) for solvolysis of benzoyl chloride. 
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Table 5.5: Rate constants (observed, Rk
obs) for solvolysis of benzoyl chloride in water/MTBE 

mixture ([water] = 5 μl/ mL) at different temperatures and activation energy value. 

Reasonably good linear fit with the Eact
(rcn) value of 5.6 kcal mol−1 is obtained. Note that 

the activation energy values obtained from the kinetic measurements (Eact
(rcn)) are higher 

than those obtained from the solvation measurements (Eact
(solv)). This is because solvolysis 

in confined systems could be assumed to take place through two steps [51]. In the initial 

step, free water molecules are formed at the interface, which corresponds to the 

Eact
(solv)values. In the following step, these free type water molecules act as a nucleophile to 

bring about the solvolysis process. This difference in Eact
(rcn) values confirms our earlier 

observation that at the cluster interface there exists heterogeneous hydrogen bonding 

between the ether oxygen of MTBE and water along with water−water hydrogen bond, and 

breaking−remaking of such bonds contributes to the slow solvation in concentrated 

water−MTBE mixture. 

5.3. Conclusion:  

In summary, the present study investigates the effect of hydrophobic interaction on 

the structure, dynamics, and reactivity of water in the presence of a hydrophobic molecule 

MTBE. DLS measurements confirm the formation of nanometer sized molecular clusters 

in both the MTBE and water continuum. Vibrational shift in FTIR studies confirm the 

MTBE−water complexation to occur through hydrogen bonding. The dynamics of 

solvation of the clusters is successfully probed by the solvatochromic dye C500. Both 

steady-state absorption and emission spectra show the dye to reside in the solvation shell 

of the MTBE−water interface. Femto- and picosecond-resolved fluorescence studies 

successfully probes the modification of water solvation dynamics due to hydrophobic 

interaction, in both the MTBE and water continuum. Theoretical calculations predict the 

possible hydrogen bonding interaction in MTBE−water complexes. Calculated Gibbs free 

energy changes for different complexes are consistent with experimental results. Solvation 

Temperature (K) Rk
obs(s-1) Eact (kcal mol-1) 

293.0 0.007  

 

5.6 
298.0 0.008 

308.0 0.011 

310.5 0.012 

313.0 0.013 

318.0 0.014 
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dynamics becomes faster with increasing temperature due to the breakage of tetrahedral 

hydrogen bond network in the water clusters. The activation energy for the process has 

been calculated to be 2.2 kcal mol−1, which is similar to the hydrogen bond energy of a 

typical ether−water bond. Temperature dependent dynamics of water solvation has been 

well manifested in the altered reaction property of confined water molecules with 

temperature. Solvolysis of BzCl shows increased reaction kinetics with temperature and is 

attributed to the formation and availability of free water molecules at the interface. These 

results might be helpful for the understanding of the hydrophobic interaction imposed by a 

biomolecule on water. The detailed understanding about the physicochemical properties of 

the MTBE−water system would also be useful for the designing of efficient removal 

strategy of MTBE from drinking water. 
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Chapter 6 

Studies on the Role of Dynamics of Isolated 

Water Molecules in Proton Transfer Reaction in 

Biologically Important Hydrophobic/Confined 

Environments 

6.1. Introduction: 

Hydrogen bonding interaction and associated intramolecular processes like proton transfer 

in biomolecules following photoexcitation is of fundamental importance in modern 

chemistry and has received significant attention in recent time [1, 2]. In the past years, the 

hydrogen bonding effects on the structures and dynamics of many important molecular 

systems have been well investigated [3-11]. For example, Zhao and Han have extensively 

studied hydrogen bonding in the ground and excited states of organic and biological 

chromophores as well as its influence to their structures and dynamics in solution by use of 

combined experimental and theoretical methods. They have demonstrated that 

intermolecular hydrogen bonds formed between carbonyl chromophores and polar protic 

solvents can be significantly strengthened in electronically excited states of carbonyl 

chromophores [11], whereas it gets weakened for thiocarbonyl chromophores [4]. 

Furthermore, they have also reported that radiationless deactivation processes, such as 

internal conversion (IC), intersystem crossing (ISC), photoinduced electron transfer (PET), 

excited state intramolecular proton transfer (ESIPT) and excited state double proton 

transfer (ESDPT) etc. are strongly influenced by excited state intermolecular hydrogen 

bonding interactions [5-7]. Their study demonstrates that molecular photochemistry (like 

intramolecular charge transfer [ICT]) in solution can be tuned by hydrogen bonding 

interactions in electronically excited states [7]. Very recently, studies involving site-

specific solvation (SSS) of the photoexcited protochlorophyllide a (Pchlide a) in methanol 

using the time-dependent density functional theory method, have theoretically confirmed 

that intermolecular coordination and hydrogen bonds between Pchlide a and methanol 
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molecules can be strengthened in the electronically excited state of Pchlide a [3]. 

Moreover, the SSS of the photoexcited Pchlide a in methanol can be induced by the 

intermolecular coordination and hydrogen-bond strengthening upon photoexcitation. 

Proton transfer is a fundamentally important process that plays a crucial role in 

many chemical and biological processes. To study the hydrogen bonding interactions and 

their consequences in the proton transfer, various organic photoacids are found to be ideal 

model systems, where a significant reduction of pKa of the organic molecules upon 

photoexcitation allows measurement of proton transfer process conveniently. Although, 

over the past few decades, various photoacids have been extensively studied in different 

solvents as well as in nanoscopic confined environments [12-15]. However, studies 

focusing on the solvent dynamics around photoacids are sparse in the present literature. 

This is due to the presence of two competing relaxation processes (intermolecular proton 

transfer and solvation stabilization) in the excited state, which is quite complicated to 

interpret separately. Also, the dynamics and energetics of water in the immediate vicinity 

of an ion [16] or organized assemblies [17, 18] is very much different from those of pure 

water. Therefore, this chapter summarizes the attempt to explore the influence of water 

dynamics of nanometer sized small water clusters in non-aqueous solvent in proton 

transfer process of 1-napthol (NpOH) and kynurenine (KN). 

6.2. Results and Discussion: 

6.2.1. Role of Solvation Dynamics in Excited State Proton Transfer of 1-Naphthol in 

Nanoscopic Water Clusters Formed in a Hydrophobic Solvent [19]: 

The absorption and emission spectra of NpOH in pure water, dioxane (DX) and water–DX 

mixtures are shown in Figure 6.1. Dynamic light scattering (DLS) studies confirm the 

formation of water nanocluster (1–400 nm) in the water–DX mixtures. The absorption 

spectra are insensitive to the relative concentrations of water and DX solvent mixture. This 

suggests that ground state property of NpOH hardly depends on the polarity of the host 

solvent. However, the emission spectra (Figure 6.1b) show two distinct emission bands 

whose intensities are sensitive to water concentrations. In a pure DX solvent, there is a  
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Figure 6.1: (a) Absorption and (b) emission spectra of 1-naphthol in water–DX mixture with 

different mole fraction (xw) of water. Inset: plot of variation of the normalized-fluorescence 

intensity of the protonated naphthol (NpOH) and deprotonated (NpO-) formed at different mole 

fractions of water in water–DX mixture. 

single emission band centered at 360 nm. On addition of water, the intensity of this band 

decreases, and a new band grows at 460 nm. The short wavelength emission has been 

attributed to protonated NpOH, whereas the long wavelength emission to deprotonated 1-

naphtholate anion (NpO-), characteristic of the excited state proton transfer (ESPT) 

between NpOH and water as solvent [20]. The relative fluorescence intensity of the 

protonated and deprotonated form with increasing mole fractions of water is shown in the 
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inset of Figure 6.1b. As the water content increases, the ESPT process is more and more 

facilitated. This progressive increase in ESPT is related to polarity of the solvent mixture, 

which mainly refers to the hydrogen bonding ability of the solvent. One may note that the 

ESPT process is believed to follow a three-state two-step model [21] as shown in Scheme 

6.1. Optical excitation of NpOH leads to 1Lb state. Depending upon the hydrogen bonding 

ability and dielectric constant, the relatively nonpolar first excited state relaxes to the 

second polar acidic excited state 1La that has the oxygen-to-ring charge transfer character, 

which is required for ESPT. This is followed by removal of the proton in coordination with 

relaxation of the solvent around the new ion pair. Thus, properties of the solvent and 

relaxation dynamics determine whether only the first or both steps take place. 

 

Scheme 6.1: Schematic illustration of the excited state solvation of 1-naphthol in coordination 

with proton transfer process. Optical excitation of NpOH leads to 1Lb state, which attains the 

second polar acidic excited state 1La after solvation and finally removal of the proton to the 

surrounding water molecules. 
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In pure nonpolar DX, the only emitting species is first relatively nonpolar excited 

state and as such there is no ESPT. However, in the case of water–DX mixture, after the 

first step, the lowest excited state interacts with the solvent water molecule, leading to the 

ESPT reaction. It should also be noted that there is no sign of ESPT reaction up to xw = 

0.58 (Figure 6.1b). This might be due to NpOH, that does not get enough water molecules 

in their immediate environment. Previously, it was shown that clusters composed of a 

minimum of approximately 30 or more water molecules are required around the probe 

NpOH so that proton affinity of the cluster is sufficient to promote ESPT [21]. The 

observed decrease in the fluorescence intensity at ca 330 nm (characteristic of neutral 

NpOH) and consecutive growth at ca 450 nm (characteristic of NpO-) are the consequences 

of the progressive increase in water cluster size (Figure 6.1b). It has to be noted that at 0.79 

mole fraction of water (xw), the intensity of the protonated and deprotonated forms are 

comparable (Figure 6.1b). Hence, the time-resolved measurements are carried out at this 

particular concentration (xw = 0.79). The choice of this concentration also lies in the fact 

that at xw = 0.79, the water clusters have different geometry than that in the bulk water due 

to the breakage of the hydrogen bond network. Pure water clusters begin to appear at the 

critical point xw ≥ 0.83 [22]. This is also reflected in the faster relaxation rate with increase 

in the water content in water–DX, which increases the number of hydrogen bonds per 

oxygen atom [23]. Our DLS experiment confirms a cluster size of ~350 nm in the xw of 

0.79. 

We have measured fluorescence decays at a number of wavelengths across the 

emission spectrum of NpOH in water–DX mixture of xw = 0.79 and the fitting parameters 

are tabulated in Table 6.1. Figure 6.2a shows the decay transients at three representative 

wavelengths (330, 440 and 490 nm). It is observed that the fluorescence decays are 

wavelength dependent, and there is evidence of a rise in the intensity as a function of time 

at the longest wavelengths (490 nm). It is known that this type of rise in intensity is 

characteristic of an excited state process in which the emitting species is not directly 

excited but rather forms, from a previously excited state [24]. We have used the 

fluorescence transients to construct TRES (time-resolved emission spectra) as shown in 

Figure 6.2b. In TRES, the temporal profiles are well fitted by the sum of two lognormal  
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Table 6.1: The fluorescence lifetimes for 1-naphthol and Coumarin 500 in water–dioxane 

mixture with xw = 0.79 with a standard error of ca 10%. 

 

 

 

 

 

 

 

 

1-Naphthol 

Wavelength (nm) a1 (%) 1 (ps) a2 (%) 2 (ps) a3 (%) 3 (ps) 

330 10 220 82 1000 8 2350 

340 3 260 86 970 11 2140 

350 - - 95 1010 5 2750 

360 - - 95 1010 5 2640 

370 -12 20 105 980 7 2760 

380 -12 70 108 1020 4 2860 

390 -18 90 113 1020 5 3400 

400 -16 50 111 1060 5 5840 

410 -12 70 102 1070 10 6710 

420 -25 80 102 1150 23 7450 

430 -35 100 90 1300 45 7580 

440 -45 160 72 1560 73 7780 

450 -69 220 61 1930 108 8020 

460 -93 270 67 3110 126 8320 

470 -120 360 77 3530 143 8550 

480 -154 380 100 4130 154 8830 

490 -179 430 167 5080 112 10260 

 

 

 

 

 

 

 

C500 

450 70 60 5 560 25 4980 

460 55 70 5 1050 040 5010 

470 43 80 5 1380 52 5000 

480 28 100 8 2410 64 5070 

490 18 100 10 2630 72 5060 

500 11 100 15 2960 74 5120 

510 3 110 32 3640 65 5310 

520 1 100 27 3600 73 5200 

530 -3 420 9 2110 94 4950 

540 -10 700 11 1180 99 4880 

550 -14 540 13 1000 101 4880 

560 -7 240 12 3040 95 4980 

570 -8 200 56 4120 52 5480 

580 -11 170 52 4140 59 5370 

590 -19 70 83 4420 39 5270 

600 -36 80 11 3800 125 4875 

 

functions revealing two excited state processes. At time t = 0 ns, only one peak centered at 

27 140 cm-1 is observed revealing the signature of neutral NpOH. As time progresses, the 

peak intensity decreases (Figure 6.2b) and shows time-dependent Stokes shift (TDSS), 

which is indicative of dynamic solvation. A new band near 22 332 cm-1 appears, which is a 

characteristic of ESPT. The intensity of this new band keeps growing, which can be readily 

used to measure the kinetics of the NpO- ion formation. Thus, the rate of proton transfer 

(formation of NpO-) is estimated by plotting the time-dependent intensity at 22 332 cm-1 as 

shown in the inset of Figure 6.2b, which reveals a time constant of 220 ps (Table 6.2). 
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Figure 6.2: (a) Picosecond-resolved decay transients of 1-naphthol at 330, 440 and 490 nm in 

water–DX mixture with xw = 0.79 at room temperature (excitation at 300 nm). (b) Time-resolved 

emission spectra (TRES) of 1-naphthol for xw = 0.79 in water–DX mixture. The peak 

fluorescence intensity at 450 nm of naptholate anion (NpO-) is shown in the inset. (c) 

Normalized time-resolved emission spectra of 1-naphthol in water–DX mixture with xw = 0.79. 

The corresponding solvent correlation function, C(t), has been shown in the inset. (d) TRANES 

of 1-napthol for xw = 0.79. 

From the TRES it is also evident that emission from locally exited state (LE) is 

dominant in the wavelength region of 30 303–23 809 cm-1. On the other hand, the emission 

from the NpO- is prevailing in the region of 21 739 cm-1. It is evident from Table 6.1 that 

the longer time component (ca 2.3 ns) of the fluorescence transients gradually increases 

with the increase in the detection wavelength (from 2.4 ns at 330 nm to 8.0 ns at 450 nm) 

of LE emission. The observation is consistent with the fact that NpOH molecules, which 

are stabilized by the solvation, are expected to encounter higher solvation energy barrier 

for the ESPT process as shown in Scheme 6.1. Our observation is consistent with the 

results reported in the earlier femtosecond-resolved studies on a twisted intramolecular 



 127 

charge transfer (ICT) probe (2-(p-toluidino)naphthalene-6-sulfonate; TNS), where two 

competing processes, namely solvation and twisting dynamics, were found to be major 

deactivation channels in the excited state of the probe molecule [25]. 

Table 6.2: Proton transfer and solvent correlation time constants for 1-naphthol and Coumarin 

500 in water–dioxane mixture with xw = 0.79 with a standard error of ca 10%. 

Probe Temperature (K) 1 (ps) (%) 2 (ps) (%) <> (ps) PT (ps) 

 

1-Naphthol 

278  76 (90) 1000 (10) 168 380 

293  70 (85) 340 (15) 110 220 

313  65 (100) - 65 230 

 

C500 

278  99 (87) 55 (13) 160 - 

293  67 (55) 15 (45) 105 - 

313  72 (69) 13 (31) 89 - 

 

To show the TDSS of LE NpOH more clearly, we have normalized the 

fluorescence intensity at 27 140 cm-1 and fitted with a lognormal function as shown in 

Figure 6.2c. The observed Stokes shift is roughly 255 cm-1 over a time window of 1 ns. 

From the dynamic Stokes shift, we have constructed the solvent correlation function (C(t)) 

to obtain the solvation time constants (inset of Figure 6.2c). The constructed C(t), can be 

fitted biexponentially with time constants of 70 (85%) and 340 ps (15%) (Table 6.2). It 

should be noted that both the observed time constants are much slower than the 

subpicosecond solvation time constant of bulk water [26]. These slow components might 

have their genesis in the translational diffusion of water into the solvation shell displacing 

the nonpolar solvent molecule in the cluster [27-29]. Such slow solvation dynamics in 

relatively concentrated solutions of polar fluid in hydrophobic solvents has previously been 

reported [27, 30]. The average solvation time constant (a1τ1 + a2τ2 = <τs>  = 110 ps) in our 

case is in good agreement with that reported by Mitra et al. [23] with Coumarin 500 for a 

similar system with xw = 0.826. A significant retardation in the proton transfer rate and the 

dynamics of solvation in our experimental condition (xw = 0.79) can be rationalized as 

follows. 

In pure water, NpOH undergoes ESPT in ca 35 ps, causing a 35 ps fall time of the 

protonated species and a ca 35 ps rise time for the deprotonated product, 1-naphtholate 

anion [20]. At xw = 0.79, we have also observed a fall (at 330 nm for the protonated form) 
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and rise (at 450 nm for the deprotonated form) time of ca 220 ps (Table 6.1). Thus, the 

ESPT in water–DX mixture is slowed down approximately seven times compared with that 

in pure water. The reduction in ESPT has two probable causes. First, local concentration of 

water molecules near the photoacid, NpOH in water–DX mixture should be sufficient to 

promote proton transfer. In fact, a cluster composed of minimum of 30–50 water molecules 

is required to promote ESPT [31]. Second, the solvation reorganization in water–DX 

mixture (ca 110 ps) is much slower compared with that in bulk water (ca 1 ps). For water–

DX mixture, water clusters are present with considerably different geometry than that in 

the pure water due to breakage of the hydrogen bond network. Previously, Knochenmuss 

and Smith suggested that the ESPT rate is controlled by the rate at which the water relaxes 

around the NpOH fluorophore, via interaction with two electronic excited states [32]. 

Thus, time-resolved analysis as discussed above clearly indicates that the dynamical 

rearrangement (solvation of average time of 110 ps) is an essential requirement prior to the 

ESPT (average time of 220 ps). An isoemissive point at 24 086 cm-1 in the TRANES as 

shown in Figure 6.2d indicates the presence of two distinct species [33] namely neutral 

NpOH and the NpO- anion revealing characteristic peaks at 27 140 and 22 332 cm-1. It is 

evident from Figure 6.2d that at time t = 0, there is only one emission band centered at 27 

140 cm-1 and the emission is from the LE NpOH. As time progresses, the band at 22 332 

cm-1 is clearly seen to grow at the expense of the one at 27 140 cm-1. 

To check the reliability of the solvation time constants as revealed by NpOH, we 

have studied the excited state dynamics of Coumarin 500 (C500), a well-known solvation 

probe in the same composition of water–DX mixture. To construct the TRES, the decay 

transients of C500 have been monitored at 16 different wavelengths from 450 to 600 nm 

with 10 nm interval. Figure 6.3a represents the emission decays at two extreme 

wavelengths (450 and 600 nm). On the blue edge of the spectrum (450 nm), the 

fluorescence transient undergoes decay, whereas on the red edge (600 nm) it rises, which is 

the clear indication of relaxation dynamics of C500. The inset of Figure 6.3b denotes the 

constructed TRES of the system. The constructed TRES shows a spectral shift of 395 cm-1 

and the corresponding solvent response function (Figure 6.3b) is well fitted 

biexponentially with time constants of 67 ps (55%) and 150 ps (45%; Table 6.2). It is to be  
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Figure 6.3: (a) Picosecond-resolved decay transients of C500 at 450 and 600 nm detection 

wavelength in water–DX mixture with xw = 0.79 (λex = 409 nm). (b) Solvent correlation function, 

C(t), of C500 in water–DX mixture with xw = 0.79. The corresponding TRES has been shown in 

the inset. (c) TRANES of C500 in water–DX mixture with xw = 0.79. 
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noted that TRANES analysis of C500 (Figure 6.3c) is devoid of any isoemissive point 

indicating the fact that there is a single emitting species in the excited state and the 

continuous time evolution is due to the solvation dynamics only. The average solvation 

time constant of 105 ps is in good agreement with that obtained using NpOH (Table 6.2). 

The solvent reorganization around NpOH certainly involves breaking of hydrogen 

bonds as molecules translate and rotate, and this will require activation. It is therefore 

constructive to perform a temperature dependent study of the system. Figure 6.4 shows the 

emission spectra of NpOH and C500 with xw = 0.79 at five different temperatures. From 

Figure 6.4a it is evident that emission intensity of NpOH decreases significantly with 

increasing temperature. In fact, the extent of decrease of fluorescence intensity for the 

 

 

Figure 6.4: Emission spectra of 1-naphthol (a) and C500 (b) in water–DX mixture of xw = 0.79 

at different temperatures. 
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anionic form (450 nm) is higher than that for the neutral species (360 nm). A small 

blueshift (around 4-5 nm) of the peak at 360 nm is also evident. However, no such change 

in the absorbance spectra is found for NpOH with increasing temperature. The steady-state 

emission spectra of the system using C500 (Figure 6.4b) shows a marginal (3–4 nm) 

blueshift as the temperature is increased from 278 to 343 K. The observed blueshift 

indicates a less polar environment experienced by the probe at elevated temperatures. To 

gain more insight, we performed time-resolved measurement of xw = 0.79 at five different 

temperatures. The constructed TRES are shown in the Figure 6.5a, b at 278  

 

 

Figure 6.5: Normalized time-resolved emission spectra of 1-naphthol in water–DX mixture with 

xw = 0.79 at 278 K (a) and 313 K (b). The corresponding solvent correlation function, C(t), has 

been shown in the inset. (c) The increase in peak intensity of the deprotonated form (NpO-) at 

two different temperatures (278 and 313 K), respectively. 
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and 313 K, respectively. TDSS of the protonated species is used to construct solvent 

correlation function and the values are listed in Table 6.2. The overall decrease of the 

average solvation time on increasing temperature reveals that an increase in temperature 

accelerates the solvation process. It has to be noted that due to our limited instrumental 

resolution we could not resolve the water dynamics at higher temperature (>313 K) in the 

present system. The temperature-induced acceleration of solvation dynamics is possibly 

due to breakdown of the hydrogen bond network followed by the formation of smaller 

clusters with increasing temperature [23]. In fact, it has been suggested that DX  

 

 

Figure 6.6: Arrhenius plot for water–DX mixture in xw = 0.79 with two different dyes (1-

naphthol and C500). The solid lines are the best linear fit. The error bars are of 0.2% and 0.5%, 

respectively. 
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specifically binds five or six water molecules into more strongly bound hydrogen-bonded 

structures than in liquid water itself [34, 35]. There exists a dynamic equilibrium between 

the bound type (strongly hydrogen bonded to ether oxygen of DX) and free type (not 

directly hydrogen bonded to DX). The energetic of the exchange depends upon the strength 

and the number of hydrogen bonds among the water molecules at the interface (i.e., water–

DX interface). The bound to free type transition of water molecules with temperature is 

assumed to be governed by an Arrhenius type of activation energy barrier crossing model 

[36, 37]. We fit an Arrhenius plot using the <τs> values listed in Table 6.2 (Figure 6.6a). 

Plots of ln(1 ⁄< τs >) vs 1⁄T produce good linear fit with corresponding activation energy 

(Eact) values of 4.60±0.2 kcal mol-1. We also perform similar measurement (Figure 6.6b) 

using C500 in identical system, which purely senses solvent relaxation (Table 6.2) and Eact 

is found to be 2.85±0.4 kcal mol-1. Solvent reorganization results from solvent relaxation 

around the solute molecule (fluorophore) following a change in the excited state dipole 

moment. The difference in the activation energies is probably due to the difference in 

specific hydrogen bonding interactions of the probe fluorophores in the water clusters [23, 

30]. 

Having understood the temperature-induced acceleration of solvation dynamics, we 

now focus on the proton transfer rate. The peak intensity of the deprotonated form provides 

the value of proton transfer time constant. The proton transfer time constant becomes faster 

on raising the temperature from 278 to 293 K and then does not change appreciably (Table 

6.2). This is in contrast to the solvation dynamics where a progressive decrease in average 

solvation time constant is observed with increasing temperature. This discrepancy can be 

understood as follows. As discussed earlier, ESPT is mainly controlled by two factors 

namely local concentration of water molecules near the photoacid and solvent 

reorganization. We have discussed that at elevated temperatures, the hydrogen bond 

network of clusters break down and isolated small clusters consisting of different geometry 

of hydrogen bonded water start growing. This lowers the polarity of the system due to 

breakage of hydrogen bonded network, which is also evident from the steady-state 

emission spectra of the probe as discussed earlier (Figure 6.4a,b). Both the lowering in the 

polarity and local concentration of water favor the emission from the relatively nonpolar 
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first excited state 1Lb and disfavor second polar acidic excited state 1La that has the oxygen-

to-ring charge transfer character, which is required for ESPT. 

6.2.2. Slow Solvent Relaxation Dynamics of Nanometer Sized Reverse Micellar 

Systems Through Tryptophan Metabolite, Kynurenine [38]: 

Figure 6.7a depicts the results obtained from DLS measurement of Brij 30 reverse micelle 

(RM) in isooctane (i-Oc) at different w0 values. It can be observed that Brij 30 RM  

 

 

Figure 6.7: (a) Hydrodynamic diameter of Brij-30 ⁄ isooctane ⁄ water reverse micellar systems 

with w0 = 0.0, 1.1 and 2.0. (b) Emission spectra (λex = 375 nm) of KN in reverse micelles of 

different w0 values. Inset. Isooctane subtracted absorption spectra of the empty RM (solid gray 

line) and KN at w0 = 0 (dash line). Normalized excitation spectra of KN (solid line) with w0 = 0 

monitored at 410 nm, 430 nm and 460 nm are also presented in the inset. (c) Emission (λex = 375 

nm) and absorption (inset) spectra of H33258 in the nano-cavity of reverse micelle at different 

w0 values. 
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produces spherical and monodispersed droplets with a hydrodynamic diameter of 7.8 nm 

for w0 = 0. As w0 increases, the hydrodynamic diameter of the RM increases due to the 

increase of water pool size. Inset of Figure 6.7b shows the absorbance of kynurenine (KN) 

in the RM at w0 = 0 (dash line) and the empty RM (gray line). The broadening of the 

absorption spectrum of KN could be due to the existence of KN at different locations, as 

empty RM are not supposed to absorb at this wavelength region. Emission spectra of KN 

in the RM with different w0 values are shown in Figure 6.7b. A small redshift in the 

absorption spectrum and a significant blueshift in the emission spectrum compared to KN 

in water [39] due to the stabilization of excited state energy on varying the nature of the 

solvent, reveal the binding of KN with the RM. KN exhibits the emission spectrum with 

three shoulders at around 410, 435 and 460 nm respectively, which may be due to different 

locations of the probe in the RM system [39]. The emission peak at 460 nm corresponds to 

KN in the polar region of associated water molecules (pool) in the RM [40]; 435 nm stands 

for the probe near the polar head groups of Brij 30 and the small water pool which is 

similar to protein bound KN [41], whereas 410 nm corresponds to KN in the interface 

between Brij 30 and i-Oc due to maximum destabilization of S1 state [39]. We have also 

checked that the empty RM has no emission at this wavelength region which excludes the 

possibility of any contribution from empty RM. We have also recorded excitation spectra 

(inset of Figure 6.7b) at different selected wavelengths over the whole emission spectrum 

of KN in the RM. The overall similarity of the excitation spectra except for the shift of 

maxima (ca 3 nm) due to the heterogeneity in the location of KN and their consistency 

with the corresponding absorption spectra (inset of Figure 6.7b) clearly rules out the 

possibility of fluorescence signal from impurities in the sample. 

The decay transients of KN bound to the RM have been studied at 14 different 

wavelengths, starting from 400 to 530 nm throughout the emission spectra for different w0 

values. Figure 6.8a represents the fluorescence decay transients of KN in Brij 30 RM of w0 

= 0 at two different wavelengths 400 and 530 nm. On the blue edge of the spectrum (400 

nm) the signal is seen to decay, whereas on the red edge (530 nm) it rises, which is the 

clear indication of the excited state relaxation dynamics of KN. Similar results are found 

for the other w0 values. From this family of transients, we have constructed the TRES  
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Figure 6.8: (a) Fluorescence transients, (b) TRES and TRANES (inset) of KN in Brij 30 RM at 

w0 = 0. (c) and (d) Solvent relaxation dynamics and fluorescence anisotropy decay (inset) of KN 

in Brij 30 RM at w0 = 0 at 375 and 409 nm excitation, respectively. 

at different w0 values. The observed dynamical Stokes shift is relatively small (160 cm-1) 

for w0 = 0 and eventually completed within 420 ps (shown in Figure 6.8b). To explore the 

environmental dynamics of KN at different w0 values, the temporal decay of solvent 

correlation function, C(t) has been constructed. Figure 6.8c reveals the C(t) decay of KN at 

w0 = 0, which shows an apparent mono-exponential decay with time constant of 105 ps. 

With an increase of w0 values, C(t) becomes faster (see Table 6.3). It could also be noted 

that an ultrafast component of the solvent response, which is due to the relaxation of bulk-

like water (of the order of a few picoseconds) is not resolvable in our experimental setup. 

In order to calculate the missing spectral shift in the solvent relaxation process, we have 

applied the method suggested by Fee et al. [42]. The real time-zero in the emission 

maximum (ν(t = 0)) can be estimated from the steady-state absorption and fluorescence 

maxima by the following equation: 
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     (fl)ν(abs)ν(abs)ν0)ν(t npnpp    (6-1) 

where the subscripts ‘‘p’’ and ‘‘np’’ refers to the spectra in polar and nonpolar 

environments respectively. In the present study, we have used protein bound KN spectra as 

a nonpolar environment with absorption and emission maxima at 360 and 435 nm 

respectively and water is used as the polar solvent where KN shows an absorption peak at 

360 nm. The percentage of missing spectral shift is 100)))ν((0)ν(0))/(ν(0)((ν calcal  . 

The observed time zero frequency and the time infinity frequency for KN in RM of w0 = 0 

are 22 778 cm-1 and 22 618 cm-1, respectively. The missing spectral shift corresponding to 

the unobservable solvent relaxation component for the present time resolution and the 

percentage of missing spectral shift are also listed in Table 6.3. On addition of water to the 

RM the missing spectral shift gradually increases. This result seems to be logical because 

the formation of bulk type water molecules in the pool increases upon addition of water 

above w0 = 0, leading to faster environmental dynamics beyond the resolution of our 

experimental setup. 

Table 6.3: Solvent relaxation time constant and rotational time constants of kynurenine (KN) in 

the reverse micellar system at various w0 values with a standard error of ca 10%. 

 

In order to investigate the existence of multiple emitting species in various 

environments with different excited state lifetime values leading to time-dependent spectral 

shift, we have employed the TRANES technique. For w0 = 0 the TRANES are shown in 

the inset of Figure 6.8b. An isoemissive point at 22 730 cm-1 for w0 = 0 is clearly evident, 

revealing the possible coexistence of at least two species in the microenvironments of the 

RM. The observation is consistent with the fact that the probe KN may interact with water 

molecules in the excited state [39] by different strength revealing distinct spectroscopic 

signature of emission maximum. In other words KN at the micellar interface is less likely 

to form hydrogen bond with water molecules [41] (emission peak ca 23 000 cm-1) 

compared to that in the water pool of the RM [39] (emission peak ca 22 000 cm-1), 

w0 Solvation time 

constant τ (ps) 

∆υ (cm-1) Missing 

Spectral Shift 

Rotational time constants 

τ1 (ps) τ2 (ns) τ3 (ns) 

0.0 105 160 57% 210 (39%) 1.2 (57%) 30 (4%) 

1.1 54 70 63% 100 (36%) 1.0 (58%) 55 (6%) 

2.0 49 66 71% 160 (36%) 1.2 (61%) 100 (4%) 
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revealing the signature of multiple species in the excited state. The temporal decay of 

fluorescence anisotropy (r(t)) of the KN–RM complex at w0 = 0 is shown in the inset of 

Figure 6.8c. It has to be noted that the time constants associated with the decay of r(t) are 

consistent with the geometric restriction of the probe in the restricted environments. The 

decay transients have been fitted triexponentially, and the results are shown in Table 6.3. It 

can be observed that the time constants are of the order of hundreds of picoseconds and a 

few nanoseconds, which are in the same order of magnitudes for wobbling motion and 

lateral diffusion respectively, similar to previous result for a coumarin dye in the Brij 30 

RM systems [40]. In the present analysis we have fixed the longer time constant indicative 

of the overall rotation of the RM and estimated from the following well-known Debye–

Stokes–Einstein equation: 

      
Tk

ηV
τ

b

     (6-2) 

where  is the microviscosity experienced by the probe and V is molecular volume of the 

RM. A minor change in the locations of the probe in the RM with various hydrations (w0) 

is clearly evident from the anisotropy data (Table 6.3). It has to be noted that in the case of 

the broadening of KN absorption band, the fluorescence lifetime of KN may depend on the 

excitation wavelength, due to relative contributions from KN at different locations in the 

RM. The decay time constant of the solvent correlation function (C(t)) in Figure 6.8d from 

a series of detected fluorescence transients with excitation wavelength of 409 nm is found 

to be comparable with that of the 375 nm excitation (Figure 6.8c). Similarly, the anisotropy 

decay at 409 nm excitation wavelength (inset of Figure 6.8d) is also consistent with that at 

375 nm excitation (inset of Figure 6.8c). 

In order to investigate the nature of relaxation dynamics as revealed by the probe 

KN; intermolecular hydrogen bonding in the excited state causes faster deactivation 

through IC or solvent stabilization (solvation), we have also studied the excited state 

dynamics of H33258, a well-known solvation probe in the similar restricted environments 

for comparison. H33258 is a positively charged dye at neutral pH with absorption and 

emission maxima at 345 and 500 nm, respectively [43], which binds to the surface of the 

Brij 30 RM revealing emission maximum at 460 nm in the RM of w0 = 0 at room 

temperature (shown in Figure 6.7c). It is seen from Figure 6.7c that the peak corresponding 
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to maximum emission shows a progressive redshift with increasing water pool size 

depicting more polar environments at higher w0 values. The absorption spectra (inset in 

Figure 6.7c) remain unaltered in the entire w0 values, indicating insignificant perturbation 

in the ground state stabilization of the probe H32258 in the RM. 

To construct TRES, the fluorescence transients are taken at 10 equidistant 

wavelengths from 400 to 550 nm throughout the emission band over time windows up to 

20 ns for different w0 values. The transients show faster decay in the blue end and rise in 

the red end (Figure 6.9a) indicative of solvent relaxation dynamics [44]. The constructed 

TRES shows a spectral shift of 1800 cm-1. To ascertain whether the associated spectral 

shift is due to the environmental relaxation or is associated with excited heterogeneity due 

to the presence of multiple species, TRANES are constructed in a similar manner as 

described above. Figure 6.9d shows the constructed TRANES of RM-H33258 complex at  

 

 

Figure 6.9: (a) Fluorescence transients, (b) TRES, (c) solvation correlation function and 

temporal decay of fluorescence (inset), (d) TRANES spectra of H33258 in Brij 30 RM at w0 = 0. 
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w0 = 0. The absence of isoemissive point in the TRANES is indicative of a single 

conformer in the relaxation process, and the measured dynamics indeed reflects 

environmental stabilization (solvation). The solvation correlation function (Figure 6.9c) 

shows biexponential decay with time constants of 0.1 ns (53%) and 1.8 ns (47%), 

respectively, consistent with the previous studies [45]. These solvent relaxation time 

constants are much slower than H33258 in free aqueous solution (195 fs and 1.2 ps) as 

reported by Pal et al. [46]. Faster and slower components might be attributed to those water 

molecules near the polar head group of Brij 30 and in the central region of the water pool 

respectively. The temporal nature of r(t)s at different w0 values (Table 6.4) are similar, 

which confirms the residence of the probe at the micellar surface. Thus, it could be 

concluded that the environmental dynamics as reported by H33258 are far off from that of 

the dynamics as probed by KN with faster IC. 

Table 6.4: Solvation correlation time constants and rotational time constants of H33258 in the 

reverse micellar system at various w0 values with a standard error of ca 10%. 

 

In order to establish the binding position of KN into the micellar environment, we 

have used FRET associated with the nonradiative transfer of excited state energy from the 

donor fluorophore KN to the surface bound organic dyes, crytal violet (CV) [47] and 

coumarin 500 (C500) [40], respectively. Figure 6.10a shows the considerable spectral 

overlap of the probe KN emission with the absorption spectrum of CV, suggesting the 

possibility of FRET. The significant quenching in the steady-state emission and 

picosecond-resolved fluorescence transient (at 450 nm) as a consequence of the D–A 

dipolar interaction is clearly evident from Figure 6.10b. For the estimation of the FRET 

efficiency, we have considered the faster time constants of the D–A pair, which was absent 

in the donor emission in absence of the acceptor molecules. We have  

 

 

w0 

Solvation time constants ∆υ 

(cm-1) 

Missing 

Spectral 

Shift 

Rotational time constants 

τ1 (ns) τ2 (ns) τav (ns) τ1 (ps) τ2 (ns) τ3 (ns) 

0.0 0.1 (53%) 1.8 (47%) 0.9 1800 7% 200 (16%) 3.5 (65%) 30 (19%) 

1.1 0.1 (56%) 1.9 (44%) 0.8 1693 11% 100 (19%) 3.5 (74%) 55 (7%) 

2.0 0.1 (64%) 1.4 (36%) 0.5 1627 17% 90 (8%) 3.0 (88%) 100 (4%) 
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Figure 6.10: (a) Steady-state absorption spectrum of CV in the form of extinction coefficient and 

the normalized emission spectrum of KN in Brij 30 RM at w0 = 0. An overlapping zone between 

emission of KN and absorption of acceptor CV is indicated as a pink-shaded zone. (b) 

Picosecond-resolved fluorescence transients of KN in the absence and in the presence of 

acceptor CV (excitation at 375 nm) collected at 450 nm. Inset of panel (b) shows the steady-state 

emission spectrum of KN in Brij 30 RM at w0 = 0 in the presence and absence of CV. (c) 

Picosecond-resolved fluorescence transients of KN in the absence and in the presence of 

acceptor C500 (excitation at 375 nm) collected at 410 nm. 
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Table 6.5: Time-resolved fluorescence decay (excitation at 375 nm and collected at 450 nm) and 

FRET data of KN in RM at different w0 values in the absence and presence of CV. Values in 

parentheses represent the relative weight percentage of the time component with a standard 

error of ca 10%. 

w0 System τ1 (ps) τ2 (ps) τ3 (ps) <τD> 

(ps) 

QD J() 

(M-1 cm-1nm4) 

E R0 

(nm) 

R 

(nm) 

 

0 

KN  1230 

(94%) 

6120 

(6%) 

1530 78.64X10-3     

KN-

CV 

90 

(29%) 

1220 

(65%) 

5900 

(6%) 

  1.6X1014 94% 2.4 1.5 

 

1.1 

KN  1165 

(91%) 

5150 

(9%) 

1520 30.78X10-3     

KN-

CV 

715 

(45%) 

1130 

(49%) 

5460 

(6%) 

  1.8X1014 95% 2.1 1.3 

 

2 

KN  1150 

(91%) 

4860 

(9%) 

1485 16.10X10-3     

KN-

CV 

630 

(49%) 

1120 

(45%) 

5100 

(6%) 

  1.9X1014 96% 1.9 1.1 

 

Table 6.6: Time-resolved fluorescence decay (excitation at 375 nm and collected at 410 nm) and 

FRET data of KN in RM at different w0 values in the absence and presence of C500. Values in 

parentheses represent the relative weight percentage of the time component with a standard 

error of ca 10%. 

w0 System τ1 (ps) τ2 (ps) τ3 (ps) τ4 (ps) <τD> 

(ps) 
J() 

(M-1 cm-1nm4) 

E R0 

(nm) 

R 

(nm) 

 

0 

KN   1220 

(88%) 

5050 

(12%) 

1680     

KN-

C500 

140 

(28%) 

540 

(26%) 

1230 

(41%) 

4460 

(5%) 

 1.5X1014 89% 2.4 1.6 

 

1.1 

KN   1230 

(88%) 

5210 

(12%) 

1690     

KN-

C500 

110 

(25%) 

520 

(28%) 

1300 

(43%) 

5020 

(4%) 

 1.6X1014 90% 2.1 1.5 

 

2 

KN   1255 

(88%) 

5600 

(12%) 

1760     

KN-

C500 

100 

(19%) 

470 

(28%) 

1290 

(49%) 

5100 

(4%) 

 1.5X1014 91% 1.8 1.2 

 

estimated the FRET efficiency to be 94% (for 29% donor population) and the characteristic 

Förster distance, R0 of 2.4 nm. From FRET dynamics, the estimated effective distance (R) 

between the donor (KN) and the acceptor (CV) is found to be 1.5 nm. As evident in Table 

6.5, the change in D–A distance with the increase of w0 clearly indicates the redistribution 

of the probe molecules with the degree of hydration of the RM. It has to be noted that we 

have done a similar study by using another well-known fluorophore, C500 and the result is 
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similar with the KN-CV FRET experiment (tabulated in Table 6.6). The relative location 

of the donor (KN) with respect to the acceptor (CV) in the Brij 30 RM is shown in Scheme 

6.2. 

 

Scheme 6.2: Schematic representation of the FRET in Brij 30 RM. 

6.3. Conclusion: 

In conclusion, the present study explores the role of solvent relaxation on ESPT of 

NpOH in water–DX mixture quantitatively. Time-resolved studies distinctly differentiate 

the dynamics of two time dependent excited state processes, the solvent relaxation and the 

deprotonation. The extent of proton transfer of NpOH is found to be retarded in water–DX 

mixture compared with that in bulk water. This retardation is attributed to the local 

concentration of water molecules near the photoacid and solvent reorganization. Solvent 

dynamics become faster with increasing temperature due to breakage of cooperative 



 144 

hydrogen bond network present in the large clusters to smaller clusters. Increased solvent 

relaxation at higher temperature makes deprotonation faster. ESPT of a photoacid is an 

optimization between the local concentration of water and solvent relaxation. At elevated 

temperature local concentration of water reduces due to breakdown of hydrogen bonded 

network and ESPT does not change appreciably, although solvation becomes faster. 

In addition, we have also reported the relaxation dynamics of KN in a nonionic Brij 

30 RM system and compared the results with a well-known solvation probe H33258 in the 

restricted environments. While DLS studies confirm the structural integrity of the RM, 

picosecond-resolved fluorescence anisotropy and the FRET of the probe KN confirm the 

location of KN in the interface of the RM. Our detail spectroscopic studies clearly indicate 

that the intermolecular (solute–solvent) hydrogen bonding dynamics of the probe KN 

leading to the IC of the probe in the restricted environments is much faster compared to the 

relaxation of the solvent molecules around it (solvation). These results suggest that the 

interfering excited state hydrogen bonding dynamics of the probe hinders the interrogation 

of slower environmental relaxation in the Brij 30 RM using KN. 
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Chapter 7 

Exploration of Structure and Function of a Protein 

in Macromolecular Crowding 

7.1. Introduction: 

The detailed knowledge of the biophysical and biochemical reaction has traditionally been 

acquired through experiments conducted in buffer solutions containing low concentrations 

of biomolecules together with low molecular weight substrates, and cofactors as required, 

assuming the representation of the in vivo scenario. In contrast, the real biological 

environment differs from that idealized solvent bath in different aspects. Such as the 

intracellular environment is highly crowded because of the presence of large amounts of 

soluble and insoluble biomolecules, including proteins, nucleic acids, ribosomes, lipids and 

carbohydrates, etc [1-4]. This means that a significant fraction of the intracellular space is 

not available to other macromolecular species, as a result of this, macromolecular 

thermodynamic activities increase by several orders of magnitude. Therefore, biochemical 

reaction in a living cell may be quite different from those under idealized conditions [5]. In 

this sense, it is highly demanding to understand the effects of the crowding agents, termed 

“macromolecular crowding” [6, 7], on biophysical and biochemical reaction. Although the 

effect of macromolecular crowding, in particular on proteins in vitro with regard to folding 

and denaturation, has been well studied [8-13] less is known about the biochemical 

reactions. One such biochemical reaction is electron transfer (ET), which plays an 

important role in many processes in chemistry, physics and biology and has diverse 

technological applications. In biological systems, ET reactions are ubiquitous [14, 15] 

especially in enzymes with redox reactions. Flavoproteins with flavin chromophores are 

examples of such enzymes and are involved in various catalytic processes [15, 16]. The 

understanding of ET reactions of flavins in proteins and their redox reactions is critical to 

their functionality. In this report, we have studied ET dynamics of riboflavin (Rf; vitamin 

B2) in Rf binding protein (RBP), a globular monomeric protein and is responsible for the 

storage and active transport of riboflavin cofactor into developing embryo [17, 18], also 
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important for their functions as photoreceptors, in the presence of crowding environment 

of nanoscopic sodium dodecyl sulfate (SDS) micelles. 

Although ET between Rf and RBP in dilute homogeneous aqueous solution has 

been studied quite thoroughly [19-22], much less is known about ET between Rf and RBP 

under crowded environments. Remarkably, crowded environment often alters the structure 

and functionality of many proteins. Biological function of a protein is possible only when 

it is folded into a specific three dimensional conformation. An understanding of the 

mechanisms of ET involving in crowded environments provides an important bridge 

between commonly employed dilute solutions in vitro studies and studies of the effects of 

a crowded environment, as found in vivo. The anionic surfactant SDS is often used to 

mimic cellular membrane and macromolecular crowding agent [23] and is used here as 

model crowding agent. Importance of using SDS as model crowding agent lies on the 

following facts. At a concentration below the critical micellar concentration (CMC; 3.3 

mM in buffer), SDS essentially remains in monomeric form and expected to mimic 

molecular crowding. Above CMC, the SDS molecules form well-defined spherical 

micelles (4.4 nm diameter) comparable to the size of RBP (4.7 nm), and mimic the 

macromolecular crowding environments. It has also to be noted that, SDS is well known to 

act as a potential denaturants in their monomeric form [24], thus the use of the SDS 

surfactant as potential crowding agent is expected to mimic the cellular complex 

environment complicated by both chemical denaturant and molecular/macromolecular 

crowding agent. 

In the present study, we have explored picosecond-resolved dynamics of both RBP 

and Rf in the RBP-Rf complex under various degrees of molecular/macromolecular 

crowding. While selective excitation (300 nm) and detection at 350 nm explores the 

dynamics of the ET from the tryptophan in the proximity of the cofactor Rf, the excitation 

of the complex at 445 nm (detection at 520 nm) clearly reveals the dynamics of ET of the 

cofactor Rf in the crowded environment. We have also monitored the effect of structural 

perturbation (both secondary and tertiary) of RBP on the observed ET dynamics using 

near- and far-UV circular dichorism (CD), dynamic light scattering (DLS) and UV-Vis 

spectroscopy of the bound cofactor Rf. 
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7.2. Results and Discussion: 

7.2.1. Ultrafast Electron Transfer in Riboflavin Binding Protein in Macromolecular 

Crowding of Nano-Sized Micelle [25]: 

Figure 7.1a and b shows the steady-state (insets) and picosecond resolved fluorescence 

decay transients of tryptophan (λex = 300 nm, fluorescence decay monitored at 350 nm) 

and Rf (λex = 445 nm, fluorescence decay monitored at 520 nm), respectively, of RBP-Rf 

complex in the presence of increasing amount of crowding agent SDS. Earlier studies have 

concluded that RBP quenches the fluorescence of Rf which is a consequence of ultrafast 

ET to the flavin chromophore (Rf) in the excited electronic state from nearby tryptophan or 

tyrosine residues present in RBP. It has also been shown that complexation of Rf with RBP 

quenches both the fluorescence of Rf and Trp of the protein [20, 21]. It is observed that 

addition of SDS to RBP-Rf complex leads to a recovery of Trp emission as well as that of 

Rf (insets of Figure 7.1a and b). It is interesting to note that Rf absorbs mostly ~450 nm, 

however, it shows distinct absorbance in the 300 nm region. When RBP-Rf complex in 

buffer is excited at 300 nm, no emission peak in the 520 nm region is observed. However, 

as SDS is gradually added in the complex, a distinct peak at ~520 nm appears and its 

intensity increases with the addition of SDS (inset of Figure 7.1a) and at high SDS 

concentrations the emission spectra resembles that of free Rf. The increase of Rf emission 

intensity with gradual addition of SDS is due to the expulsion of Rf from the ligand 

binding site of RBP, thereby hindering the ET process. Figure 7.1c shows the relative 

fluorescence intensities of Trp of RBP-Rf complex at 350 nm and Rf of RBP-Rf complex 

at 520 nm at different SDS concentrations. Figure 7.1c (inset) depicts the relative 

fluorescence intensity of Trp in RBP itself as a function of SDS concentrations. It is 

observed that fluorescence intensity increases with the addition of SDS, whereas that of Rf 

changes only marginally at all studied SDS concentrations. 

Now to get a better insight into the ET dynamics and extent of interaction of 

protein with crowding agent and the observed changes in fluorescence intensity, 

picosecond-resolved fluorescence measurements of these systems are performed. Figure 

7.1a shows fluorescence decay transients of Trp in RBP-Rf complex at 350 nm in  
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Figure 7.1: (a) Fluorescence decay transients of tryptophan of RBP-Rf complex (λex = 300 nm, 

decay monitored at 350 nm) in buffer (red; circle), 1 mM SDS (green, triangle) and 40 mM SDS 

(blue; square). The total emission spectrum of the RBP-Rf complex at different SDS 

concentration is shown in the inset (λex = 300 nm). (b) Fluorescence decay transient of Rf in 

RBP-Rf complex (λex = 445 nm; decay monitored at 520 nm) in 0.2 mM SDS (red; circle) and 40 

mM SDS (blue; square). The total emission spectrum of the RBP-Rf complex at different SDS 

concentration is shown in the inset (λex = 445 nm). (c) Relative fluorescence intensity of trp (λem 

= 350 nm) and Rf (λem = 520 nm) of RBP-Rf complex at different SDS concentrations (square; 

λex = 300 nm, emission monitored at 350 nm and triangle; λex = 445 nm, emission monitored at 

520 nm). Inset shows the relative fluorescence intensity of RBP (λex = 300 nm, emission 

monitored at 350 nm) at different concentration of SDS.  
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buffer (circle), 1 mM SDS (triangle) and 40 mM SDS (square) excited at 300 nm. 

Fluorescence decay of Trp residue of RBP in buffer is fitted triexponentially having time 

components of 0.14, 0.87, and 2.88 ns with average lifetime (<τ>) of 0.82 ns (Table 7.1). 

On subsequent addition of the SDS, <τ> increases up to 2.0 mM SDS concentration (below 

CMC) beyond which it does not change appreciably (Table 7.1). This indicates that SDS  

 

Table 7.1: Average lifetimes (<τ>) of RBP, and RBP-Rf complex in buffer and different 

concentrations of SDS. 

 
[SDS] (mM) 

Average Lifetime, <τ> (ns) 

(λex=300 nm; λem=350 nm) (λex=445 nm; λem=520 nm) 

 RBP RBP-Rf RBP-Rf 

0.0 0.82 0.43 0.64 

0.2 0.80 0.58 1.38 

0.4 0.93 0.62 2.01 

0.6 1.22 0.70 3.97 

0.8 1.76 0.85 4.49 

1.0 1.84 0.91 4.69 

1.5 1.93 1.28 4.68 

2.0 1.95 1.48 4.66 

3.0 1.94 1.64 4.66 

4.0 1.79 1.74 4.67 

8.0 1.80 1.83 4.66 

20.0 1.75 1.86 4.68 

40.0 1.77 1.79 4.68 

 

monomer significantly alters the ET dynamics as a molecular crowding agent. It is 

important to note here that Trp in aqueous solution has a distinct average lifetime of 2.8 ns 

whereas a single Trp protein HSA (human serum albumin) has an average lifetime of 5.8 

ns [26]. The lifetime of tryptophan in proteins varies from a few hundred picoseconds to 9 

ns [26]. It is widely believed that the large variation in its lifetime stems from the 

proximity of quenching groups like glutamic acid, aspartic acid, serine, threonine, 

methionine, arginine etc in the vicinity of the Trp [26]. A quenched average lifetime of 

0.82 ns for Trp in RBP indicates the presence of nearby quenching amino acid residues 

such as glutamic acid, serine and arginine, which is also evident from the high resolution 

X-ray crystallographic studies of RBP [27]. Addition of a molecular crowding agent like 

SDS releases the fluorescence quenching and as a result lifetime of Trp increases (Figure 

7.1 and Table 7.1). Previously, it has been observed that binding of SDS near Trp of BSA 

as well as HSA leads to the Trp fluorescence quenching and consequently decrease in 
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lifetime of Trp [28]. It was proposed that the quenching is static in case of HSA whereas 

both static and dynamic in case of BSA [28]. However, the present study reveals an 

opposite trend, i.e., quenching is released, which rules out a direct interaction between the 

crowding agent and Trp. In case of RBP-Rf complex increase in <τ> (Table 7.1) and 

fluorescence intensity of Trp (inset of Figure 7.1a) are due to the removal of neighbouring 

quencher amino acid residues and Rf form the ligand binding domain of RBP. At low SDS 

concentrations <τ> of Trp residue in RBP-Rf complex is smaller compared to that in RBP. 

However, beyond 4 mM SDS where RBP loses its vitamin binding capacity completely 

(discussed later), <τ> remains practically unchanged for both RBP and RBP-Rf complex. 

It has been concluded that in ET process the fluctuation of the donor-acceptor 

distance also results in a change of the fluorescence lifetime [29]. Time-resolved 

florescence measurements provide with an estimation of the ET rate constant of 1.35×109 

s-1 for RBP-Rf complex in buffer. Upon addition of SDS, ET rate constant decreases and at 

0.8 mM SDS it is found to be 9.5×106 s-1. Beyond this SDS concentration ET eventually 

stops. A low ET rate constant (106 s-1) implies a distance of ~20 Å between the 

isoalloxazine ring (Rf) and Trp-156 (RBP) which is much larger compared to the native 

distance of ~3.7 Å in the absence of SDS [27, 29]. This indicates that the observed 

decrease in vitamin binding capacity as well as inefficient ET process in presence of SDS 

is due to perturbation of protein structure as induced by the crowding agent. To understand 

this in more detail, we monitor the structure of RBP using circular dichroism (CD) 

technique. Figure 7.2a shows the far-UV CD spectra of RBP-Rf complex in absence and 

presence of SDS in 200-260 nm wavelength windows. As observed from Figure 7.2 and 

Table 7.2, addition of SDS molecules increases the helicity of the protein at the expense of 

a decrease in the percentage of random coil. Similar trend in the far-UV CD spectrum of 

RBP is also observed when SDS is added to RBP (inset of Figure 7.2a). It should be noted 

here that the change in the helical content is most significant at a concentration below 

CMC (2.0 mM) (Table 7.2) beyond which the effect is minimal. It appears that low 

concentration of SDS (below CMC) acts as molecular crowder which functionally 

strengthen the protein’s secondary structure. Such low SDS concentrations are incapable of 

forming an aggregate of the RBP polypeptide (see DLS measurement). Thus the protein 
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structure must be stabilized by a specific function, probably a “crosslinking function” of 

the bound SDS as suggested by Markus et al. [30]. 

 

Figure 7.2: (a) Far-UV CD spectra of RBP-Rf complex at various concentrations of SDS. Inset 

shows the Far-UV CD spectra of RBP at various concentrations of SDS. (b) Near-UV CD 

spectra of RBP-Rf complex at different concentrations of SDS. (c) Optical rotation of RBP (at 

293 nm; triangle) and RBP-Rf (at 293 nm; square) at different concentrations of SDS. 
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Table 7.2: Percentages of a-helix, β-structure and random coil of RBP; RBP-Rf complex in 

buffer and in different concentrations of SDS. 

System α Helix (%) Anti-parallel (%) Parallel (%) β turn (%) Random Coil (%) 

RBP 27.5 11.1 9.8 18.5 33.1 

RBP+RF 27.8 11.2 9.7 18.8 32.5 

0.2 SDS 27.2 11.3 9.9 18.7 32.9 

0.4 SDS 29.2 10.9 9.4 18.6 31.9 

0.6 SDS 29.8 10.7 9.3 18.5 31.7 

0.8 SDS 28.4 10.9 9.6 18.5 32.6 

1.0 SDS 30.6 10.4 9.1 18.5 31.4 

1.2 SDS 30.8 10.5 9.1 18.4 31.2 

1.5 SDS 32.2 10.1 8.8 18.4 30.5 

2.0 SDS 32.9 9.9 8.7 18.3 30.2 

3.0 SDS 32.5 10.0 8.7 18.5 30.3 

4.0 SDS 32.1 10.3 8.9 18.6 30.1 

5.0 SDS 33.5 9.9 8.5 18.3 29.8 

8.0 SDS 33.8 9.8 8.5 18.4 29.5 

20.0 SDS 32.4 10.2 8.7 18.4 30.3 

40.0 SDS 33.4 9.9 8.6 18.4 29.7 

 

Near-UV CD spectrum of protein explores contribution from aromatic amino acid 

residues and reveals the tertiary structure of proteins. The observed near-UV CD spectrum 

of RBP-Rf in buffer shows a distinct peak at 268 nm along with a shoulder in the 290 nm 

region (Figure 7.2b). The signal around 268 nm originates from tyrosine, whereas that in 

the 290 nm region is due to the tryptophan (Trp) residue of the protein. With gradual 

addition of SDS to RBP-Rf complex, the intensity of signal around 268 and 290 nm 

regions get reduced. As the concentration of added SDS goes beyond 3 mM the CD 

spectrum gets significantly distorted. The change in the 268 nm regions signifies 

perturbation to tyrosine, whereas that in the 290 nm regions indicates a drastic change in 

the Trp containing domain which is consistent with the steady-state and time-resolved 

studies. The protein itself also losses its tertiary structure in the presence of SDS (Figure 

7.2c). However, the loss of tertiary structure of RBP occurs at ~3 mM SDS in the presence 

of Rf and ~1.5 mM SDS in the absence of Rf (Figure 7.2c). This suggests that Rf bound 

RBP has enhanced stability against molecular crowding environment compared to RBP 

itself. This is in agreement with the steady-state emission measurement where transition 

point for denaturation is higher for RBP-Rf complex compared to RBP without Rf (Figure  
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Figure 7.3: (a) Visible CD spectra of RBP-Rf complex at various concentrations of SDS. (b) 

Optical rotation values at 445 nm of RBP-Rf complex at various concentrations of SDS. (c) 

Hydrodynamic diameter of RBP at different SDS concentrations. Broken lines are guide to eye. 

Typical DLS signals for 20 mM SDS, RBP in buffer and 120 mM SDS concentration are shown 

in the inset. 
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7.1c). Previously it was found that Rf binding renders enhanced thermal stability of RBP, 

as manifested by a change in the denaturation temperature from 60.8 0C for RBP to 72.8 0C 

for RBP-Rf complex [31]. Loss in tertiary structure of the protein results in the expulsion 

of the vitamin from the binding site of RBP as evident from visible CD and absorption 

measurement (discussed in next paragraph). Rf either in buffer or in SDS does not show 

any appreciable optical activity in visible region. However upon binding with RBP, a set of 

strong CD bands appear in the visible region as shown in Figure 7.3a. The band positioned 

at ~445 nm is due to the π-π* transition, whereas those at 370 nm and 340 nm are 

attributed to a second π- π* and n-π* transitions, respectively [32]. These strong CD bands 

suggest that Rf is rigidly packed in the binding cleft and rotation of the ribose moiety is 

completely hindered. With increasing concentration of SDS, the CD signals in visible 

region get weaker and eventually disappear above ~3 mM SDS indicating the loss of 

binding capacity of the protein (Figure 7.3b). Further confirmation comes from the 

absorption spectra of RBP-Rf complex in the presence of different concentration of SDS 

(Figure 7.4). It is evident from the Figure 7.4a, c that addition of SDS leads to a 

considerable blue shift of the absorption maximum. The shoulder at ~490 nm which is 

characteristic of Rf binding progressively disappears forming an isobestic point at ~473 nm 

indicating the loss of vitamin binding capacity of RBP (Figure 7.4a). To get a clear picture 

of the disappearance of the 490 nm peak we deconvolute the absorption spectra (Figure 

7.4b). RBP-Rf complex shows three absorption peak whereas in presence of 40 mM SDS 

RBP-Rf complex has only two maxima confirming the loss of binding capacity of vitamin 

in crowded environments. 

To check whether the loss of tertiary structure of RBP as evidenced from near-UV 

CD is due to its unfolding, we perform DLS measurement. Inset of Figure 7.3c depicts the 

DLS measurements of SDS micelle; RBP in buffer and RBP in the presence of SDS. As 

evident from the figure, hydrodynamic diameter (dH) of RBP in buffer is comparable to 

that of SDS micelle. Thus we could not get both the peaks (protein and micelle) 

individually. Figure 7.3c shows the change in the hydrodynamic diameter of RBP at 

different SDS concentrations. As evident from the figure, hydrodynamic diameter of RBP 

in buffer is 4.7 nm which increases to 5.2 nm at ~2 mM SDS concentration and afterwards  
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Figure 7.4: (a) Absorption spectra of RBP-Rf complex at different concentrations of SDS. (b) 

The deconvolution of absorption spectra of RBP-Rf complex at two different SDS concentrations 

(0 mM (green) and 40 mM (red)). (c) The shift in absorption peak of Rf in RBP-Rf complex as a 

function of SDS concentrations. 
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the size increases linearly with increasing SDS concentration. Practically there is no 

change in the size of RBP before CMC which supports the “cross linking hypothesis” as 

discussed earlier. Thus the interaction of SDS and RBP is found to be weak and only with 

[SDS]/[RBP]≥130 the protein starts unfolding (Figure 7.3c). As large excess of SDS (in 

the form of micelles) is needed to initiate the unfolding, the interaction between SDS and 

RBP is assumed to be nonspecific in nature. Some other proteins like Cardiotoxin exhibits 

similar resistance [33], while a number of other water-soluble proteins are easily denatured 

by SDS [34, 35]. The observed weak interaction might be due to the acidic nature of RBP 

which holds an overall negative charge at physiological pH. Thus excess of SDS as 

micellar crowding agent is needed to initiate the hydrophobic interaction with the protein 

interior and consequent unfolding of the protein. Since RBP unfolds in the presence of 

excess of SDS and losses its tertiary structure as well as its vitamin binding capacity while 

there is an insignificant change in secondary structure, it seems that it adopts an 

intermediate structure in the presence of SDS. Previous studies by Alen et al. [36] on 

guanidium hydrochloride (GndHCl) denaturation of RBP concluded that the unfolding 

process consists of two steps with two transitions (i.e., a three-state model) and possibility 

of an intermediary molten globule state. Further confirmation to this fact comes from 

spectroscopic measurements. It has been shown earlier that tryptophan emission of RBP 

suffers 10-12 nm red shifts on complete denaturation indicating the exposure of Trp from 

the interior of the protein towards a more polar aqueous environment [21, 36]. In the 

present study, however, we find that tryptophan residue of RBP does not show any peak 

shift even at the highest concentration of SDS used (40 mM) either in the absence or in the 

presence of Rf. This affirms that SDS denatures RBP partially to an intermediate molten 

globular state in which RBP retains almost all of its secondary structure, however, loses its 

tertiary structure which in turn is unable to hold Rf and hence stops ET between the protein 

and vitamin. 

Quenching of RBP florescence upon Rf binding has commonly been believed to be 

a result of efficient Förster resonance energy transfer (FRET) from excited Trp to Rf [21]. 

Based on the overlap of protein fluorescence and Rf absorption Li et al. calculated the 

Förster’s parameter R0 to be 3 Å [21]. However, Choi et al. suggested that the quenching  
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Figure 7.5: (a) Spectral overlap of fluorescence emission of L-tryptophan and absorption 

spectrum of Rf in buffer. (b) Fluorescence decay transients of L-tryptophan (λex = 300 nm) in the 

absence and presence of Rf in buffer. Corresponding steady-state emission spectra are shown in 

the inset. (c) Fluorescence decay transients of L-tryptophan (λex = 300 nm) in the absence and 

presence of Rf in 40 mM SDS. Corresponding steady-state emission spectra are shown in the 

inset. 



 162 

of RBP fluorescence upon binding of Rf is due mainly to the ground-state stacking 

interaction between a tryptophan residue at the binding site and the quinoxaline portion of 

Rf, and not due to FRET [37]. However, the distance of five Trp varies from 4 to 12 Å 

approximately as calculated from the distances provided by Monaco et al. [27]. Based on 

the overlap of protein fluorescence and Rf absorption and assuming random orientation of 

acceptor and donor dipoles and taking quantum yield of the tryptophan in the protein RBP 

to be 0.06, we calculate Förster distance (R0) to be 23 Å. The energy transfer efficiency is 

found to be ~56% using Equation 2-46b. The distance between Trp and Rf is calculated to 

be 22 Å which is considerably higher than the acceptable distance of 4-12 Å. In order to 

find out whether there is possibility of energy transfer from L-Trp molecule to Rf, we 

perform steady-state as well as time-resolved experiment. It is important to mention here 

that the concentration of Rf (acceptor) is higher than that of L-Trp (donor) and also is equal 

to the micellar concentration. Although there is a huge quenching of L-Trp steady-state 

emission in buffer as well as in 40 mM SDS (inset of Figure 7.5b, c respectively), the 

lifetime of tryptophan does not suffer any change in these systems (Figure 7.5). This 

clearly indicates that the quenching is static in nature. Thus possibility of FRET between 

L-Trp and Rf is ruled out. However, both steady-state and time-resolved measurement of 

tryptophan residue of RBP-Rf complex (Table 7.1) shows quenching indicating that 

quenching is not completely static in case of RBP-Rf complex as suggested by Choi et al. 

[37]. It is important to note that both static and dynamic quenching require molecular 

contact between the fluorophore and the quencher. Also a distance of 4-12 Å between 

tryptophan residue of RBP and Rf molecule indicates a low possibility of FRET between 

them since for efficient FRET the donor-acceptor distance must be within 0.5 R0 to 1.5 R0 

[38]. Based on these experimental findings we suggest that quenching of protein 

fluorescence upon Rf binding might be either static or combined dynamic and static but 

not due to FRET. However, the detailed description of quenching is out of the scope of the 

present work. 

7.3. Conclusion:  

In this work, we have provided an experimental evidence of the effects of 

molecular/macromolecular crowding in the biochemical reaction by using a simple model 
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system. We have studied the ultrafast ET dynamics of Rf in RBP. For 

molecular/macromolecular crowding agent we have used SDS surfactant. It has been found 

that the extent of ultrafast electron transfer (ET) between Rf and RBP decreases with the 

addition of SDS molecules. Beyond 1 mM SDS concentration ET eventually stops as 

revealed from picosecond-resolved fluorescence measurement indicating loss of vitamin 

binding capacity of RBP. We have confirmed that the secondary structure of RBP 

strengthens in presence of molecular crowding agents due to cross-linking. However, its 

tertiary structure collapses in the presence of SDS as observed from CD measurements. 

These observations indicate that the loss of binding capacity of RBP above 1.5 mM of SDS 

(below CMC where SDS exists as monomer) concentration is due to collapse of its tertiary 

structure. These characteristics also indicate that in presence of crowding environments 

RBP changes from native (N) to a molten globular like intermediate state (I) which retains 

its secondary structure but loses its tertiary structure. We also suggest that quenching of 

tryptophan emission of RBP in presence of Rf is not due to FRET as established previously 

rather a combination of dynamic and static quenching. Hence, our results suggest that ET 

rate from tryptophan(s) to Rf in the RBP in vivo is slower, considering that the intracellular 

milieu is crowded in nature. 
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Chapter 8 

Exploration of Environmental Dynamics and 

Enzymatic Activity in Nanoscopic Confinement 

8.1. Introduction: 

The role of hydration in enzyme activity has been a longstanding unresolved problem in 

molecular biophysics [1-3]. To understand the molecular basis of the role of water in 

protein function, several studies have been done to correlate a relation between enzyme 

activity and hydration level. Most of the studies so far aimed at elucidating the role of 

water in enzyme function have utilized hydrated protein powders, films or in gas phase [4-

7]. For instance, Daniel et al., examined the enzyme activity of pig liver esterage (PLE) at 

hydration level of 3 (±2) molecules of water per molecule of enzyme and suggested that 

neither hydration nor fast anharmonic dynamics (100 ps) are required for enzyme function 

[1, 2, 8]. It was also concluded in the study that involvement of faster dynamics very much 

depends on the specific requirement of the enzyme for its function. For example, the 

function of light-driven proton pump protein bacteriorhodopsin exhibits a strong 

correlation with dynamical transition and its range from 0.1 to a few hundred picoseconds 

[9-11]. Studies of lysozymes powders equilibrated with water in air have shown that 

catalysis reaction occurs at a hydration level below the monolayer water coverage (0.2 g of 

water per gram of enzyme) [12]. However, the way of importance of dynamics at the 

molecular level is difficult to achieve from a single experiment and is clearly missing in 

contemporary literature. Also, the use of enzyme powder complicates the measurement of 

enzyme activity, particularly at low catalytic activities. Thus, any correlation among 

enzyme hydration, dynamics, and activity is still not clear. A convenient way to study the 

water dynamics and enzyme activity is through encapsulation in reverse micelle (RM), 

because of the precise control of water loading properties (w0 = [water]/[surfactant]) in the 

system. In earlier studies from this group, the efficacy of the RM environment to study 

protein in controlled hydration has been demonstrated [13, 14]. Here, we have studied both 

enzymatic activity and water dynamics of Subtilisin Carlsberg (SC) and have correlated 
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the observed catalytic function with water dynamics. SC is an alkaline serine protease with 

a well-known three dimensional  crystal structure [15], widely used as an additive in 

commercial laundry products [16]. The structure of the enzyme is retained in presence of 

wide variety of organic solvent and remains catalytically active even at low water content 

[3, 7]. Therefore, both the enzymatic activity and water dynamics of the protein can be 

studied over a wide range of the RM hydration. In the present work, we have measured the 

activity of the protein using N-CBZ-Gly-Gly-Leu p-nitroanilide as a substrate. For 

solvation dynamics study, we have used 3-(dansylamino)phenylboronic acid (DB) as a 

solvation probe. The use of DB as a solvation probe lies in the fact that it is a potent serine 

protease inhibitor [17]. Therefore, it is easy to monitor the change in hydration in the 

active site of the protein. Circular dichroism (CD) measurements have been performed to 

check the secondary structure of the encapsulated protein with different degrees of 

hydration. From the detailed analysis of the temperature dependent solvation dynamics, we 

have calculated activation energy barrier (Eact) between free and bound type of water 

present in the solvation shell of the protein and the strength of the hydrogen bonds. 

8.2. Results and Discussion: 

8.2.1. Modulation of Environmental Dynamics at the Active Site and Activity of an 

Enzyme Under Nanoscopic Confinement: Subtilisin Carlsberg in Anionic AOT 

Reverse Micelle [18]: 

RM is a tiny aqueous droplet, surrounded and stabilized by a monolayer of surfactant 

molecules, and dispersed in a water immiscible organic solvent. Addition of proteins in the 

RM causes encapsulation of the protein inside the aqueous core of the RM [13]. Figure 8.1 

shows DLS spectra of the RM with different degrees of hydration in the presence and 

absence of the protein, SC. Similar peak position of spectra confirms the complete 

encapsulation of protein inside the RM core. However, hydrogen bonding properties of 

interfacial water is distinct from bulk water. Therefore, it is expected that the confined 

water molecules of the RM will affect the conformational properties of the encapsulated  
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Figure 8.1: (a-c) Dynamics light scattering spectra of reverse micelle in presence and absence of 

the enzyme, Subtilisin Carlsberg. The solid lines are guide to the eye. 

protein as well. To quantitatively compare our results with the expectation, we have 

monitored the conformational change of the protein using far-UV CD spectra. A 

comparison of the CD structure of free and encapsulated protein is shown in Figure 8.2a. A 

change in CD structure of the encapsulated protein is observed relative to the free protein 

in buffer. Appearance of two minima at 208 and 222 nm is indicative of the helical content 

of the protein. Thus the protein undergoes a significant increase in α-helicity when  
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Figure 8.2: (a) Far- UV CD spectra of Subtilisin Carlsberg (SC) at various w0 values. (b) 

Fraction of unfolded protein in buffer and encapsulated in reverse micelle of various w0 values, 

as a function of temperature. The estimated error in measurement is about 2%. 

introduced into AOT RM compared to that in aqueous buffer solution. Analysis of the 

spectra by CDNN/K2D analysis indeed reveals that α-helix content of SC increases after 

encapsulation in AOT RM (Table 8.1, 8.2). As shown in Table 8.1, the content of α-helix, 

β- sheet, β-turn and random coil structure of SC in aqueous buffer are 33.6, 17.5, 17.3 and 

31.6% respectively, which are in excellent agreement with that calculated from the X-ray 

structure [19] and the report of Griebenow using Fourier transform infrared (FTIR) 

spectroscopy [20]. However, after encapsulation of protein in RM the α-helix content 

increases from 33.6% in aqueous solution to 41.1% in the AOT RM. We have noted that 

the estimation of α-helix content depends on the analysis software used (Table 8.1, 8. 2). 
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Table 8.1: Percentages of α-helix, β-structure, β-turn and random coil of SC in buffer and in 

RM of different degrees of hydration, calculated from CDNN analysis with standard error of 

~2%. 

System α-Helix (%) Antiparallel (%) Parallel (%) β-turn (%) Random Coil (%) 

Buffer 33.60 8.85 8.65 17.30 31.60 

w0 = 5 41.14 7.25 7.25 16.48 27.88 

w0 = 10 41.74 7.17 7.17 16.40 27.52 

w0 = 20 40.00 7.40 7.40 16.50 28.70 

 

Table 8.2: Percentages of α-helix and β-sheet (parallel and antiparallel) of SC in buffer and in 

RM of different degrees of hydration, calculated from K2D analysis with standard error of ~2%. 

System α-Helix (%) Antiparallel (%) Parallel (%) 

Buffer 24 15 61 

w0 = 5 32 16 52 

w0 = 10 32 16 51 

w0 = 20 32 16 51 

 

The increased helical content of the protein SC in RM is not surprising given the fact that 

in the RM confinement, most of the water molecules are hydrogen bonded to the 

negatively charged sulfosuccinate head groups of the AOT molecules leaving very few 

water molecules to interact with the protein SC. Therefore, the extent of hydrogen bonding 

between the amide group of the protein and water molecules decreases, consequently 

interhelical hydrogen bonds in such an environment are strengthened. Similar results are 

also observed for other proteins in surfactant solutions [21-25]. However, the molar 

ellipticity remains unaltered with increasing the w0 values indicating the positioning of SC 

near the surface of the RM. In order to obtain more insight on the stability of the protein 

due to confinement effect, the thermal unfolding transition experiments are carried out. As 

shown in Figure 8.2b, the thermal unfolding curves obtained by recording CD signal of the 

encapsulated protein at 222 nm exhibit different thermal melting behaviors (~58 oC) than 

that of the free protein (64 oC) in aqueous solution. This destabilization may arise due to 

the geometrical confinement effect of the RM, as RM is reported to have two opposing 

effects on helical structure: stabilization due to backbone dehydration and destabilization 

due to geometrical confinement [25], where the latter appears to be dominating in our 

experiment. However, as shown in Figure 8.2 and Tables 8.1, 8.2, after encapsulation there 

is no such change either in α-helix content or in thermal stability of the protein with 

increasing degrees of hydration. 
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Figure 8.3a shows enzymatic activity of the protein SC in the AOT RM with 

various degrees of hydration (w0) within the structural integrity of the protein in the 

nanoenvironments. The estimated specific activity (Figure 8.3b; Table 8.3) is found to be 

increased with increasing degree of hydration. Scheme 8.1 shows the mechanistic 

pathways for the hydrolysis of the substrate CBZ-GGL-pNA by SC. Briefly, in the first 

step the nucleophile (Ser-221) attacks the substrate to form an acyl-enzyme intermediate 

followed by deacylation in the second step. In the final step, water act as a nucleophile 

which hydrolyzes the ester bond between the substrate and Ser-221 of the enzyme to form  

 

 

Figure 8.3: (a) Enzymatic activity of SC in buffer and in RM with different w0 values. (b) 

Change in specific activity of SC with changing w0 values of the AOT RM. Solid line is guide to 

the eye. The estimated error in measurement is about 3%. 
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Table 8.3: Comparison of Specific Activity in units/mg of SC in buffer and in RM with different 

w0 values with standard error of ~5%.a 

System Specific Activity (units/mg) 

Buffer 14.87 

w0 = 5 0.06 

w0 = 15 0.12 

w0 = 20 0.17 

w0 = 30 0.39 

w0 = 40 0.54 
a According to vendor (Sigma-Aldrich) one unit of SC will hydrolyze casein to produce color equivalent to 1.0 μmole 

(181 μg) of tyrosine per min at pH 7.5 at 37 °C (color by Folin-Ciocalteu reagent). The specific activity of the native SC 

is 7-15 units/mg 

 

 

Scheme 8.1: Schematic representation of the mechanistic pathway for substrate hydrolysis by the 

enzyme SC. In the first step the nucleophile (Ser-221) attacks the substrate (CBZ-GGL-pNA) to 

form an acyl-enzyme intermediate followed by deacylation in the second step. In the final step 

water acts as nucleophile which hydrolyzes the ester bond between the substrate and Ser-221 of 

the enzyme to form the final hydrolysis products. 
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the final hydrolysis products. The distinct difference in enzymatic activity of the protein 

even at higher w0 values compared to bulk buffer again suggests the positioning of the 

enzyme near the surface of the RM. In order to correlate the change of enzymatic activity 

of the protein with water dynamics at the active site, we have used time-dependent 

fluorescence stokes shift (TDFSS) method using the fluorescence behavior of the enzyme 

inhibitor, DB, attached to the active site of the enzyme. Figure 8.4b shows the fluorescence 

decay transients of SC-DB adduct in the RM of w0 = 5 at three selected wavelengths at 

room temperature. The decay transients at the blue end (430 nm) can be fitted tri-

exponentially with the time components of 180 ps (47%), 1.03 ns (44%) and 4.10 ns (9%), 

whereas, at the extreme red wavelength (590 nm) the transient shows rise components of 

480 ps and 1.95 ns along with a decay component of 10 ns. The presence of faster decay 

components at the blue end and rise component at the red wavelength in contrast to the  

 

 

Figure 8.4: (a-c) Fluorescence decay transients of 3-(dansylamino)phenylboronic acid bound to 

Subtilisin Carlsberg, encapsulated within AOT reverse micelle of w0 = 5 at different 

temperatures. (d-f) and (g-i) are the corresponding time-resolved emission spectra (TRES) and 

solvent correlation function, C(t) respectively. The corresponding anisotropy decay profiles, r(t) 

are shown in the inset of Figure of (g-i). The estimated error in measurement is about 2%. 



 175 

protein in aqueous solution is indicative of slower solvation of the probe in the 

encapsulated protein. From these decay transients, we construct the time-resolved emission 

spectra (TRES) as shown in Figure 8.4e, which is associated with a significant dynamical 

Stokes shift of 1350 cm-1 in 10 ns. Following TRES, we have constructed the solvent 

correlation function, C(t) using equation 2-14. The temporal decay of the C(t) shows 

biexponential decay with time constants of 410 ps and 2.35 ns (Figure 8.4h and Table 8.4). 

Previous theoretical [26] and experimental [27-30] studies on hydration at bio-interfaces 

have revealed that the interfacial waters are hydrogen bonded to the biomolecular interface 

and show slower dynamics than that of bulk water. The slow components in solvation 

dynamics may be due to several reasons, for example, self-diffusion of probe (DB), 

 

Table 8.4: Time constants for C(t) and r(t) of SC in RM using DB as fluorescent probe, at 

various temperatures with standard error of ~5%.a
 

 

w0 

Temp. 

(oC) 

Em. 

peak 

(nm) 

Solvation Time Constants Eact (kcal 

mol-1) 

Rotational Time Constants 

a1 τ1 

(ns) 

a2 τ2 

(ns) 

<τav> 

(ns) 

a1 τ1 

(ns) 

a2 τ2 

(ns) 

 

 

5 

10 508 0.23 0.32 0.77 2.78 2.23  

 

 

3.3±0.02 

0.35 0.13 0.65 1.95 

20 512 0.30 0.41 0.70 2.35 1.77 0.34 0.12 0.66 1.39 

30 515 0.23 0.25 0.77 1.33 1.08 0.23 0.11 0.77 0.75 

40 517 0.52 0.42 0.48 2.10 1.23 0.29 0.06 0.71 0.59 

50 518 0.54 0.37 0.46 1.75 1.00 0.32 0.05 0.68 0.48 

60 519 0.56 0.32 0.44 1.69 0.92 0.36 0.02 0.64 0.38 

 

 

10 

10 518 0.51 0.63 0.49 2.90 1.75  

 

 

3.4±0.02 

0.07 0.29 0.16 1.82 

20 520 0.70 0.58 0.30 3.19 1.37 0.07 0.12 0.18 0.94 

30 523 0.71 0.45 0.29 2.20 0.96 0.08 0.16 0.14 0.10 

40 525 0.70 0.38 0.30 2.10 0.89 0.07 0.16 0.14 0.91 

50 526 0.74 0.30 0.26 2.30 0.82 0.10 0.15 0.13 0.64 

60 526 0.69 0.26 0.31 1.80 0.74 0.11 0.24 0.09 0.67 

 

 

20 

10 524 0.49 0.37 0.51 1.65 1.02  

 

 

3.5±0.02 

0.09 0.22 0.17 1.42 

20 527 0.58 0.29 0.42 1.37 0.74 0.10 0.21 0.15 1.23 

30 528 0.61 0.24 0.39 1.19 0.60 0.12 0.18 0.13 1.06 

40 529 0.69 0.22 0.31 1.12 0.50 0.10 0.11 0.14 0.66 

50 529 0.74 0.20 0.26 1.02 0.42 0.12 0.10 0.13 0.53 

60 529 0.73 0.20 0.26 1.00 0.41 0.15 0.12 0.09 0.61 

a τi represents the time constants, ai represents its relative contribution, and ⟨τs⟩ is the average solvation time constant. 
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tumbling of the protein, local relaxation of the protein matrix, and dynamic exchange 

between bound and free water. The minimal change in time-dependent full width half-

maxima in TRES (Figures 8.4-8.6), suggests the insignificant contribution from self-

diffusion of the probe in the solvation response [31]. Tumbling motion or reorientation of 

the entire protein molecule causes time scale of around 10-100 ns, which is markedly 

higher than time components realized for DB in SC (Table 8.4) [31]. Therefore, in the 

present study, the origin of the slow component might be due to the collective contribution 

from both the bound type water as well as from the segmental motion of the protein 

residues. As the probe DB resides into the enzyme pocket of the protein, hence there 

should be a contribution from the protein residue. Similar result is also reported earlier by 

Sahu et. al [32] where they showed slow solvation time component (4.5 ns) for ANS bound 

to BSA. We have also studied the solvation dynamics of the encapsulated protein at 

 

 

Figure 8.5: (a-c) Fluorescence decay transients of 3-(dansylamino)phenylboronic acid bound to 

Subtilisin Carlsberg, encapsulated within AOT reverse micelle of w0 = 10 in different 

temperatures. (d-f) and (g-i) are the corresponding time-resolved emission spectra (TRES) and 

solvent correlation tfunction, C(t) respectively. The corresponding anisotropy decay profiles, r(t) 

are shown in the inset of panels g-i. The estimated error in measurement is about 2%. 
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Figure 8.6: (a-c) Fluorescence decay transients of 3-(dansylamino)phenylboronic acid bound to 

Subtilisin Carlsberg, encapsulated within AOT reverse micelle of w0 = 20 in different 

temperatures. (d-f, g-i) Corresponding TRES and C(t), respectively. The corresponding 

anisotropy decay profiles, r(t) are shown in the inset of panels g-i. The estimated error in 

measurement is about 2%. 

different temperatures. Figure 8.4 shows the temperature-dependent solvation dynamics 

study at three representative temperatures (10, 20, and 60 oC) of the protein in the AOT 

RM at w0 = 5. With an increase in temperature, the average solvation time constant, <τs> 

( i

i

iτa ) becomes faster (Table 8.4) revealing increased flexibility of the protein with 

associated interfacial water at higher temperature. The increased flexibility of the protein at 

higher temperature is also reflected from the faster rotational anisotropy data of the probe 

at higher temperature (inset, Figure 8.4g-i). Figure 8.5, 8.6 shows the dynamics at the 

active site of the protein in the AOT RM in higher degree of hydration (w0 = 10 and 20) at 

different temperatures. It is clear from the studies that with increase in w0, the solvation 

dynamics at a particular temperature becomes faster attributing less confinement effect 

with increasing w0 [33, 34]. 
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In order to study the role of the protein in the slower dynamics of solvation at the 

active site, in a series of control experiments we have investigated the solvation dynamics 

of the RM without protein, using the probe DB (Figures 8.7-8.9; Table 8.5). The observed 

solvation time constants are quite similar to the previous studies in AOT RM systems and 

are attributed to the interfacial bound type and free type water molecules, respectively [35]. 

The dependency of average solvation time constant in different degrees of hydration (w0) 

and in different temperatures is found to be similar to those at the active site of the protein 

in the AOT RM, however, in a different way as shown in Figure 8.10. From the 

temperature- induced acceleration of solvation dynamics of water in encapsulated protein 

and free RM, we have calculated the free energy of activation from bound to free water 

molecules using multishell continuum model proposed by Bagchi et al. [26] Briefly, the 

water molecules at the interface comprise two components: one is “free water” and the 

other is attached to the biomolecule by a strong hydrogen bond and rotates only in a 

 

 

Figure 8.7: (a-c) Fluorescence decay transients of 3-(dansylamino)phenylboronic acid in AOT 

reverse micelle of w0 = 5 in different temperatures as a control study. (d-f, g-i) Corresponding 

TRES and C(t), respectively. The corresponding anisotropy decay profiles, r(t) are shown in the 

inset of panels g-i. The estimated error in measurement is about 2%. 
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Figure 8.8: (a-c) Fluorescence decay transients of 3-(dansylamino)phenylboronic acid in AOT 

reverse micelle of w0 = 10 in different temperatures as a control study. (d-f, g-i) Corresponding 

TRES and C(t), respectively. The corresponding anisotropy decay profiles, r(t) are shown in the 

inset of panels g-i. The estimated error in measurement is about 2%. 

coupled fashion with the slowly rotating biomolecule. The latter species is termed “bound 

water” and there is always a dynamic exchange between the free and bound water. The 

energetic of this bound to free type transition of water molecules with temperature is 

assumed to be governed by an Arrhenius type of activation energy barrier crossing model 

[26, 36, 37] as follows: 

    






 





RT

E
Aexp

τ

1
k act

s

bf     (8-1) 

where <τs> represents the average solvation time constant, kbf is the rate constant for 

bound-to-free water conversion, A is the pre-exponential factor, and Eact is the 

corresponding activation energy for the transition process. Plot of ln(1/<τs>) vs. 1/T 

produces good linear fits (Figure 8.11) with corresponding activation energy values of 3.3, 

3.4, and 3.5 kcal mol-1 for protein encapsulated in w0 = 5, 10 and 20 RMs, respectively, 

whereas activation energy values for free RM are 4.0, 4.3, and 5.0 kcal mol-1 respectively.  
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Figure 8.9: (a-c) Fluorescence decay transients of 3-(dansylamino)phenylboronic acid in AOT 

reverse micelle of w0 = 20 in different temperatures as a control study. (d-f, g-i) Corresponding 

TRES and C(t), respectively. The corresponding anisotropy decay profiles, r(t) are shown in the 

inset of panels g-i. The estimated error in measurement is about 2%. 

Table 8.5: Time constants for solvent correlation function, C(t) and rotational time constants, 

r(t) of DB in RM at various temperatures with standard error of ~5%.a
 

a τi represents the time constants, ai represents its relative contribution, and ⟨τav⟩ is the average solvation time constant. 

 

w0 

Temp. 

(oC) 

Em. 

peak 

(nm) 

Solvation Time Constants Eact (kcal 

mol-1) 

Rotational Time Constants 

a1 τ1 

(ns) 

a2 τ2 

(ns) 

<τav> 

(ns) 

a1 τ1 

(ns) 

a2 τ2 

(ns) 

 

 

5 

10 508 0.45 1.03 0.55 5.83 3.66  

 

 

3.5±0.02 

0.22 0.30 0.78 2.16 

20 512 0.52 0.78 0.48 3.97 2.33 0.36 0.36 0.64 1.82 

30 516 0.66 0.72 0.34 4.09 1.87 0.47 0.34 0.53 1.58 

40 518 0.65 0.52 0.35 2.39 1.18 0.25 0.15 0.75 0.71 

50 519 0.71 0.44 0.29 2.49 1.03 0.24 0.06 0.76 0.47 

60 520 0.73 0.39 0.27 2.36 0.92 0.25 0.08 0.75 0.41 

 

 

10 

10 520 0.49 0.56 0.51 2.32 1.46  

 

4.3±0.04 

0.07 0.29 0.16 1.84 

20 523 0.61 0.45 0.39 2.20 1.13 0.09 0.08 0.19 0.94 

30 526 0.74 0.40 0.26 2.05 0.83 0.11 0.11 0.14 1.04 

40 527 0.74 0.31 0.26 1.68 0.66 0.07 0.17 0.13 0.94 

50 528 0.74 0.30 0.26 1.75 0.67 0.11 0.11 0.14 0.60 

 

 

20 

10 526 0.52 0.33 0.48 1.54 0.91  

 

5.0±0.08 

0.11 0.44 0.14 2.21 

20 529 0.67 0.29 0.33 1.42 0.66 0.10 0.32 0.14 1.50 

30 531 0.72 0.22 0.28 1.27 0.51 0.12 0.23 0.13 1.17 

40 532 0.75 0.17 0.25 1.08 0.40 0.14 0.16 0.12 0.87 

50 533 0.79 0.16 0.21 0.96 0.33 0.13 0.14 0.11 0.64 

60 533 0.79 0.13 0.21 0.78 0.27 0.14 0.12 0.09 0.53 
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Figure 8.10: Comparison of the average solvation time constant of free 3-

(dansylamino)phenylboronic acid and bound to Subtilisin Carlsberg encapsulated within reverse 

micelle of different w0 values. The estimated error in measurement is about 2%. 
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Figure 8.11: Plot of ln(1/s) against 1/T for for AOT/i-Oc RM with w0 = 5, 10, and 20 in presence 

(a) and absence (b) of the enzyme, SC. Straight lines are fitting of the experimental data using 

equation 8-1 (see text). The estimated error is about 1%. 
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Scheme 8.2: Schematic representation of the different types of water molecules namely 

interfacial bound water (IBW, water molecules hydrogen bonded to protein surface or AOT head 

groups), interfacial free water (IFW, water molecules hydrogen bonded to IBW) and bulk type 

water (BW), respectively. For encapsulated protein there are mainly two types of water molecules 

irrespective of the hydration number due to hydration sharing by both protein and surfactant 

head group. Thus, the activation energy (Eact) is almost same. However for RM, with increasing 

hydration number (≥10) bulk type (BW) of water molecules generates. Therefore, the activation 

energy (Eact) increases (see text). 

The observed Eact values for protein free RM are in good agreement with our previous 

result using C500 as solvation probe [38]. It has to be noted that energy barrier calculated 

for w0 = 5 is relatively lower and this could be because at w0 = 5 RM has only two types of 

water molecules namely interfacial bound water (IBW, water molecules hydrogen bonded 

to protein surface or AOT head groups) and interfacial free water (IFW, water molecules 

hydrogen bonded to IBW) (Scheme 8.2A, B) and this type of conversion is associated with 

an energy barrier of 2.4-4 kcal mol-1 [39]. However, for the higher w0 values (≥10), the 

RM water pool is formed and the probe senses a transition from IBW to bulk type (BW) 

water molecules (Scheme 8.2B) that is associated with a higher energy barrier of 7–8 kcal 

mol-1 [40]. However, in the encapsulated protein there is only two types of water 

molecules (IBW and IFW) as shown in Scheme 8.2A, and bulk type water is not formed 

even at higher w0 values due to the competitive sharing of hydration water between the 

protein and surfactant molecules. This makes the Eact value to be remain same at all the w0 

values of the encapsulated protein, although <τs> changes due to the increased fraction of 

interracially free water (IFW) at higher w0 values. Thus the dynamics and energetics of 
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water molecules at the active site of the enzyme is correlated with the degree of hydration 

and differentiated from the free reverse micelle. 

8.3. Conclusion: 

In conclusions, the study presented here investigates the structure, function and 

dynamics of SC in AOT RM. The solvation dynamics at the active site of the enzyme 

becomes faster with increasing w0 values of the AOT RM. The observed acceleration of 

faster dynamics is due to increased content of interfacial free type (IFW) of water 

molecules at higher w0 values. CD result suggests the helical content of the protein to be 

increased in AOT RM compared to free aqueous buffer, which remains unaltered by 

changing w0 values. However, the enzymatic activity is found to be increased with 

increasing water content in the RM. The genesis of the observation appears to stem from 

the hydrolysis characteristics of the reaction between CBZ-GGL-pNA and SC, where 

water act as nucleophile (Scheme 8.1). Faster hydration dynamics at the active site of the 

enzyme with increasing water content causes an increase in local polarity around the active 

site due to the hydration of polar and charged groups. The increase in polarity increases the 

active site flexibility, which in turn facilitates the hydrolysis reaction. The increased 

activity of the enzyme at higher hydration also supports the fact that global structural 

intactness is not an accurate indication of the active site flexibility. The temperature 

dependent hydration dynamics supports the general view that the mobility of the water 

molecules in protein surface or RM increases with temperature due to the transition of 

surface bound water to free water at elevated temperature, which is also revealed by the 

Arrhenius type of energy barrier crossing model. The result presented here establish the 

fact that hydration dynamics has an important role on the functionality of an enzyme. 
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