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ABSTRACT

The ionosphere is a natural detector and it characteristically responds to ionizing
actions of solar and other extraterrestrial ionizing agents. Electron and ion chemistry
together with the degree of ionization of lower ionosphere evolve with solar radiation
intensity. In my research work, I have dealt mainly with the lower ionosphere (60-80
km) i.e., the D-region and the lower E-region using subionospherically propagated
Very Low Frequency (VLF) radio signal from a transmitter (Tx ) to a receiver (Rx )
through Earth Ionosphere Wave Guide. Along with the diurnal changes in the solar

ux, the intense hard and soft X-ray spectrum during solar 
aresgreatly perturb
the ionospheric D-region and this is sensed by monitoring the amplitude and phase
information of ground based VLF signal. Major part of my thesis is based on the
analysis of several physical lower ionospheric parameters using the VLF data of
NWC transmitter. The lower ionosphere shows a time delay in responding to those
ionizing agents such as solar 
ares and this property is called the `sluggishness' of
the ionosphere. Through a rigorous data analysis, we show that the time delay (4 t)
of the ionosphere during solar 
ares varies with the strength of the 
are (� max ) and
with local solar zenith angle (Z ) at 
are occurrence times. Moreover, we report that
the correlation between4 t and � max is a strongly Z dependent phenomenon. We
present possible physical explanations for this. Further, using4 t, we develop a new
formulation to calculate the e�ective recombination coe�cient (� ef f ) during solar

ares using VLF amplitude data (4 Amax ) and simulated D-region electron density
(Ne;max ) using the Long Wave Propagation Capability (LWPC) code. Subsequently,
we show that for 
ares which occurred close to local solar zenith,� ef f has an inverse
relation with � max . In another work, we simulate the perturbed environment of
lower ionosphere during M and X classes of 
ares. This required usingthree codes
successively, namely, the GEANT4 Monte Carlo simulation, GPI chemical model
and the LWPC simulation. With reasonable assumptions, this model reproduces
the observed VLF signal behaviour during 
ares. Negative ions arethe unique
constituent of the D-region and this was estimated using the� -parameter. We
solved electron continuity equation for 
are disturbed D-region and using Ne;max

from LWPC, we evaluated the variation of� . Apart from the 
are studies, we also
studied quiet global lower ionospheric environment over Indian subcontinent under
quiet conditions. Using the default simulation model of LWPC, we obtained spatial
distribution of VLF signal under ambient solar conditions during sunrise and sunset.
Our results agree with observations.

The organization of my thesis is as follows. In Chapter 1, we give a brief de-
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scription of the background of the subject, the basic details of the atmosphere and
ionosphere. Since my thesis is related to evaluation of ionospheric parameters, which
are closely related to the chemical components there, we brie
y discuss the lower
ionospheric chemistry also. Then we write about the radiations coming from the sun
both regularly and sporadically during 
ares. The VLF is one of the best remote
sensing tools for the lower ionosphere. The basic physics of propagation theories
for VLF electromagnetic signal also discussed here along with a short and useful
description on a popular LWPC code. Finally, the speci�c objective ofthis thesis,
i.e., the VLF monitoring of solar 
ares and calculations of associated ionospheric
parameters are introduced here.

In Chapter 2, we give a brief review of earlier works done speci�cally on the
topics of this thesis. First, we state the method and results regarding e�ective
recombination coe�cient ( � ef f ) and its relation with electron density (Ne) and other
parameters. Due to the presence of a large number of complex ionsin the D-region,
its chemistry is complex. Several workers and groups developed simpli�ed models
based on theoretical and experimental results. We discuss threepopular and realistic
models among those. We also discuss the earlier works, which relatedthe ionospheric
time delay during 
ares with 
are 
ux, solar zenith angle (Z ) and other signi�cant
of ionospheric perturbation.

Before going into the core analysis and results of this thesis, it is necessary to
mention about the tools we are using for analysis, i.e. the VLF signal. In this
Chapter 3, we mention the VLF transmitters of various frequencies and powers
present worldwide. We also describe the VLF-receiver units used byIonospheric
and Earthquake research Centre (IERC) operating under IndianCentre for Space
Physics (ICSP) and other receiving stations for continuous acquisition of data. The
diurnal variation of the VLF data depends on the transmitter, receiving location,
propagation path characteristics etc. To demonstrate that, weshow the amplitude
and phase response of VLF data coming from VTX, NWC, JJI etc. transmitters
and recorders at IERC/ICSP and SNBNCBS using receiving systemssuch as Soft-
PAL, SuperSID, ICSP-receiver etc. Finally, I describe the observations during the
VLF-campaigns, organised by ICSP to carry out the ground work to identify the
VLF signal propagation characteristics of all possible paths within Indian subconti-
nent. We generated several spatial VLF signal pro�les for roughexplanation of the
campaign results.

The Chapter 4 is regarding the introduction and analysis of the time delay (4 t)
experienced by VLF signal with respect to the X-ray 
ux variation of solar 
ares.
First, we formulate the de�nition of it. Then we state the detailed procedure of
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the measurement of4 t and VLF amplitude perturbation (4 A) from the VLF data.
This procedure is the same for all the 
ares accommodated in theseanalysis. Now,
we use this4 t and 4 A for estimation of the e�ective recombination coe�cient
(� ef f ). We use the standard de�nition of � ef f and develop a theoretical model for
it. The lower ionosphericNe is calculated using amplitude-perturbation method and
LWPC code. This Ne is supplied to analytical expression of� ef f . In the second
part of this Chapter, we sort all the recorded 
ares according totheir occurrence
time and strength. After detail analysis, we establish a direct relation between4 t
and zenith angle (Z ) for weaker 
ares (C-class) and then report on the e�ects ofZ
on 4 t and peak 
are 
ux ( � max ) correlations.

The Chapter 5 describes a ionosphere-VLF coupling self-consistent model, which
can reproduce the observed VLF signal perturbations during solar 
are such as
events. It is a three step model. In the �rst step, the electron and ion production
rates are simulated during solar 
ares using a GEANT4-Monte Carlo simulation tool
kit. In the second step, using three ions and electron GPI model wederive altitude
pro�les of electron production rates from the ionization rates. Inthe �nal step, we
supply theNe simulation results to LWPC for obtaining VLF perturbation estimates.
Finally, a comparison of our predicted signal variation is done with observed ones.

In Chapter 6, we discuss the variation of negative ions during 
ares. For that,
we concentrate on evaluating� -parameter. Here we again simulate the D-region
electron density, as in Chapter 4, using LWPC. We supply these results to the D-
region electron continuity equation and solve it numerically to obtain the variation
of � during a 
are at several heights.

In the �nal Chapter (Chapter 7), we draw our conclusions. Thereafter, we present
our future plans.
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Chapter 1

INTRODUCTION

1.1 The Earth's Atmosphere

The mixed gaseous medium surrounding the earth is called the atmosphere. It con-
sists of numerous components and complex chemical, mechanical, thermodynamic
and 
uid dynamic e�ects occur within it every moment. The existenceand survival
of life in various forms, on and around the surface of the earth hascome into be-
ing due to this atmosphere around it. The nitrogen (N2 � 78:09%), oxygen (O2

� 20:95%), Carbon dioxide (CO2� 0:039%), water vapour (H2O � 1%) are the
major active and argon (Ar � 0:93%), hydrogen (H2), helium (He), ozone (O3)
etc. are other trace components of it. Though the atmosphere isspread above for
nearly a thousand kilometres, almost 80% of the total mass of it lies within only 12
km from the surface of the earth. Based on the physical property variation, it is di-
vided into �ve di�erent spherical shells, namely, (i) troposphere (ii)stratosphere (iii)
mesosphere (iv) thermosphere and (v) exosphere. These shells with corresponding
temperature distribution are shown in Fig. 1.1.

The Troposphere

It is the lowermost layer of the atmosphere and it is in touch with the earths surface.
This is extended up to 10� 12 km height. It consists of the major component of the
atmosphere as mentioned in the earlier Section. Nearly 80% of the entire mass of
the atmosphere is in this layer and obviously its density is highest because of that.
The temperature decreases as the height goes up in this layer.

The unstable inversion layer in between the troposphere and stratosphere is
called `tropopause'.

1
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Figure 1.1: Schematic diagram showing the height distribution of atmo-
spheric layers along with its typical temperature pro�le. Figure taken from
http://www.ces.fau.edu.

The Stratosphere

The region is located just above the tropopause and is extended upto about 50 km.
Unlike in the troposphere, the temperature of this layer increaseswith height due
the the presence of ozonosphere and absorption of solar Ultra Violet (UV) radiation
by it. The UV protection by ozonosphere is one of the major reasons for existence
of life on earth. The 99% of the total mass lies within 30 km height. Theunstable
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boundary layer at about 55 km between it and mesosphere is called the `stratopause'.

The Mesosphere

From the top of the statopause, the mesosphere extends up to� 85 km. It is the
lowermost ionized layer of atmosphere and temperature goes downup to 190 K in
this layer. Indeed, it is the coolest layer of atmosphere. The ionizedD-region lies
within this layer and the detail discussions are in the following Sections.

The Thermosphere

The region between 85 km and 600 km is called the thermosphere. Thereason of
this nomenclature is the constant increase of temperature with height within this
layer. The temperature may go up to 1750K. The deposition of solarenergy in UV,
EUV and X-ray regions to this layer is the principle reason for this enhancement.
The wide variation of the chemical activities of this layer is given in the next Section.

The Exosphere

The outermost sphere (> 600 km) is called the exosphere. It ends at interplanetary
gases. Due to low gravity at such an altitude, this layer contains onlylight gases
such as the hydrogen and helium. The collision frequency among the light gas
particles here is almost zero and thus the charged particles are free to move to the
magnetosphere.

The ionized atmospheric layer at around 50� 1000 km is the `ionosphere', where
actually the mesosphere, thermosphere and partly the exosphere lay together. This
is the region of interest in this thesis. Details about the ionosphere are written in
next Section.

1.2 The Ionosphere

The thick ionized layer surrounding the earth between 50 km to 600 km height from
the earth surface is called the ionosphere. The ionosphere includesthe mesosphere
(� 50 � 100 km), thermosphere (� 100� 600 km) and partly the exosphere (>
600 km). The ionosphere is �rst discovered by the famous physicistC. F. Gauss
in 1839. In 1869, Lord Kelvin also proposed the existence of a thick conducting
layer. In 1901, G. Marconi invented the trans-Atlantic radio communication and
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then O. Heaviside, A. Kennely and K. Nagaoka discovered the role ofthe ionized
layer responsible for such a long distance radio communication. Later scientists such
as J. E. Taylor, J. A. Fleming, G. W. Pierce and others established the existence of
ionosphere through various experiments.

The spread of the ionosphere is from the neutral dense lower atmosphere to the
lower edge of the magnetosphere. It is the most chemically dynamic part of the
atmosphere. It consists of free electrons, ions, neutral atoms, molecules etc. Its
chemical ionic constituents, electron and ion-temperature, pressure, average mass
density, conductivity, chemical reaction rates and other characteristics change widely
from height to height. Based on this variations, the ionosphere is divided into
di�erent layers, namely, D-region, E-region, sporadic E-region and F-region as one
goes from lower to higher altitudes. Some details of these regions are discussed in
the next Section (Mitra, 1992).

The radio wave propagation within the earth-ionosphere cavity takes place due
to the free electron content of lower ionosphere. The free electron plasma causes the
reduction of dielectric constant to less than unity and that is the reason it re
ects the
electromagnetic wave back to the earth (Mitra, 1992). The electron density of the
ionospheric plasma required to re
ect the ray back surely dependson the frequency
of the ray, angle of incidence and other related parameters. Basictheoretical formu-
lation of the radio wave propagation in presence of the geomagnetic�eld is called
`the magneto-ionic theory' and it is developed by Appleton and Hartree (Appleton,
1925). Due to the presence of this magnetic �eld, the ionospheric composition has
a strong latitude dependence.

1.2.1 Layers of the Ionosphere

The structure of the ionosphere is highly variable. A model to estimate the altitude
pro�le of ionization in the ionosphere was �rst proposed by Sydney Chapman (Mitra,
1992, Tascione, 1994; Hunsuker and Hargreaves, 2003), who theoretically modelled
the absorption of parallel rays of monochromatic radiation coming from the sun and
obliquely striking the upper atmosphere.

An electron density pro�le of ionized region is obtained using Chapman's theo-
retical analysis. To accurately model the ionosphere, a number ofChapman layers
are constructed with appropriate values of di�erent model parameters. These layers
are labelled, namely, D, E, F1, and F2, the superposition of which constitutes an
ionization model that approximates the actual ionosphere (Tascione, 1994) (see Fig.
1.2).
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Figure 1.2: Schematic diagram showing the height pro�le of typical electron densities
at di�erent ionospheric layers. Di�erences in values during solar maxima and solar
minima are shown separately. Figure taken fromhttp://www.weather.nps.navy.mil/.

D-region

The D-region is the lowermost layer of ionosphere. It is spread from50 km to 90
km height. This is not a permanent layer of the ionosphere as it formsdue to
the L� radiation (1216�A wavelength) coming from the sun. So this layer is almost
absent during the nighttime apart from a minimum ionization e�ect dueto cosmic
radiations. Main components of this layer is nitric oxide (NO), N2, O2, O etc. The
N2 and O2 are mainly produced because of hard X-ray radiation. The negativeions
are unique contents of this region. The typical free electron density of this layer is
� 108m� 3. The recombination processes are dominant here for such a high density.
During 
ares, the electron density goes to 100 times higher value than the typical
one. It has variation with solar zenith angle (Z ) and geomagnetic �eld. The mean
temperature drops from 260K to 180K as height increases in this layer.
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E-region

The E-region is located just above the D-region. The soft X-ray and far UV radiation
are the main ionizing sources here. The L� (1026�A) line ionizes molecular O2 in this
region. Main molecular ions in this region are O2 and N2, and main ions are O+

2

and NO+
2 . This is a permanent layer of ionosphere and varies with the solar zenith

angle. During the dawn and the dusk, the reactions in this region become complex.
Temperature in this layer increases with an increasing height. According to the
names of its discoverers, this E-layer is also known as `Kennelly-Heaviside' layer.

Sporadic E-layer

Within the E-layer, a thinner layer is situated, which is called the `Sporadic E-layer'
(Es). Origin of this layer is the transportation of metallic ions vertically with winds,
tides, gravity waves etc. The metallic ions are Na+ (23+ ), Mg+ (24+ ), Mg+ (26+ ),
Al + (27+ ) and several others. The hydrated metallic ions are Na+ (H2O), NaOH+

etc. It was experimentally observed that it has drastic density changes at the edge,
and thickness of this layer may change from a few meters to several kilometres.

F-region

The F-region is subdivided into two layers, namely, F1 and F2. The F1-region is
situated in 160� 200 km height. The UV-radiation within 100<�< 900�A wavelength
range ionizes it. Main ions here are NO+ , O+

2 and O2 etc. Though the ion-molecular
reactions here are mostly similar to those of the E-region, the ion-temperature and
the electron-temperature are very di�erent, and that is the reason for the unique
identi�cation of this layer.

F2-layer

The F2-layer is the uppermost layer of the ionosphere and it resideswithin the
thermosphere. It is typically within 250� 500 km height and largely depends on
local geophysical situation. Here, the plasma density is maximum andit is able to
re
ect back the radio signal of frequency range from 1MHz to 30MHz. The same
wavelength responsible for ionization in F1-region, also does ionization here. The
ion constituents here are O, N2 and O2. At heights above 700 km, the O+ , He+ ,
H+ ions are found. The uniqueness of this layer is the ionization loss rate, which is
proportional to ion concentration directly due to very low ion density, but in cases
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of other layers, this proportionality holds with the square of the ionconcentration.
The day-night variation of this layer is very wide.

We presented above a brief introductory discussion about the whole ionosphere.
In this thesis, we shall investigate the lower ionosphere under quietand perturbed
environments. Hereafter, we shall concentrate on this region.

1.3 Chemistry of the lower Ionosphere

1.3.1 D-region chemistry

Though the D-region is the thinnest layer of ionosphere, it ion composition is most
complex. The water cluster ion such as H+ (H2O)n dominates both at daytime
and nighttime below � 82 km. Within a height range of 75� 85 kms, the [H5O2]
concentration is 109m� 3 at daytime but drops by six orders of magnitude typically at
nighttime (Mitra, 1974). During the dawn and the dusk (� � 90� ), the ion content
changes by a factor of� 4. The sudden reduction of amount of cluster ions occurs
at � 82 km height at daytime and� 87 km height at nighttime. But this height is
drastically reduced to� 72 km at high-latitude `polar cap' regions.

The negative ions are found below� 70 km height (Narcisi et al. 1971). These
ions are O� , O�

2 , Cl� , NO�
2 , NO�

3 , CO�
3 , HCO�

3 , CO�
4 , NO�

3 (H2O), CO�
3 (H2O). The

NO�
3 and CO�

3 are dominant among those (Narisi et al, 1971). The� -parameter
which is the ratio of the negative ion to electron density, decreasesby almost 10
times as the height in the D-region increases. Finally it becomes zero hereafter.

1.3.2 E-region chemistry

The NO+ and O+
2 are dominant ions of the E-region. After sunset, the molecular

oxygen [O+
2 ] decays by two orders of magnitude. The atomic [O+ ] oxygen totally

gets consumed by ion chemical reactions. The NO+ and O+
2 values get reversed at

nighttime compared to the daytime values. At nighttime, the NO+ dominates in
the lower E-region and the O+

2 is almost constant (108m� 3) at higher E-regions. As
one goes up to F1-region, both NO+ and O+

2 values become higher.

The sporadic E-layer consists of metallic ions like magnesium, sodium, silicon
etc., as reported by Narcisi et al. (1969).
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1.4 Origin of solar radiation

Figure 1.3: Typical blackbody like solar energy spectrum. The spectrum inside and
outside atmosphere are indicated. Thus, the di�erent absorptionlines of molecules
are shown. Figure taken fromwww.csr.utexas.edu.

1.4.1 Quiet-day solar irradiation and lower Ionosphere

The sun is a typical star. It emits continuous plasma stream and burst of energetic
particles and above all, the electromagnetic radiation over the entire spectral range
(see Fig. 1.3). The major ionizing source of mesospheric layers are from 1�A to
1300�A wavelength radiations. The O2 of all layers are dissociated by far-UV broad
Schumann continuum from 1350�A to 1750�A. During the solar-quiet conditions, only
radiation in 100�A to 1300�A are dominant. The L� (1216�A) are responsible for the
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creation and the variation of daytime D-region. That is why the D-region practically
disappears at nighttime. The He I (584�A) and He II (304�A) lines are responsible
for F-region ionization. Softer X-rays mainly deposit their energy to lower E-region
(Hinteregger, 1969; Mitra, 1974).

During solar 
ares, X-rays below 8�A are incident on the ionosphere and cause
changes in the D-region. It is elaborated in the next Section.

1.4.2 Solar 
ares

Solar 
ares were �rst detected by Richard Carrington in 1859. Basically, they form
due to a sudden release of huge magnetic energy from the solar atmosphere. The
radiation emitted during 
ares are spread over the entire range ofthe electromagnetic
spectrum, i.e., from gamma-ray and X-ray emissions to radio frequency emissions.
Total rate of energy released during a typical 
are is� 1020 Joules. A large 
are
can emit up to � 1025 Joules. Along with this much energy during 
ares, the sun
may also eject electrons, ion-plasma and even heavier nuclei. This is called `Coronal
Mass Ejection' (CME). Being massive, these particles reach earthafter a few hours
to a few days of the occurrence of a 
are.

Solar 
ares a�ect all the layers of the sun, namely, photosphere,chromosphere
and corona. The corona is the outermost layer of the solar sphere. Corona consists
of a highly rare�ed gas having temperature� 106 K. But during 
ares, it goes
higher up to 107 to 108 K. It is to be noted that, the corona is not equally bright
everywhere on the solar surface. It is concentrated mostly around the equatorial
region due to the dynamic magnetic �eld orientations of the sun (see, Fig. 1.4).
The bright coronal loops are located near the stronger magnetic �eld region. These
regions are called `active regions'. Generally, the sunspots are around these active
regions and also the solar 
ares are originated there. Solar 
are occurrence rate
is directly related to the eleven year solar cycle. During solar maxima,this rate
increases signi�cantly. All the 
ares analysed in this thesis are recorded during the
solar maxima in the year 2011.

In general, there are three phases of a solar 
are. The initial phase is called the
`precursor', when the sudden energy burst is just initiated. Soft X-rays are emitted
from the corona in this phase. The second phase is `impulsive', where streams of
electrons and protons are accelerated. They may go up to high energy of 1 MeV.
The hard X-rays and gamma rays are emitted in this stage. In the �nal `decay'
stage, this soft X-ray part starts to diminish gradually. This stagemay last from a
few minutes to several hours.



Chapter 1. Introduction 10

Figure 1.4: Image of the sun showing solar 
ares at the coronal loopnear the
equatorial region of the sun on a day of solar cycle-24 in the year 2011. Figure taken
from http://ilcorvopasta.com/ .

Among the entire 
are emission spectrum, the X-ray and Ultra Violet(UV)
radiation a�ect the earth's ionosphere. This perturbs the subionospheric radio com-
munication. By monitoring VLF radio signal amplitude and phase information, the
ionospheric changes can be mapped. This indirect investigation of the ionosphere
during 
ares is the main objective of this thesis.

Solar 
are classi�cation

Solar 
ares are classi�ed, based on its peak 
ux in the following way: (i) A-class (<
10� 7 Wm� 2) (ii) B-class (10� 7 to 10� 6 Wm� 2) (iii) C-class (10� 6 to 10� 5 Wm� 2)
(iv) M-class (10� 5 to 10� 4 Wm� 2) (v) X-class (> 10� 4 Wm� 2). The strongest 
are
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detected in history is a X28-class 
are in 2003. The X-ray data of the 
ares used
in this thesis are recorded by Geostationary Operational Environmental Satellite-15
(GOES-15) in both soft (1�A - 8�A) and hard (0:5�A - 4�A) X-ray energy bands. This
data is available atwww.swpc.noaa.gov. Subionospherically propagated VLF signal
mimics the X-ray nature of the 
are. Typically, minimum C-class 
aresare detected
using VLF, as the A and B-classes are too feeble to deposit su�cientenergy in lower
ionospheric heights.

1.5 Subionospheric Very Low Frequency radio wave propa-
gation

A Very Low Frequency (VLF) signal refers to the radio wave in the frequency range
between 3 kHz to 30 kHz. Propagation of the VLF signal through the cavity made
between the earth-surface as lower boundary and lower edge of ionosphere as upper
boundary, by successive re
ections is called the subionospheric propagation of VLF
(Fig. 1.5). Thus, VLF radiation can propagate up to many thousands of kilometres.
If the distance from a VLF transmitter to a receiving point is less than � 3000 km,
it is called a short path and if the path is greater than� 10000 km, it is call a
long path propagation. The rest is called medium path. While propagating, the
VLF signal experiences some attenuation of signal strength, depending on the local
ground conductivity.

1.5.1 VLF: A tool for remote sensing of ionosphere

The region of mesosphere starting from 50 km to 250 km is too high toprobe through
balloon borne experiments and too low to probe through satellite experiments. So,
it is probed by VLF remote sensing method. The earth surface and the ionosphere
do guide the VLF electromagnetic wave. The critical frequency (f critical ) of lower
ionospheric D-region plasma is higher than the frequency of the VLFrange, so the
wave is re
ected from the waveguide boundaries. When a VLF radiation incidents
on the D-region, only electrons, due to its much lighter mass compared to other ions,
get a�ected. The dielectric constant, refractive index (� ) and hence the re
ection
coe�cient in
uence the VLF radiation. The f critical at a particular ionospheric height
is related to lower ionospheric plasma electron density (Ne) as, f critical /

p
N e. Thus

subionospheric VLF signal carries the information regarding D-region Ne and other
parameters. Diurnal variation of solar UV and Lyman-� on ionosphere are obtained
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Figure 1.5: The schematic diagram of re
ection of the 1st hop and the 2nd hop of
propagating VLF-rays (from VLF transmitter to receiver) by D-region ionosphere
under both solar-quiet (green rays) and active (violet rays) conditions. The hq is
the typical re
ection height, and due to extra X-ray (and EUV-ray) radiation from
sun (e.g., solar 
ares) the lowered re
ection height is denoted ashact .

by VLF measurements. Extraterrestrial high energetic sourcessuch as solar 
ares
and extragalactic sources such as Gamma Ray Bursts (GRB), SoftGamma Ray
Repeaters (SGR) deposit their energy on the ionosphere and perturb by enhancing
its free electron density. Thus, by monitoring the VLF signal data from a ground
based VLF receiver, the ionospheric physics can be studied. Several theoretical
propagation models are present in the literature, such as, the wave-hop theory (Berry
1964; Bain 1985; Yoshida et al. 2008; Pal & Chakrabarti 2010), waveguide mode
theory (Budden 1957; Cummer 2000) etc. to handle above mentioned phenomena
(see, Section 1.5.2). Based on waveguide mode theory, the Long Wave Propagation
Capability (LWPC) code has been developed (Ferguson 1998). It simulates VLF
signal behaviour using realistic exponential model ofNe(h), as proposed by Wait &
Spices (1964). This is elaborated in Section 1.5.3.

1.5.2 Propagation theories

To theoretically predict the phase and amplitude of propagating VLFsignal, two
di�erent methods are available, namely, the ray theory (or wave-hop theory) and the
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waveguide mode theory. Using these approaches, the Low Frequency (LF) (30kHz
to 300kHz) and Extremely Low Frequency (ELF) (300Hz to 3kHz) radio waves can
also be handled. An introductory discussion on them is as follows.

Ray theory

In a ray treatment, basic considerations of geometrical optics are assumed and the
propagating electromagnetic signal is treated as a single `ray' moving on a straight
line. This ray is propagating through the cavity within the earth's surface and
horizontally strati�ed ionospheric layers. Rays propagating here are divided into
two main types, namely, (i) ground wave and (ii) sky wave. The `ground wave'
consists of a direct wave, wave re
ected by the ground and the surface wave (Pal and
Chakrabarti, 2010). Due to the spherical shape of the earth, it isdominant within
only � 300 km from the transmitters. The ground wave dominated region iscalled
the `skip zone'. The ground wave e�ects reduce drastically as the receiver is placed
beyond the line-of-sight. It is dependent on the re
ection coe�cient of ground and
not on ionospheric changes. The rays, which propagate through successive re
ections
on the ground and ionospheric layers both, are called the `sky waves' (see, Fig.
1.5). All the information corresponding to the physical changes onthe ionosphere
are carried out by this sky wave. Depending on the Great Circular Path (GCP)
from the transmitter to the receiver, the total number of successive re
ections are
determined. The rays reached the destination after one and two sky re
ections are
called 1-hop and 2-hop rays respectively (Pal and Chakrabarti, 2010). Obviously,
after each re
ection the ray strength gets reduced. The net signal strength at the
receiving point is the resultant of all these sky waves and ground waves meeting
at that point. It is necessary to mention that, multiple sky waves can reach to a
receiver at a time.

Signal strength calculation: In this approach, the VLF signal phase and amplitude
at a give location beyond the skip zone is the vector sum of all the skywave hops and
the ground wave. The resultant �eld up to ǹ' hops in general is given by (Wakai,
Kurihara & Otsuka, 2004; Pal & Chakrabarti, 2010),

I 2 = G2 + E1
2 + E2

2 + E3
2 + : : : + En

2 + 2E1G cos� 1 + 2E2G cos� 2 + : : : +

2EnG cos� n + 2E1E2 cos� 12 + 2E2E3 cos� 23 + : : : + 2EmEn cos� mn ;(1-1)

where,
I = resultant electric �eld strength,
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G = electric �eld strength of ground wave,
En = electric �eld strength of n - th hop sky wave,
� n = relative phase of n - th hop sky wave with respect to ground wave,
� mn = phase di�erence between m - hop & n - hop sky waves (provided that m 6= n).

Now, the electric �eld strength of n - hop wave received by a loop antenna, is
calculated in mV/m as (Wakai, Kurihara and Otsuka, 2004),

En =
600

p
P tcos R i 1Ri 2Ri 3:::Rin Fi 1Fi 2Fi 3:::Fin Rg1Rg2Rg3::::Rg;n� 1Dg1Dg2:::Dg;n� 1

Ln
;(1-2)

where,
Pt = power of transmitter in kWatts,
 = angle making with horizontal, while signal departing from transmitter,
Rin = re
ection coe�cient of nth - hop re
ection point at ionosphere,
Fin = focusing factor of nth - hop re
ection point at ionosphere,
Rgn = focusing factor of nth - hop re
ection point at ground,
D in = divergence factor ofnth - hop re
ection point at ground,
Ln = total geometrical path length of n - hop sky wave.

The ground re
ection coe�cient ( Rg) for vertical polarization is a function of ray
frequencyf , elevation angle , dielectric constant � and ground conductivity (� ).
Thus, Rg is calculated accordingly. Using these theoretical formulae, a computer
code has been developed (Pal and Chakrabarti, 2010). Suitable and approximate
models for e�ective re
ection height & Rin (for daytime & nighttime both) have
been employed in the code to incorporate the terminator related e�ects. Other
parameters are supplied from the literature as inputs.

Waveguide mode theory

In this propagation theory, the `mode' is de�ned as the propagation form of waves
which is characterised by a particular �eld pattern in the plain transverse to the
direction of propagation. The �eld pattern is independent of the position along the
axis of a waveguide (Davies, 1990). Basic development of the subject has been done
by Budden (1961), Wait (1970, 1986) and others. The vertical electric �eld strength
between the ground and the ionosphere is given by the sum of the waveguide modes
as (Lynn, 2010),

E(d) =
k

p
asind=a

NX

n=1

Gn � n exp[� � nd + j [' n +
2�fd

c
(1 �

c
Vn

)]]; (1-3)
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where,
k - transmitter power factor,
� n - magnitude of nth mode excitation factor,
� n - nth mode attenuation rate,
' n - nth mode phase excitation factor,
Vn - nth mode phase velocity,
f - frequency of transmitter,
d - path length,
c - speed of light,
a - earth radius.

For long distance propagation, the ionosphere acts like a magnetic conductor.
The resonance condition is,

2hCn = ( n �
1
2

)�; (1-4)

where,Cn = n�
2h : The waves are polarised with their electric �eld in the vertical plane

of propagation and their magnetic �elds being transverse to the plane of propagation.
This modes are called the transverse magnetic (TM) modes. The minimum cut-o�
frequency, below which the wave would not propagate is,f n = nc

2h .

This waveguide mode theory is used in LWPC calculation described below.

1.5.3 Long-Wavelength Propagation Capability Code

Long-Wavelength Propagation Capability code (LWPC) is a collection of separate
and self-complete programs, which is used to simulate the VLF signalpropagation
characteristics. This has been developed by Space and Naval Warfare System centre,
San Diego (Ferguson, 1998). Subroutines of LWPC are developed using FORTRAN
and in few cases, C-language. The LWPC integrates the vertical radio �elds at the
waveguide boundary using mode conversion model (Ferguson and Snyder, 1980).
Using LWPC spacial maps, VLF signal availability can be generated, because it can
simulate VLF signal pro�le along a path from a VLF transmitter to a receiver in
the world.

Default propagation model of LWPC is Long Wave Propagation Model(LWPM).
LWPC considers the space between earth-surface and lower boundary of ionosphere
as a waveguide. LWPM employs an exponentially increasing conductivity with
height model of lower ionosphere. This simpli�ed exponential ionospheric model
is de�ned by two vital parameters, namely, log-linear slope (� ) and the e�ective
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re
ection height (h0). This model was derived from the theoretical analysis and
measurements done by Ferguson (1992), Mor�tt (1977) and Wait& Spies (1964). In
LWPC, the propagation paths are divided into horizontally homogeneous segments
of adjustable lengths to accommodate di�erent ground conductivity and geomag-
netic �eld values at di�erent points.

Apart from LWPM, the LWPC uses other recognized models, namely,HOMO-
GENEOUS, CHI, RANGE and GRID. Basically, these models allow users to override
LWPM model and to accommodate several perturbation e�ects oflower ionosphere.
The HOMOGENEOUS model considers uniform ionosphere over all paths. In the
RANGE model, one can put di�erent ionospheric parameters at di�erent points on
path. The GRID treats ionosphere along geographic grids. The CHIis capable of
incorporating solar zenith angle (Z ) e�ects. The speci�c inputs can be fed to those
models with the help of substrings. First of them is called EXPONENTIAL, where
model parametersh0 and � can be supplied. In the second substring TABLE, the
direct values can be supplied in tabular form.

The �eld strengths are plotted as functions of distance using LWFPLOT routine.
Di�erent control strings of it are used under di�erent circumstances. Among them,
we frequently use BEARING control string to incorporate all possible bearing angles
and to simulate VLF signal pro�le over Indian subcontinent for VTX (see Section
3.4.1). While calculating the enhanced D-region electron density (Ne) during solar

ares we use the RANGE model and EXPONENTIAL substring. Subsequently, the
h0 and � corresponding to observed signal perturbations are obtained (see Sections
4.3.3 and 6.2.1). For 3-step modeling of observed VLF amplitude behaviour during

ares, in the �nal step in LWPC, we used HORIZONTAL TABULAR strin g (see
Section 5.2.3).

1.6 Investigation of the D-region perturbed by 
ares

1.6.1 VLF monitoring of solar 
ares

For the VLF amplitude measurement, we record the electric �eld component of
NWC/19.8kHz transmitter signal in the units of dB above 1� V m� 1 and with 1s
resolution. Besides, the VLF signal amplitude and phase from VTX, JJI and other
transmitters are also recorded. During a solar 
are, all VLF data iscompared with
solar X-ray data taken in the range, 0:1� 0:8 nm (� in W m � 1) from GOES-15. The
recording period of data used in this thesis belongs to the rising phase of Solar Cycle
no. 24. Similar VLF responses were reported by Thomson and Clilverd(2001) for
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NLK/24.8 kHz to Dunedin, New Zealand path. For NWC-IERC propagation path
which is transequatorial in nature (see Fig. 1.7), we detected hundreds of 
ares
during this period. In Fig. 1.6, we present a typical diurnal variationof 19.8 kHz
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Figure 1.6: The amplitude A (left) and phase (right) of VLF signals transmitted
from NWC (19.8 kHz), as a function of time as recorded at IERC(ICSP), Sitapur
(22� 270N, 87� 450E) on 16th Feb (solid line) and 12th Feb (dotted line) 2011. Six
solar 
ares of di�erent classes (C2.08 at 06:37 hrs, M1.01 at 07:11 hrs, C5.96 at 11:19
hrs, M1.15 at 13:14 hrs, C9.91 at 14:43 hrs and C3.3 at 16:04 hrs) wererecorded
on 16th Feb 2011. All times are in IST(=UT+5.5 hrs) (Basak and Chakrabarti,
2013a).

VLF signal, recorded on 16th Feb 2011 (a solar-active day with several solar 
ares
at di�erent times) and on 12th Feb 2011 (a solar-quiet day). A total of six solar

ares of di�erent classes are detected on the 16th Feb 2011. Thesharp rise and
the slow decay pattern of a typical X-ray irradiance is exhibited by the VLF signal
amplitude. Also in Fig. 4.2 of Section 4.1, we present a few examples of typical
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VLF amplitude response for X, M and C class 
ares recorded by our receiver. These
are superposed on the X-ray light curve (details of those 
ares are marked in the
Figure).

Figure 1.7: The Great Circular Path (GCP) of VLF signal propagationfrom NWC to
IERC transmitter is shown (maroon line). The geomagnetic equator(black thicker
line) is also drawn to show the transequatorial nature of the mentioned path. The
path is also mixed type as it passes over both the land and the sea (Figure adopted
from www.turkey-visit.com).

1.6.2 Estimation of D-region parameters using VLF

The investigation of ionospheric parameters are possible by indirectmethod us-
ing VLF as a tool. Details are stated in Section 1.5.1. The VLF amplitude and
phase get modi�ed with the 
are-time changes of lower ionosphere.The connecting
bridges between the ionospheric properties and VLF characteristics are the propa-
gation theories, namely, the wavehop theory and the waveguide mode theory (see
Section 1.5.2). The ray model of wavehop theory is best applicable for shorter paths
(e.g. VTX transmitter to IERC/ICSP) (Pal and Chakrabarti, 2010 ) and waveguide
mode theory is essential for longer VLF paths. In this case, VLF signal strength is
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calculated by summing the contribution from total modes present (Eq. 1-3). As, we
analyse the NWC-IERC (distance� 5691 km) data, we considered the mode theory
approach for our calculations (Basak and Chakrabarti, 2013a, b;Palit, Basak et al.
2013). The LWPC code is developed by following the basic assumptionsof mode
theory (Section 1.5.3). Supplying VLF amplitude and phase perturbation method
within LWPC, we simulate the 
are-time enhanced electron densities (Ne) (Section
4.3.3 and Section 6.2.1). We develop a theoretical model of e�ective recombination
coe�cient ( � ef f ) in terms of Ne and hence use LWPC generated modelNe values
(Section 4.3.2 and Section 4.3.4). We follow this LWPC simulation method and
used it to evaluate a di�erent parameter called� -parameter also, which measures
the negative ion content (Chap. 6). In this case, we solved the electron continuity
equation (Section 6.2.2 and Section 6.3).

In another approach, we calculate the D-region time delay (4 t) experienced by
VLF signal (Section 4.1). This time delay directly corresponds to thechemical
reaction time-scales and their evolutions during 
ares. Through rigorous analysis of
the data, we establish a correlation of it with the solar zenith angle variation as well
as the peak X-ray strength of the 
are. Physically, the decomposition of complex
hydrated ions to simpler ions can be explained from it (Section 4.4).
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EARLIER WORKS ON SOLAR RADIATION
EFFECTS ON LOWER IONOSPHERE

2.1 Solar radiation and D-region of the ionosphere

There are several works in the literature on the changes in VLF signal amplitude
and phase. Some studies on the time delay have been carried out forstudying the
evolution of the D-region due to solar 
ares. Earlier theoretical works on iono-
spheric changes were done by Wait (1962), Wait and Spies (1964), Mitra (1974) etc.
Thomson and Clilverd (2001) and Thomson et al. (2005) probed the changes of the
D-region during 
ares through the VLF amplitude analysis.

2.2 Perturbation of the D-region by Solar 
ares

2.2.1 Recombination processes during 
ares

In the early years, the basic studies on the recombination of electrons and ions in
lower ionosphere (mainly D-region) were made by Appleton (1953), Mitra (1953),
Mitra (1974) etc. Subsequently, in a series of works, with the ionospheric data
obtained from rocket measurements and other �eld experiments,and using the elec-
tron continuity theory, the dissociative recombination coe�cient (� D ), mutual ionic
recombination coe�cient ( � i ), electron to negative ion ratio (� ) etc. were esti-
mated and modelled (Whitten and Poppo�, 1961-62; Poppo� and Whitten, 1962).
Mitra (1963) reported di�erent methods to estimate recombination coe�cients in-
cluding the height pro�le at di�erent ionospheric conditions, e.g., diurnal asymmetry
method, eclipse method and solar decay curve method. Values of� i and � D obtained
by the above mentioned methods agree with the experimental results. Whitten et

20
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Figure 2.1: The e�ective recombination coe�cient is plotted as the function of peak

are 
ux at 74 :1 km height for 25 Flare induced Amplitude Enhancement (FAE)
events, as calculated by Zigman et al. (2007).

al. (1965), Parthasarathy and Rai (1965) and Gledhill (1986) developed theoretical
methods for empirical expressions for� ef f (it includes � i , � D , � and other dust cap-
ture coe�cients of aerosol theory). Wagner and Thome (1972) proposed a di�erent
method, namely, `Thomson Scatter Experimental Technique' to simulate electron
density and � ef f during solar 
ares, relative to pre-
are condition at E-region. Ac-
cording to Appleton (1953), theNe and � ef f are directly related to time delay4 t.
This 4 t appears due to `inertial' properties and chemical reaction time scales of
the D-region ionosphere. This4 t is nearly similar to the sluggishness(Appleton,
1953; Valnicek, 1972) andrelaxation time (Mitra, 1974). Balchandra Swamy (1991)
analysed photo-ionization rates in detail for di�erent ion constituents (NO+ ,O2

+ )
and for di�erent solar X-ray bands. Hence, assuming photo-chemical equilibrium,
he computed the height pro�le of� ef f for di�erent M and X classes of 
ares. In the
last few years, the calculation of the recombination coe�cients during di�erent types
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Figure 2.2: The e�ective recombination coe�cient in several heightsof D-region
ionosphere at the relaxation regime of the M1-class solar 
are occurred on 18th Feb,
2011 (Nina et al, 2012).

of solar and geomagnetic events have been done. Pozo et al. (1997) estimated � ef f

for nighttime auroral ionosphere using EISCAT radar data and showed clearly that,
� ef f is greatly decreased with the increase in particle precipitation 
ux athigher
energy. The same EISCAT radar observation was used by Osepian et al. (2009)
to model � ef f during solar proton events. To compare experimental measurements
of � ef f with theoretical counterparts, Friedrich et al. (2004) inserted temperature
and pressure of lower ionosphere in� ef f expression empirically. Using two di�er-
ent approaches of D-region electron continuity theory, workerssuch as Zigman et
al. (2007) calculated� ef f during the 
are peak (Fig. 2.1) and Nina et al. (2011)
during the decay regime of a 
are (Fig. 2.2).
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2.2.2 D-region chemical models

D-region chemistry is complex. Detail modelling of so many positive andnegative
ions as well as hydrated cluster ions and several reactions taking place among them
is di�cult. Many workers chose the most chemically abundant ions andthe most
frequent chemical reactions in presence of high energy radiations. They developed
chemical models accordingly. These will be discussed in this Section.

6ion+electron chemical model: To deal with the D-region chemistry at lower heights
(� 70 km), Mitra and Rowe (1972) proposed a 6-ion + electron simpli�ed model,
where the ions are O2� , NO+ , O2

+ , O4
+ , H+ (H2O)n and NO3

� (H2O)n . After study-
ing all the reaction channels, Mitra and Rowe (1972) reported that, at lower heights,
the variation of positive and hydrated ions are less even due to strong 
are induced
ionization. In the D-region above 74-75 kms, the negative ions are practically ab-
sent. There, the main ion contents are NO+ and H2O5

+ . At 75 to 80 km height,
the generation of O2

+ is less than NO+ under quiet and 
are X-ray conditions
(Mitra and Rowe, 1974). So, the main clustering is formed with NO+ through,
NO+ ! NO+ .CO2! H+ (H2O)3 (Mitra and Rowe, 1972). Clustering of O2

+ and O4
+

are possible only during direct photo-ionization process under 
areconditions. But
a large fraction of hydrates are lost, as they go back to O2+ and NO2

+ . Thus, under

are conditions [H2O] and [O] vary, and as ionization rates go up, the percentages
of hydrate ion go down with� ef f .

GPI model: Another simpli�ed model is Glukhov-Pasco-Inan (GPI) chemical model
(Glukhov et al. 1992). Here, three types of ion species are taken,namely, N + , N � ,
N +

x and Ne. Though this model is a simpli�ed one, for evolution of D-region at 65
km to 70 km heights, this works very well. Lehtinen and Inan (2007) used this for
even at an atmospheric height of 50 km, as they includedN �

x ions also to the model.
More description of this model is presented in Section 5.2.2.

SIC model: Sodankyla Ion Chemistry (SIC) model was developed as the alternative
steady state model to handle D-region chemistry. Considering chemical equilibrium,
it calculates the electron concentrations (Ne) for D and E-regions (� 70 km to 100
km). It was developed by Turunen et al. (1992).N2, O2, O, NO and O2(14 g)
are the a�ected neutral ions due to solar and extragalactic radiations. These were
incorporated in this model. The neutral atmosphere in this model is supplied by
semi-empirical model, MSIS-90 (Hedin, 1991). The main ionization sources are



Chapter 2. Review 24

photoionization and galactic cosmic rays. Chemical transportationprocesses are
generally neglected. This model is �rst used by Burns et al, (1991) and Turunen
(1993).

Apart from these, there are many other models in the literature, namely, (a) Low
latitude ionosphere-plasmasphere model, (b) Global theoretical ionospheric model,
(c) Coupled thermosphere-ionosphere model, (d) Mid-latitude ionospheric model
and so on (Schunk, 1996).

2.3 Ionospheric time delay during 
ares

In a review, Tsurutani et al. (2009) discussed long term e�ects onthe ionosphere by
solar 
ares, followed by Fast Interplanetary Coronal Mass Ejections (ICMEs). Qian
et al. (2011) showed the dependency of Total Electron Content (TEC) of ionosphere
on the solar zenith angle. Le et al. (2007, 2012), Zhang et al. (2011) and others
reported that, 
are induced TEC decreases when zenith angle increases. All these
works discuss the e�ects of solar zenithal angle on the upper and middle ionosphere.

Mitra (1974) established a relation of� with the maximum electron density
(Ne;max ). Mitra (1974) showed that, during a given solar 
are, the �̀ ' is inversely
related with Ne;max , i.e., during stronger 
ares, the ionospheric response is more
instantaneous. A similar result was reported by Valnicek and Ranzinger (1972).
Using the X-ray data obtained by Inter-cosmos 1 satellite, they showed that the
`sluggishness' (4 t) decreases when the solar induced ionizing activity increases and
vice versa. Zigman et al. (2007) calculated the time variation ofNe for several
classes of 
ares using `electron continuity theory' and4 t as crucial parameters
(where, VLF signal along NAA/24.0 kHz to Belgrade propagation baseline are used
for analysis). Thomson and Clilverd (2001) studied both long (NLK/24.85 kHz to
Dunedin, 12:3 Mm) and short (French Tx /18.3 kHz to Cambridge, 617 km) path
VLF propagation. They showed that for VLF amplitude perturbation due to wide
variation of Z for a long path, the net Z -e�ect is less and conversely,Z -e�ect is
signi�cant for shorter paths. In Fig. 2.3, we see that 
ares corresponding to open
circles nearly follow the mean curve, instead of having higherZ values. But in Fig.
2.4, most of the 
are amplitude responses denoted by open diamonds (with higher
Z ) are signi�cantly away from the mean curve. Grubor et al. (2005) monitored
the VLF response during 
ares for a shorter path (GQD/22.1 kHz to Belgrade�
2000 km) and they showed that, theZ-e�ect on amplitude and phase delay are not
prominent enough, but the 
ares occurred at higher zenith angle (i.e., during dusk
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Figure 2.3: The excess VLF amplitude is plotted as a function of corresponding X-
ray intensity. The data recorded at Dunedin, NZ for NLK/24.8 kHz signal located
at Settle. The propagation path length is 12300 km. For the 
ares corresponding to
black dots, squares and open circles successively, the respectiveaverage solar zenith
angle over the propagation path increases (Thomson and Clilverd, 2001).

and dawn) can cause amplitude and phase delay, if they are strong enough.
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Figure 2.4: The same observables are plotted as Fig. 2.3 but this datais emitted
from French transmitter/18.3 kHz and recorded at Cambridge, UK. This path length
is only 617 km and zenith angle variation over path is negligible. The 
ares indicated
by black dots have zenith angle< 60� and it is within 60� and 75� for those with
open diamonds (Thomson and Clilverd, 2001).
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DIURNAL VARIATION OF VLF SIGNAL
OBTAINED THROUGH ALL INDIA
CAMPAIGNS

A Very Low Frequency signal, generated from a transmitter, propagates worldwide
through earth-ionosphere waveguide. They are being received byVLF-receiver sys-
tems and the data is used for studies of the ionospheric physics through remote
sensing method. In this Chapter, we will discuss the diurnal variation in VLF signal
in lower ionospheres. We present the VLF amplitude and phase data coming from
VLF transmitters spread worldwide. The description and scienti�c outcomes of
ICSP lead VLF campaigns are presented, to demonstrate the dependence of nature
of signal on propagation path characteristics. We have carried out LWPC simula-
tion to reproduce spatial pro�le of VLF signal over the Indian subcontinent, which
qualitatively supports the overall observation of the VLF campaign.

3.1 VLF transmitters and receivers

3.1.1 VLF transmitters

There are several VLF transmitters working worldwide, namely, VTX1/16.3 kHz,
VTX2/17 kHz, VTX3/18.2 kHz and VTX4/19.2 kHz at Vijayanarayana m, India,
NWC/19.8 kHz at North-West Cape, Australia, JJY/40 kHz, JJI2/1 9.1 kHz at
Japan, DHO/23.4 kHz at Germany, NLK/24.8 kHz and OMEGA -transmitters at
USA etc (see Fig. 3.1). We regularly monitor VTX3/18.2 kHz (8� 260N; 77� 440E)
due to its proximity from our receiver sites and its unique geographiclocation for
ionospheric study over Indian subcontinent. We constantly record VLF signal from
NWC/19.8 kHz (21� 480S;114� 90E) (see, Fig. 3.1) also due to its phase stable nature

27
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and special signal propagation path, which is medium length (5668 km) and transe-
quatorial (see Fig. 1.7). We monitor DHO/23.4 kHz, JJI/22.2 kHz occasionally also
to do comparative studies of several propagation path e�ects.

Figure 3.1: In the Figure above, the locations of the VLF transmitters mentioned
in Section 3.1.1 and several others are indicated on a world map (red circle). Also,
the IERC/ICSP VLF receiving station is indicated (green circle). (Figure adopted
from www.nova.stanford.edu.) In the Figure below, images of VLF transmitter VTX
(left) at Vijayanaranam (8� 260N; 77� 440E), India and NWC (right) at North-West
Cape (21� 480S;114� 90E), Australia (Figure taken from https://maps.google.co.in).
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3.1.2 VLF receivers and receiving stations

We monitor both narrowband and broadband data from several VLF transmitters
for analysis of ionosphere. One of the mostly used receivers is the SoftPAL VLF
receiver. It records the electric �eld component of a VLF signal in units of dB
above 1� V m� 1 and with 1 s resolution. It is basically a full software version of
AbsPAL (Absolute Phase and Amplitude Logger), - developed by theRadio and
Space Physics Group of Otago University, New Zealand. It is capableof recording
amplitude and phase informations from multiple VLF transmitters simultaneously.
A GPS unit is attached to the system for putting the time stamp on the data. The
data is directly stored in a computer which can be viewed using the Lab-Chart
software. This system is installed at Ionospheric and Earthquake Research Centre
(IERC) of Indian Centre for Space Physics (ICSP), at Sitapur (22� 270N, 87� 450E),
West Bengal, India. This institute is located at a radio quiet place, where the signal
to noise ratio is high.

We also use Gyrator-III type VLF receiving system, which is fully developed
by ICSP, Kolkata. This system consists of a square loop antenna of3:5 ft on each
side. It uses an analogue band pass �lter of 5� 30 kHz range. By setting suit-
able ampli�cation level, which is adjustable, it can record a single frequency at a
time. But using digitised �ltering technique, multiple frequencies can be recorded
simultaneously. This system is also permanently installed at IERC/ICSP, Sitapur,
ICSP, Kolkata (22� 270N, 88� 230E) and at some other stations, such as Malda, and
Coochbehar.

SuperSID VLF receiving system is developed by Stanford UniversityVLF Group.
It consists of an antenna, pre-ampli�er and the data is transferred to a computer
through a sound card. Due to the VLF electromagnetic wave, somevoltage is
induced at the loop antenna and then it gets ampli�ed by pre-ampli�er. It is installed
in SNBNCBS, Kolkata (22� 340N, 88� 240E) and ICSP, Kolkata and good quality
data is obtained. All these systems described above, are developed for recording
narrowband data. For broadband data, we use the AWESOME VLF receiver, which
is developed by Stanford University VLF Group. It records the magnetic �eld
component of VLF signal and by taking Fourier Transform of the recorded data,
the spectrogram is obtained. Along with all other systems this is alsosuccessfully
running at IERC/ICSP, Sitapur and at ICSP, Kolkata (22� 270N, 88� 230E).

For all the works done in this thesis, we analysed the narrowband NWC/19.8
kHz VLF data, recorded using SoftPAL VLF receiver at IERC/ICSP, Sitapur, West
Bengal, India (GCP is shown in Fig. 1.7). For the analysis of the spatialvariation
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of VLF signal in this Chapter, we simulated the VTX/18.2 kHz data.

3.2 Diurnal behaviour of VLF signal from several transmit-
ters

Figure 3.2: The transmitter-receiver VLF propagation Great Circular Paths (GCP)
are drawn using coloured lines. The propagation paths are, (i) NWC-IERC (red
line), (ii) VTX-IERC (blue line), (iii) JJI-IERC (brown line), (iv) NWC-SN BNCBS
(green line), (v) VTX-SNBNCBS (violet line) (Figure adopted from www.outline-
world-map.com).

In general, monitoring of the changes occurred in the lower ionosphere are car-
ried out by subionospherically propagated VLF signal. Some discussions of it have
been done in Sec. 1.5.2. Now, we would present some diurnal amplitudeand phase
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Figure 3.3: The amplitude (A) (red line) and phase (black line) of VLF signals
transmitted from NWC/19.8 kHz, as a function of time as recorded at IERC/ICSP,
Sitapur (22� 270N, 87� 450E) on 12th Feb 2011. All times are in IST (=UT+5.5 hrs)
(Basak and Chakrabarti, 2013a).

variation for di�erent T x -Rx pair and try to understand the propagation path ef-
fects on the signal characteristics. All Great Circular Paths (GCP) are shown in
Fig. 3.2. In Fig. 3.3, we plot the amplitude and phase of NWC-VLF signalrecorded
at IERC/ICSP using SoftPAL receiving system. Daytime signal variation is clean
enough and nicely re
ects the zenithal variation of the solar 
ux. The phase sta-
bility of NWC/19.8 kHz signal is helpful for deeper analysis of lower ionospheric
perturbations. Using the same receiving system, the amplitude informations from
VTX/18.2 kHz and JJI/22.2 kHz are also recorded (Figs. 3.4). 23rd Feb 2011 was
a solar-quiet day but on 4th Aug 2011 one M9-class solar 
are was recorded near
the mid-day along with other C-class weak 
ares.

The diurnal variation of the VLF signal depends on the propagationpath and
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receiving location also. We installed SuperSID monitor at SNBNCBS, Salt Lake,
Kolkata and recorded VLF data from several transmitters. Among them, the data
from NWC/19.8 kHz and VTX/18.2 kHz are shown in Figs. 3.5. Though this
location is just � 80 km away from IERC/ICSP site, the di�erence in relative signal
strength between daytime and nighttime are notable. The interference among several
VLF waveguide modes di�er for those signal propagation paths andthis could be
the possible reason for the di�erence.
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Figure 3.4: The amplitude (A) of VLF signals transmitted from VTX/18.2 kHz
(above) and JJI/22.2 kHz (below), as functions of time are recorded at IERC/ICSP,
Sitapur (22� 270N, 87� 450E) on 23rd Feb and 4th Aug 2011 respectively (see also,
Chakrabarti et al. 2012a).
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Figure 3.5: The amplitude of the (A) VLF signal transmitted from NWC/19.8 kHz
(above) and VTX/18.2 kHz (below), as functions of time, are recorded at SNBNCBS,
Kolkata (22� 340N, 88� 240E) on 4th Apr and 25th Apr 2011 respectively.
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3.3 Multi-station VLF campaigns

The location of VTX transmitter roughly divides the landmass of the Indian subcon-
tinent into two parts, which makes it an ideal test bed for the theoretical modelling
of VLF signal propagation through the Earth Ionosphere Waveguide (EIWG). ICSP,
Kolkata has been recording VLF radio signal for about a decade andreported those
observations related to Leonid meteor showers (Chakrabarti etal., 2002) and so-
lar 
ares (Chakrabarti et al., 2003) before. Now, we present theresults of the VLF
signal amplitude variation which are simultaneously received at over adozen of loca-
tions from all over India and Nepal both in the summer and the winter. All locations
are at short VLF path from VTX (less than 3,000 km). Due to the unique location
of the VTX transmitter and the geographic position of the Indian sub-continent
itself, it was possible to monitor both the east-west and west-eastpropagation ef-
fects at short distances during campaigns (Chakrabarti et al., 2012a, b). All data
recorded during campaigns can be explained by two complimentary theories, namely
the wavehop theory and waveguide mode theory (discussion has been done on Sec.
1.5.1). Presently, we use LWPC code and show the VLF amplitude variation as
the function of propagation path. This procedure roughly reproduces the observed
east-west asymmetry (Chakrabarti et al., 2012a).

One of the objectives of these campaigns was to calibrate the actual VLF ob-
servations as the function of geographical location. Based on thisground work,
the global e�ects on lower ionosphere due to extraterrestrial and terrestrial seismic
activities can be probed (Chakrabarti et al., 2012a).

In the campaigns, the data was received at various stations in the summer
and the winter. The winter campaign stations are Imphal (Manipur), Agaratala
(Tripura), Salt Lake (WB), Malda (WB), Khukurdaha (WB), Kathma ndu (Nepal),
Hyderabad (AP), Gwalior (MP), Bengaluru (Karnataka), Pune (Maharashtra), Bhuj
(Gujarat), Kashmir (JK), Ahmedabad (Gujarat) and Suri (WB). The summer cam-
paign stations are Coochbehar (WB), Saltlake (WB), Malda (WB), Raigunj (WB),
Khukurdaha (WB), Bhagalpur (Bihar), Kathmandu (Nepal), Kangra (HP), Jaipur
(Rajasthan), Kashmir (JK), Pune (Maharashtra), Bhuj (Gujarat), Benaras (UP)
and Bolpur (WB) (Chakrabarti et al., 2012a, b). Seven stations were common to
both the campaigns. The places were distributed in a way that the entire Indian
sub-continent may be covered. The geomagnetic equator goes roughly from east to
west, and passes within less than a degree north of the VTX transmitter. The 150� E
geomagnetic meridian, which passes through the transmitter roughly divides India
into two halves (Chakrabarti et al., 2012a). To detect the non-reciprocity of the
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east-west propagation e�ects, we placed the stations on both sides of this central
meridian in each of the campaigns as well as in Bangalore, which is just near the
skip distance from VTX.

3.3.1 VLF campaigns and its signi�cance

Winter campaign

It was conducted from the 21st to 31st of December, 2008. Station locations have
been presented in the earlier Section. Among fourteen stations, ten were in the east
and four were in the west of CGM (Chakrabarti et al., 2012a). Depending on the
relative signal strength of night w.r.t. daytime, all the observed diurnal patterns
are classi�ed into two groups, namelyEastern-type and W estern-type. Nighttime
amplitude is stronger forEastern type and vice-versa. In Bengalore data, the day-
time solar zenithal variation is absent, as it is ground wave dominatedregion. Using
default propagation model of LWPC, we plot the VLF signal amplitudeas function
of propagation path during midday and midnight (Chakrabarti et al.,2012a). Sim-
ulations are generally in agreement with relative night and daytime signal strength
observations i.e. theEastern and W estern characteristics. LWPC also veri�es that
Bengalore is a ground wave dominated region (Chakrabarti et al., 2012a).

Summer campaign

This campaign was conducted from the 20th to 27th of July, 2009. Among fourteen
stations, nine were in the east and �ve were in west of CGM. In Fig. 3.6, we present
the received signals of Coochbehar (below) and Kashmir (above). Like the winter
campaign, theEastern and W estern classi�cation is also present here (Chakrabarti
et al., 2012a, b). The VLF data at Coochbehar belongs toEastern type. Signal
strength at Kashmir is weak and solar zenithal variation is absent. The same LWPC
simulation for the receiver locations of Fig. 3.6 are plotted in Fig. 3.7. Just like the
observations of winter campaigns, the LWPC can explain theEastern and W estern
nature of this campaign results also (Chakrabarti et al., 2012a, b). However, for a
few locations such as Kashmir (Fig. 3.6) the noise level in high and datais not
easily explainable.
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Figure 3.6: The normalised VLF amplitude (A in dB) diurnal variation data for
Kashmir (34� 080N, 74� 510E) (above), JK and Coochbehar (26� 190N, 89� 280E)
(below), West Bengal. The data was recorded during the summer and winter VLF
campaigns respectively. Sunrise and sunset time at receiving sites are indicated by
arrows (Chakrabarti et al., 2012a).

3.3.2 Outcome of the VLF campaigns

We observe the data during the VLF campaign with receiving stationsspanning the
whole of Indian sub- continent including Nepal, a region covering around 4 million
sq km. The unique location of the VTX station and the division of Indiansub-
continent (geomagnetic meridian passing through VTX) by almost two equal parts
makes it an ideal test-bed for the existing theoretical models of propagation through
the EIWG. From the data, we could easily distinguishEastern and W estern type
signals (Chakrabarti et al., 2012a). LWPC code can generally reproduce this vari-
ation. In majority of the campaign locations, the average amplitudeat night and
day match with that given by LWPC code. The E (Eastern)-type amplitude varia-
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tions are formed when the signal propagates from the west to theeast, while the W
(Western)-type signals are found to form when the signal propagates from the east
to the west. As the magnetic �eld is included in LWPC, the e�ect is caused by the
switching of the sign of the magnetic �eld with respect to the propagation direction
(Barbar and Crombie, 1959). Thus, evidently theEastern and W estern types can
be correlated with magnetic �eld direction (Chakrabarti et al., 2012a). The day
time data of Bangalore is very weak perhaps because of dominance of the ground
wave at that location. The observations during the campaign gave an overall pic-
ture of the nature of the VLF data during solar quiet days nationwide (Chakrabarti
et al., 2012a). Detecting the deviation from these observations, the detection of
ionospheric perturbation due to terrestrial and extraterrestrial sources are possible.

Figure 3.7: The variation of VLF signal amplitude as a function of the distance be-
tween the transmitter and receiver, as simulated from default propagation model of
LWPC. The VTX-Kashmir (above) (2867 km) and VTX-Coochbehar (below) (2347
km) propagation paths are shown. The VLF data receiving points are indicated by
R (Chakrabarti et al., 2012a).
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3.4 Spatial pro�le of VLF signal

3.4.1 LWPC simulation during Sunrise and Sunset

Figure 3.8: The LWPC simulated spatial amplitude distribution of VTX/18.2 kHz
signal over the Indian subcontinent at 6:00am (top) and 6:30pm (bottom) (IST) on
a winter day. The VLF signal amplitude has been shown with colour variation and
also contours of constant amplitude (in dB) are drawn. The VTX transmitter is
located at the origin of this plot (Basak et al., 2010).
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In the waveguide mode theory, the signal propagates through several modes. In
general, the higher order modes get attenuated as the distance from the transmitter
increases. The LWPC code is based on this theory. The default propagation model
of LWPC is the Long Wave Propagation Model (LWPM). It deals with the model of
exponentially increasing ionospheric conductivity with height. A log-linear slope (�
in km� 1) and reference height (h0) characterise the propagation model (also see Sec.
1.5.3). In the default case, for daytime ionosphere,� = 0:3 km� 1 and h0 = 74 km are
constants for all frequencies between 10 kHz to 60 kHz. In the night-time ionosphere,
h0 = 87 km and � varies from 0:3 to 0:8 km� 1 depending on the frequency (Ferguson
1998; Pal & Chakrabarti 2010) (Basak et al., 2010). The `bearing'sub-program of
LWPC calculates the VLF signal amplitude and phase as the functionsof distance
from the transmitter. We calculated such VLF amplitude for each geomagnetic
bearing angle to obtain entire spatial variation of the amplitude at a given time over
Indian subcontinent for VTX/18.2 kHz signal (Basak et al., 2010).

In Basak et al. (2010), we have carried out this simulation at several times in a
day. To show the e�ects of sunrise and sunset terminators on thisspatial variation,
we chose the times of simulations to be 6:00am and 6:30pm (IST) timings(Pal et
al. 2011; Basak et al. 2011b). In the night-time, the interferencepatterns (see, Fig.
3.8) are more frequent due to the presence of many dominant modes. But in the
daytime, the lower ionospheric weather is totally governed by solar 
ux variation,
so that the spatial VLF amplitude pro�le evolves with local solar zenith angle. The
presence of the terminator line in both the Figures are visible, which indicates the
formation and dissolution of D-region during sunrise and sunset respectively. The
3-dimensional simulation results are in general agreement with the VLF campaign
observations to a great extent (Basak et al., 2010). We divide the campaign data
into Eastern and W estern types (see Sec 3.3.1). Salt Lake, Malda, Khukurdaha,
Kathmandu and some other sites have shownEastern type during winter campaign.
Fig. 3.8 also shows relatively higher amplitude level during nighttime (Basak et al.,
2010).
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TIME DELAY OF VLF AMPLITUDES
DURING SOLAR FLARES

4.1 Introduction to Time Delay

Due to `inertial' properties of the ionosphere, the response to photo-ionization in-
duced reactions is not instantaneous. Appleton (1953) calls it as the `sluggishness'
of the lower ionosphere. Basically, it arises due to several chemicalreactions which
take �nite timescales to occur in the D-region. Some of these time scales are very
long (Basak and Chakrabarti, 2013a). A parameter, similar to this,namely, the
relaxation time (� ) has been calculated by Mitra (1974). A type of analysis of
the relaxation time was reported by Valnicek and Ranzinger (1972).Zigman et al.
(2007) measured the time delay of VLF signal with respect to X-rayresponse of the

are and named it as the `VLF amplitude time delay'. In this work, we de�ne this
time delay as (Basak and Chakrabarti, 2013a),

4 t = AP T � F P T; (4-1)

where, AP T is the Amplitude Peak Time of VLF signal andF P T is the X-ray
Flare Peak Time. First, we compute the time delay of the response ofthe VLF
signals with respect to all the classes of the solar X-ray 
ux variation (as recorded
by GOES) (Basak and Chakrabarti, 2013a). Fig. 4.1 is a good example, which
shows4 t for an M-class 
are. In Fig. 4.2, we present a few examples of typical
VLF amplitude response for X, M and C class 
ares. These are superposed on the
X-ray light curve (details of those 
ares are marked in the Figure) as obtained by
GOES-15 satellite. The general pattern of the X-ray light curve is the same as the
VLF amplitude (Basak and Chakrabarti, 2013a).

41
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Figure 4.1: A typical example of4 t, the time delay of the VLF signal during an
M1.46-class 
are. The solid curve represents a typical soft X-rayirradiance � (W
m� 2) and the dashed curve represents the corresponding VLF amplitude deviation.
The date and time are written in the ddmmyyhhmm format. 4 A is in dB (Basak
and Chakrabarti, 2013a).

4.2 Comparison of VLF and X-ray data during 
are

4.2.1 Measurement of VLF amplitude perturbation

Maximum perturbed VLF amplitude (4 Amax ) is an important parameter for the
D-region electron density simulation, which is de�ned as (Basak and Chakrabarti,
2013a),

4 Amax = Aperturbed;max � Aquiet ; (4-2)

where, Aperturbed;max is the maximum VLF perturbation for a given solar 
are and
Aquiet is the mean of the available data of �ve solar-quiet days around the `
are day'.
We �tted the peak region of the4 A data with a higher order polynomial and chose
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Figure 4.2: Examples of (a) X-class (b) M-class and (c) C-class solarX-ray 
ares
as recorded by GOES-15 (solid lines) along with corresponding VLF signal am-
plitude deviations (4 A) obtained by ICSP receivers (dashed lines). Date and
time (ddmmyyyy hhmm) are marked in respective panels (Basak and Chakrabarti,
2013a).

the 4 Amax from the peak of the �tted polynomial (Basak and Chakrabarti, 2013a).
Thus the possible error from direct measurements of the data waseliminated. We
have chosen solar-quiet days, so that they are free from perturbations. 4 Amax is
in dB units (Basak and Chakrabarti, 2013a). This procedure is repeated for all the

ares presented.

4.2.2 Measurements of Time Delay

We already de�ned 4 t. In all the cases under this analysis, the 
are induced am-
plitude enhancements of the VLF signal lags behind the corresponding X-ray data
(Basak and Chakrabarti, 2013a). A similar4 t> 0 observations are reported by Zig-
man et al. (2007) for NAA/24kHz to Belgrade and other paths. We follow a few
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steps to obtain this time delay accurately. TheAperturbed;max , we obtained is the per-
turbation of the signal strength due to the 
are induced ionizationof the D-region
(Basak and Chakrabarti, 2013a). To obtain the peak time accurately, we adopted
a new procedure. We used� directly from GOES satellite and assumed that the
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Figure 4.3: A schematic diagram showing the meaning of4 t, the time delay of the
VLF signal. The solid curve represents a typical soft X-ray irradiance � (W m � 2)
and the dashed curve represents the corresponding VLF amplitude deviation (4 A)
in dB (Basak and Chakrabarti, 2013a).

background irradiance,� background is constant during a 
are (Basak and Chakrabarti,
2013a). The resolution of the available online data is one data point per minute.
In this case, a proper detection of the peak X-ray 
ux density time(F P T) and
hence4 t especially for comparatively stronger 
ares is di�cult. This limitation
was overcome by using higher order polynomial �tting method, mentioned earlier
in Section 4.2.1 and we took the peak time of the �tted graph of the polynomial as
F P T (Basak and Chakrabarti, 2013a). Using Eqn. (4-1), we calculated4 t. We
repeated the whole procedure described above, for each solar 
are event presented
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in this Chapter (Basak and Chakrabarti, 2013a). Fig. 4.3 shows4 t schematically.

4.3 E�ective recombination coe�cient during a solar 
are

4.3.1 Introduction to e�ective recombination coe�cient during a so-
lar 
are

Ionospheric recombination coe�cient indicates the time rate of recombination among
positive, negative and neutral ions per unit volume after an ionizing action on iono-
sphere. The dissociative recombination coe�cient (� D ) indicates the recombina-
tion among electrons, positive ions and positive cluster ions respectively. The mu-
tual ionic recombination coe�cient ( � i ) measures the recombination among positive
and several negative ions in the D-region. The e�ective recombination coe�cient
(� ef f ) represents a combined e�ect of them along with the� -parameter (Basak and
Chakrabarti, 2013a), which would be discussed in Chapter 6.� ef f -analysis is use-
ful to represent overall recombining behaviour of lower ionosphere through simpler
analysis. Early pioneering studies of the recombination of electronsand ions in lower
ionosphere were made by Appleton (1953), Mitra and Jones (1953), Whitten et al.
(1965), Wagner and Thome (1972), Whitten and Poppo� (1962), Mitra (1957,74),
Rishbeth and Garriott (1969), Gledhill (1986) etc.

In this Section, we formulate a method to estimate thee�ective recombination
coe�cient (� ef f ) at a low-latitude D-region ionosphere with the help of some estab-
lished methods. The VLF amplitude time delay (4 t) and VLF amplitude perturba-
tion (4 A) during a solar 
are are crucial parameters. We particularly concentrated
to calculate electron density because the positive and negative ions, due to their
comparatively heavier masses than an electron, hardly a�ect the VLF propagation
in lower ionosphere (Mitra 1992; Basak and Chakrabarti, 2013a). In Section 4.2, we
described the way we estimated4 t and 4 A from our VLF data. We concentrated
on 22 
ares which have a nearly similarZ in order to eliminate the e�ects ofZ . We
showed that� ef f has an inverse relation with� max (Basak and Chakrabarti, 2013a).

4.3.2 Theoretical formulation for e�ective recombinationcoe�cient

Our main aim in this Section is to obtain an expression of thee�ective recombina-
tion coe�cient (� ef f ) of D-region. The fundamental assumption of this calculation
is that, the sub-ionospheric VLF signal quickly senses the changesin D-region elec-
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tron density (Ne) and adjusts itself accordingly (Basak and Chakrabarti, 2013a).
Therefore, the VLF signal amplitude almost follows the temporal variation of Ne

even during 
ares (i.e., t4 A max = t Ne;max ). Keeping total charge neutrality in mind,
the D-region electron continuity equation can be written as (Whitten and Poppo�
1961; Rowe et al. 1970,74; Thomas and Bowmen, 1985; Hargraves and Birch 2005;
Basak and Chakrabarti, 2013a),

dNe

dt
=

q(t)
1 + �

�
Ne

1 + �
d�
dt

� [� 2� i + � (� i + � D ) + � D ]Ne
2; (4-3)

where, � i is the ion-ion recombination coe�cient, � D is the dissociative recombina-
tion coe�cient and � is the ratio of negative ion and electron density. The electron
production rate of the D-region due to� (t) during the 
are is given by (Zigman et
al. 2007; Basak and Chakrabarti, 2013a),

q(t) =
C� (t)

eH
cosZ; (4-4)

where, e = 2:71828, C = � � 1 (� is the amount of energy required to create
an electron-ion pair) and the scale height is given by (Mitra 1992; Basak and
Chakrabarti, 2013a),

H =
kbT

gmavg
; (4-5)

where, kb is the Boltzman constant, g is the gravitational acceleration, mavg is
the mean molecular mass andT is the average temperature of lower ionosphere.
According to Rowe et al. (1970) and Mitra (1974),� is a slowly varying function of
time. So we set, d� /dt ' 0. Whitten et al. (1965) and Mitra (1974) reported that,
� � 1 for altitudes above 70 km. So the Eqn. (4-3) can be approximatedas (Basak
and Chakrabarti, 2013a),

dNe

dt
= q(t) � � ef f Ne

2; (4-6)

where, the e�ective recombination coe�cient as described in Section 4.3.1 is as fol-
lows,

� ef f = � (� i + � D ) + � D : (4-7)

Applying Eqn. (4-6) near t = tNe;max and t � max , the e�ective recombination
coe�cient would be (Zigman et al. 2007) (Basak and Chakrabarti, 2013a),

� ef f =
0:375

4 t(Ne;max � qmax 4 t)
: (4-8)
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Table 4.1: Data sheet of all included 
ares (Basak and Chakrabarti,2013a)
Date time (s) � max (W m � 2) F lare 4 A max Z (deg:) 4 t(s) Ne;max � ef f

(yyyymmdd ) [ IST ] class (dB ) ( m � 3 ) ( m3 s� 1)
20110121 35230 3:33 � 10� 6 C3:33 1.315 27:0 151 5:19 � 109 9:155 � 10� 13

20110210 43560 1:88 � 10� 6 C1:88 0.68 28:7 353 3:34 � 109 153:44 � 10� 13

20110210 44873 2:06 � 10� 6 C2:06 0.791 32:4 307 3:63 � 109 23:94 � 10� 13

20110216 40526 5:96 � 10� 6 C5:96 2.199 20:5 222 9:71 � 109 5:319 � 10� 13

20110218 37272 4:03 � 10� 6 C4:03 1.039 18:0 183 4:38 � 109 27:67 � 10� 13

20110218 43365 8:57 � 10� 6 C8:57 2.325 26:7 147 10:84 � 109 5:523 � 10� 13

20110219 45278 2:63 � 10� 6 C2:63 0.918 32:4 247 3:86 � 109 23:197 � 10� 13

20110308 34140 15:0 � 10� 6 M 1:5 3.244 24:3 121 26:65 � 109 1:752 � 10� 13

20110308 38246 5:5 � 10� 6 C5:5 2.021 14:2 140 8:97 � 109 5:182 � 10� 13

20110310 34052 2:95 � 10� 6 C2:95 0.955 24:6 264 4:06 � 109 67:33 � 10� 13

20110311 36141 5:5 � 10� 6 C5:5 2.11 17:9 140 9:89 � 109 4:4 � 10� 13

20110311 45175 3:05 � 10� 6 C3:05 0.83 29:6 181 3:70 � 109 21:175 � 10� 13

20110414 39420 4:99 � 10� 6 C4:99 1.957 14:3 134 8:60 � 109 5:282 � 10� 13

20110416 40071 3:55 � 10� 6 C3:55 1.641 14:7 150 6:45 � 109 6:542 � 10� 13

20110607 43800 25:5 � 10� 6 M 2:55 3.005 28:8 90 18:36 � 109 5:929 � 10� 13

20110727 43760 3:07 � 10� 6 C3:07 0.63 26:8 179 3:270 � 109 37:65 � 10� 13

20110728 36861 2:29 � 10� 6 C2:29 0.761 23:2 190 3:48 � 109 14:855 � 10� 13

20110802 42542 14:9 � 10� 6 M 1:49 3.088 22:6 128 20:57 � 109 2:626 � 10� 13

20110803 36131 17:3 � 10� 6 M 1:73 3.123 23:8 145 23:71 � 109 2:283 � 10� 13

20110804 34017 93:1 � 10� 6 M 9:31 3.818 29:3 74 44:5 � 109 4:835 � 10� 13

20110817 35940 2:31 � 10� 6 C2:31 0.647 22:1 298 3:82 � 109 29:61 � 10� 13

20110830 44009 1:5 � 10� 6 C1:5 0.966 24:7 241 4:06 � 109 6:832 � 10� 13

Comparing Eqns. (4-4), (4-5) and (4-8) we get,

� ef f =
0:375

4 t(Ne;max � � max gmavg 4 t
�ek bT cosZ)

: (4-9)

Among the constant terms in Eqn. (4-9),mavg = 4:8 � 10� 26 kg (Mitra 1992)
and � = 34 eV (Whitten et al. 1965). Using SROSS-C2 satellite data, Sharma
et al. (2004) measured electron and ion temperature changes of the ionosphere.
They showed that electron temperature (Te) changes from 1.3 to 1.9 times and
ion temperature (Ti ) changes from 1.2 to 1.4 times respectively during 
ares in
comparison with normal days. Thus, the change of� ef f due to the changes inTe

and Ti is low enough, compared to other ion-chemical e�ect induced changes. So
for simplicity, we justi�ably assumed a thermal equilibrium and tookT = 210 K
(Schmitter 2011) to perform the entire calculation (Basak and Chakrabarti, 2013a).
Since only solar 
ares which occurred close to the mid-day have beenconsidered
in this analysis to eliminate dependence onZ , we assume mean cosZ = 0:90 for
our calculation (Basak and Chakrabarti, 2013a). This is justi�ed because for the

ares included here, the zenith angle varies between 33� to 14� (the Z values at each

are peak time are in Table 4.1) (Basak and Chakrabarti, 2013a). Our simulation
procedure to obtainNe;max will be discussed in the next Section.
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Figure 4.4: Simulated e�ective re
ection height (h0) (km) is plotted with corre-
sponding peak 
are 
ux (� max ) (W m � 2) (Basak and Chakrabarti, 2013a).

4.3.3 LWPC simulation of the D-region electron density during 
ares

Long Wave Propagation Model (LWPM) is the default propagation model of the
lower ionosphere (Ferguson 1998). It has an exponential increase in Ne and conduc-
tivity. A sharpness factor (� ) and e�ective re
ection height (h0) de�ne this iono-
sphere model (Wait and Spies 1964).h0 = 74 km and � = 0:3 km� 1 are constant
values being assumed to de�ne daytime unperturbed ionosphere, even constant for
the entire VLF range (Basak and Chakrabarti, 2013a). We carriedout the simula-
tion of lower ionosphere over a single Tx -Rx propagation path from NWC transmitter
to IERC, Sitapur receiving station. As we mentioned in Section 4.3.1 that in � ef f

analysis, to avoid the zenith angle (Z ) dependence, we only accommodated those

ares, which occurred when the sun was close to the zenith (allZ values averaged
over Tx -Rx path are mentioned in Table 4.1) with respect to VLF signal propaga-
tion path (Basak and Chakrabarti, 2013a). So we assumed that the 
are induced
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Figure 4.5: Simulated sharpness factor (� ) (km � 1) is plotted with corresponding
peak 
are 
ux ( � max ) (W m � 2) (Basak and Chakrabarti, 2013a).

perturbation of the re
ection height for the entire horizontal path segments are the
same (Basak and Chakrabarti, 2013a).

We used RANGE EXPONENTIAL model to handle the perturbed ionosphere
due to 
ares. First, we added the4 Amax with unperturbed ionosphere VLF ampli-
tude (A lwpc) corresponding toh0 = 74 km and � = 0:3 km� 1 (Pal and Chakrabarti
2010; Pal et al. 2012a, b; Basak and Chakrabarti, 2013a). The unperturbed D-
region electron density is calculated as,Ne;unperturbed = 2:2 � 108 m� 3. To authenti-
cate Ne;unperturbed , we obtain the same unperturbed value (averaged over the entire
propagation path) from IRI-model of NASA as, (Ne;unperturbed )IRI = 4:4 � 108 m� 3.
There is a little disagreement because LWPC follows Wait's 2-parameter lower iono-
spheric approximate model instead of the exact and more realistic model. This small
disagreement would not a�ect the results, as 
are inducedNe is high by a few orders
of magnitude than the unperturbed values (Basak and Chakrabarti, 2013a).
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Figure 4.6: (a) Simulated D-region electron density (circles) (Ne;max ) (m � 3) at h =
74 km is plotted with corresponding peak 
are 
ux (� max ) (W m � 2) (b) Also Ne;max

(squares) calculated ath = 74:1 km using � ef f values taken from Zigman et al.
(2007) (Basak and Chakrabarti, 2013a).

We now run the program to simulate Wait's parameters corresponding to the
perturbed VLF amplitude (A lwpc + 4 Amax ) and this process is repeated for all 22

ares which are detected close to local mid-day (Basak and Chakrabarti, 2013a).

In Figs. 4.4 and 4.5, these h0 and � are plotted with corresponding� max respec-
tively. Now using Wait's formula (Wait and Spies 1964; Pal and Chakrabarti 2010;
Pal et al. 2012a, b; Basak and Chakrabarti, 2013a),

Ne;max / e� �h 0
e(� � � 0)h ; (4-10)

where, � 0 = 0:15 km� 1, we got electron density at a heighth. We repeated the
entire LWPC simulation for several complex ion density pro�le values and we noted
hardly any change for VLF signal amplitude perturbation results.
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Figure 4.7: VLF amplitude time delay (4 t) is plotted as a function of corresponding
peak 
are 
ux ( � max , W m� 2) for the same 
ares shown in Fig. 4.6 (Basak and
Chakrabarti, 2013a).

4.3.4 Estimation of e�ective recombination coe�cients using Time
Delay

We analysed 22 solar 
ares havingZ within � 15� to 30� . We got the expression
for � ef f as Eqn. (4-9) and from LWPC simulation, we estimatedNe;max for each

are (Eqn. 4-10). In Fig. 4.6, the LWPC simulated Ne;max (at height h = 74
km) is plotted with corresponding � max . Also for veri�cation of our LWPC simu-
lation results, we again calculatedNe;max at h = 74:1 km height, using� ef f values
taken from Zigman et al. (2007). Though the simulatedNe;max values are a bit
underestimated with respect to the values adapted from literature, by keeping our
measurement errors in mind, the general agreement is good (Basak and Chakrabarti,
2013a). Substituting eachNe;max to Eqn. (4-9), � ef f can be calculated (see, Table
4.1). The values of4 t are depicted in Fig 4.7 (Basak and Chakrabarti, 2013a). In
Fig. 4.8, � ef f versus� max has been shown, the values of� ef f go from� 10� 13 m3s� 1
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Figure 4.8: E�ective re
ection coe�cient ( � ef f ) (m3s� 1) is plotted with correspond-
ing peak 
are 
ux ( � max ) (W m � 2) (Basak and Chakrabarti, 2013a).

to more than 10� 11 m3s� 1 for � C1.0 to M9.0 classes of 
ares. We see that� ef f

and � max are generally correlated with some exceptions (Basak and Chakrabarti,
2013a). That exception may be due to the zenith angle (Z ) variation during obser-
vation. The calculated values of� ef f for low latitude D-region ionosphere generally
agree with the results of Parthasarathy and Rai (1965); Balachandra Swamy (1991);
Zigman et al. (2007). Fehsenfeld and Ferguson (1969); Mitra and Rowe (1972); Mi-
tra (1974) reported that increase in solar 
ux intensity transforms the water-cluster
ions to molecular ions. Though that process is dominant near mesopause region,
but we report that at 74 km in D-region the transformation occursat a signi�cant
level and hence� ef f is reduced. Our results support this observation (Basak and
Chakrabarti, 2013a).



Chapter 4. Time Delay 53

4.4 Solar zenith angle e�ects on Time Delay

The solar zenith angle (Z ) is the angle measured from the local zenith to the geomet-
ric centre of the solar disc, as described here using a horizontal coordinate system
(Fig. 4.9). It depends on the local time and latitude of the location ofmeasurement.
The solar elevation angle (� L ) is the complementary angle ofZ , which measures the
angular altitude of the sun from the horizon to the centre of the solar disc. The

Figure 4.9: Solar zenith angle (Z ) and solar elevation angle (E).

solar zenith angle is given by,

Z = cos� 1(sinL t sin� + cosL t cos� cosH ); (4-11)

where, theL t is given by local latitude,� is the solar declination angle andH is the
local time dependent solar hourly angle.

The present Section consists of two di�erent analysis. First of these is related to
how measured4 ts vary (for a certain type of 
ares) depend onZ which is computed
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along the propagation path at the 
are occurrence time. We investigated a total of
22 
ares. As the 4 t has been found to depend on the strength of 
ares, we chose
only the C-class 
ares (as they are also numerous). We observe that the average
zenith angle (Z ) over the path during 
are occurrence has a linear correlation with
4 t (Basak and Chakrabarti, 2013a). We compute this correlation quantitatively.
Ours is an alternative method to estimate the relation betweenNe-pro�le of D-region
and Z , because4 t is directly connected to Ne (Mitra 1974; Zigman et al. 2007;
Basak and Chakrabarti, 2013a). Similar correlations of time delay with Z can be
tested for the M-class or X-class 
ares, but since their numbers are much lower, for
a good statistics, we need to collect the data for a longer period.

4.4.1 Direct correlation between the solar zenith angle andthe time
delay during C-class 
ares

In the Section, we discuss the variation of ionospheric time delay (4 t) during 
ares
with Z over the NWC-IERC signal propagation path. We calculate the average
zenith angle (Z ) by taking the mean of the zenith angle values at every 10km interval
along the propagation path at the peak time of the 
are (Basak andChakrabarti,
2013a). We did this to incorporate di�erent inclinations of solar radiation at di�erent
path segments. We computed this for the 22 C-class 
ares which are from C2 to
C7. One of the reasons to con�ne our discussion for a single C-classis this: the 4 t
has a dependence onNe;max and hence on� max according to Mitra (1974) (Basak
and Chakrabarti, 2013a). If we mix various classes of the 
ares, such a dependence
might shadow the e�ect we are after. Thus, we concentrated on 
ares of the same
class occurring at various times of the day. We could do similar analysisfor other
classes also, but their numbers were too few to establish a correlation beyond any
reasonable doubt (Basak and Chakrabarti, 2013a). In Fig. 4.10, the 4 ts are plotted
against their occurrence times (t) [IST] and the �tted curve has been drawn to show
the variation with diurnal time and hence with Z . It is interesting that the mean
curve closely follows typical diurnalZ variation. Z starts decreasing after sunrise.
It is minimum during the mid-day when the sun is close to the zenith and gradually
increases towards the sunset (Basak and Chakrabarti, 2013a).The errorbars of
4 t represent the resolution of the recorded VLF amplitude data and the available
online X-ray 
ux. Le et al. (2007, 2012) has shown theZ-dependence of the upper
ionosphere using TEC measurements and here we showed theZ dependence of
lower ionospheric response (Basak and Chakrabarti, 2013a). Forfurther analysis,
we plot 4 t directly with corresponding Z (Fig. 4.11) and �t them with a straight
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Figure 4.10: The time delay (4 t) (s) of the ionosphere for each C-class solar 
are
is plotted as a function of their occurrence timet(mins ). The solid line is the �tted
mean curve for these data points (Basak and Chakrabarti, 2013a).

line to show a direct correlation. In the equation of the straight line (Basak and
Chakrabarti, 2013a),

4 t = a1Z + a2; (4-12)

the �tted values are a1 = 0:7556 deg� 1 s anda2 = 137:24 s. The goodness of the �t
is established as thereduced-� 2 = 0:92 (No. of data pointsN = 22 and �tted using,
P = 2 parameters (see Eqn. 4-12), so the available degrees of freedom for this � 2

- test is, N � P = 22 � 2 = 20). We see that thereduced-� 2 is close to unity and
thus the correlation is very good (Basak and Chakrabarti, 2013a). From a physical
point of view, this correlation can be explained in the following way: theresidual
degree of ionization and free electron density (Ne) of lower ionosphere is mostly
governed byZ . During solar 
ares, bombardment of higher energetic X-ray photons
on ionospheric bed leads to chemical evolution and excitation but theZ-dependence
of the 
ux remains (Basak and Chakrabarti, 2013a).
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Figure 4.11: The time delay (4 t) (s) of the ionosphere for each C-class solar 
are
is plotted as a function ofZ at their occurrence time. The solid line is the �tted
straight line for those data points (Basak and Chakrabarti, 2013a).

4.4.2 Zenith angle e�ects on the correlation between peak 
are 
ux
and time delay

We extend our analysis to study the e�ects of the Zenith angle of the sun when
the 
are took place. In this part of the analysis, we chose 78 
aresof C, M and
X-classes which occurred at di�erent times of the day. We groupedthem into six
separate equal sized time bins (DT ) according to their occurrence times. For each
bin, we �tted 4 t versus peak 
are 
ux (� max ) of respective 
ares with an empirically
chosen exponentially decaying function and calculatedreduced-� 2 to estimate the
goodness of �t (Basak and Chakrabarti, 2013a). Finally, we compute the average
and standard deviation (� ) of the solar zenith angleZ (averaged over theTx -Rx

propagation path) for eachDT , and the reduced-� 2 varies exactly in the same way
as the standard deviation (� ) of zenith angle (Z ) distributed over Tx -Rx path within
each time binDT (Basak and Chakrabarti, 2013a).
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Table 4.2: Details of 
ares in di�erent time-bin (Basak and Chakrabarti, 2013a)
T ime range (s) C- M- X- a (s) b Red-� 2 f = �

type type type N � P (deg:)
DT1 22000-28000 6 4 1 347.0 0.39 0.923 9 3.231
DT2 28000-34000 14 3 0 247.1 0.23 1.039 15 3.084
DT3 34000-40000 8 3 0 311.3 0.35 1.324 9 6.535
DT4 40000-46000 8 2 0 346.8 0.40 1.532 8 13.698
DT5 46000-52000 11 4 1 219.4 0.29 1.663 14 12.629
DT6 52000-58000 12 1 0 238.6 0.30 1.725 11 12.26

Sorting and grouping of solar 
ares

We binned 78 
ares of C, M and X classes into six separate 100-min time-bins
namely, DT 1, DT 2, DT 3, DT 4, DT 5 and DT 6. The data is taken from the data
bank of IERC/ICSP for the NWC-IERC propagation path. The range of time-bins
and details of the 
ares present in those bins are given in Table 4.2. The pictorial
presentation is in Fig. 4.12. We chose the size of bins in a way that the they are
su�ciently small so that one could assumeZ to be constant in each bin and are
su�ciently big, so that there are statistically signi�cant number of 
 ares in each bin
(Basak and Chakrabarti, 2013a). Thus, we neglect theZ variation within a given
bin and for validity of our statistical results we accommodated su�cient number of

are cases in each bin from the available VLF data.

Time bin wise analysis of 
are events

Time delay (4 t) is de�ned by Eqn. (4-1) is similar to the time delay parameters
de�ned by Appleton (1953); Valnicek and Ranzinger (1972); Zigman(2007) etc. We
�rst �t the X-ray and VLF data analytically before obtaining 4 t (Section 4.2.2). In
the Section 4.4.1, we sorted only the C-class 
ares and showed that, 4 t = f 1(Z ),
i.e., 4 ts for these 
ares depend on meanZ computed over the signal propagation
path (Basak and Chakrabarti, 2013a).

While calculating � ef f in Section 4.3.4, we showed that,4 t = f 2(� max ), i.e.,
4 t signi�cantly depends of the corresponding peak 
are 
ux� max (Basak and
Chakrabarti, 2013a). In order to demonstrate4 t = f (Z; � max ), i.e., the dependence
of 4 t on � max and Z simultaneously, we introduce this new approach. Observing
the nature of dependence, we assume an empirical relation between the 4 t and � max
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Figure 4.12: Schematic diagram of the positions of the sun atDT 1 to DT 6 time
bins.

for the 
ares in each bin (Basak and Chakrabarti, 2013a):

4 t = ae� b(log 10 � max ) ; (4-13)

where,a and btake real values. We then �t data points of each bins separately using
non-linear least square �tting technique usingGnuplot software anda and b are the
parameter values (see, Table 4.2) corresponding to best �tting ofEqn. (4-13) and
calculated reduced-� 2 for every �t to test the `goodness of �t'. The reduced-� 2 for
j -th bin is (Basak and Chakrabarti, 2013a),

reduced �2
j =

1
f

X

DT

(4 tobs � 4 tem)2

� 2
err

; (4-14)

where,4 tobs is experimentally observed time delay,4 tem is the time delay calculated
using Eqn. (4-13),� err is the size of the errorbar, which comes from the limitations
of the measuring instrument. In our case,� err = 30s. Now the degree of freedom is
de�ned as,

f = N � P; (4-15)
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Figure 4.13: Variation of the mean zenith angle (Z in deg.) as a function ofTx -Rx

path at middle of time-bins mentioned in Table 4.2.Tx is at d = 0 km and Rx is at
d = 5691 km (Basak and Chakrabarti, 2013a).

where, N is the number of 
ares within j -th time-bin and P is number of model
parameters used to �t N number of data points and hereP = 2 from Eqn. (4-
13). Our main objective here is to check the nature of4 t at di�erent Z . This is
because, the residual degree of ionization (due to Lyman-� and soft X-ray) of lower
ionosphere is mainly governed byZ . In Fig. 4.13, we plot the variation ofZ along
Tx -Rx . Six di�erent graphs represent typicalZ variation at midway of each time
bin. Along the entire path, Z varies considerably for some time bin (e.g.DT 3, DT 4,
DT 5, DT 6 mainly), and thus it is not possible to assumeZ to be a constant. One
way to quantify Z for each time bin, would be to measure `how bad' the assumption
of constant Z is. In other words, we would be interested in obtaining the standard
deviation (� ) of Z for each time bins. This� will thus be an estimate of variation of
residual ionization due to the 
are alone alongTx -Rx path (Basak and Chakrabarti,
2013a). In the next Section, we would test our hypothesis that if� is large, i.e.,
the variation of ionization along the path is signi�cant, then thereduced-� 2 is also
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going to be large, i.e., the correlation between4 t and � max would also not be very
tight. The reverse should also be true, i.e., if� is small, then reduced-� 2 is also
small.

Correlation between� of zenith angle andreduced-� 2
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Figure 4.14: The time delay [4 t(s)] for each of the solar 
ares has been plotted as
a function of peak 
are 
ux ( � max in W m � 2). The solid line is the �tted empirical
function (Eqn. 4-13). The time bins are (a)DT 1, (b)DT 2 and (c)DT 3 (Basak and
Chakrabarti, 2013a).

We have analysed a total of 78 
ares (Table 4.2) and for each 
are,the VLF
peak appeared after the X-ray peak. Hence for all the cases under this investigation
we got, 4 t> 0. Grouping techniques and analysing procedures of 
ares are already
discussed in the earlier Section. The procedure is from Basak and Chakrabarti
(2013a).
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Figure 4.15: The same plot of time delay (4 t) as in Fig. 4.14. The time bins are
(a) DT 4, (b) DT 5 and (c) DT 6 (Basak and Chakrabarti, 2013a).

All the 
are events are plotted for each time bin in Fig. 4.14 and Fig. 4.15.
Error bars correspond to the resolutions of the available GOES-15X-ray data from
the NOAA archive and IERC recorded VLF data. First, we note the decreasing
tendency of 4 t with increasing � max , which we already reported during� ef f for
limited number of 
ares within a small span of Z . After �tting them with the
empirical function (Eqn. 4-13) the �tting parameters a and b are evaluated (Table
4.2). Thereafter we calculatereduced-� 2 for each �t to estimate the `goodness of
�t' (the degrees of freedom, f corresponding to those �tting are given in Table
4.2). The reduced-� 2 physically represents the dominance of� max on 4 t during the

ares at an e�ective ionization level of the D-region governed byZ . Six di�erent
time bins represent discrete residual ionized states caused by di�erent path averaged
Z values. Thereduced-� 2 values are around `unity' which means that the correlation
is generally very good. However, as we progress fromDT 1 to DT 6, we see that the
reduced-� 2 increases (Fig. 4.16). Thus the �tting becomes poorer and control of
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� max over 4 t weakens gradually.

So far, we discussed the nature of4 t. Possible physical explanation of this,
at least for the low-latitude, trans-equatorial, medium length signal propagation
path (NWC-IERC) can be understood by the following exercise. In Fig. 4.13, the
variation of Z over Tx -Rx path at mid-point of the time bins was found to be very
signi�cant. This Z variation and hence the variation of the residual ionization level
of D-region over the propagation path increases monotonically from DT 1 to DT 6
(see Fig. 4.16) (Basak and Chakrabarti, 2013a). The standard deviation ( � ) of Z
denotes the spread of it over the path.

Our �ndings indicate that the gradient of residual ionization level over Tx -Rx

path is the key determining factor of4 t for di�erent classes of solar X-ray 
ares
occurred at di�erent times.
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Figure 4.16: Thereduced-� 2 (circle) and the standard deviation (� ) (diamond) of
the zenith angle (Z ) along Tx -Rx path as functions ofDT 1, DT 2, DT 3 etc (Basak
and Chakrabarti, 2013a).
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MODELLING OF VLF SIGNALS PERTURBED
BY SOLAR FLARES

5.1 Overview of the model and the background

Our ionosphere is a gigantic detector of extraterrestrial radiation. Study of the
evolution of its chemical composition in presence of high energetic phenomena is
of utmost importance not only to understand how the VLF radiationwould be
a�ected, but also to understand the overall stability of this complex system. In
the present work, we apply the GEANT4 simulation (applicable to any high energy
radiation detector) to understand the changes in the D-region electron density (Ne)
during 
ares as the ion-chemistry leaves hardly any impression on VLF propagation
characteristics (Palit, Basak et al., 2013). For that reason, the knowledge of only the
dominant chemical processes in the D-region ionosphere would be enough to study
the modulation due to events such as solar 
ares (Rowe et al., 1974;Mitra, 1981;
Chamberlain, 1978). One such simpli�ed model, namely, the Glukhov-Pasko-Inan
(GPI) model (Glukhov et al., 1992) can be applied for the events which cause excess
ionization in the D-region. Inan et al. (Inan et al., 2006) used this model (though
modi�ed for lower altitudes) to �nd the e�ects of Gamma Ray Bursts on the state of
ionization. The model has also been adopted successfully by Haldoupis (Haldoupis
et al., 2009) for his work on the early VLF perturbations associatedwith transient
luminous events.

Presently, we model the VLF signal variation due to the D-region ionospheric
modulation during solar 
ares by combining a Monte Carlo simulation (GEANT4)
for electron-ion production with the GPI model for the D-region to�nd the rate of
free electron production at di�erent altitudes by X-rays and
 -rays emitted from the

ares (Palit, Basak et al., 2013). Finally, the Long Wave PropagationCapability
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(LWPC) code (Ferguson, 1998) has been used to simulate the expected changes in
the VLF amplitude. The LWPC code computes the amplitude and phaseof the
VLF signal for any arbitrary propagation path and ionospheric conditions along the
path, including the e�ects of the earth's magnetic �eld. It uses theexponential
D-region ionosphere de�ned by Wait and Spies (1964) and the waveguide mode
formulation developed by Budden (1951). This program has been used by many
workers and is quiet successful for modeling of long-range propagation of VLF signals
even in presence of ionospheric anomalies (Grubor et al., 2008; Rodger et al., 1999;
Chakrabarti et al., 2012, Pal et al. 2012a, 2012b; Palit, Basak et al., 2013). Instead
of Wait's model for the D-region ionosphere, we use our own result for that part
of the ionosphere, by incorporating the results from the GEANT4 Monte-Carlo
simulation and the GPI scheme in the LWPC program (Palit, Basak et al.,2013).

We compare the simulated VLF signal amplitude deviations due to the e�ect of
solar 
ares with those of the observational data from NWC/19.8 kHz and detected by
the ground based VLF receiver of the Ionospheric and Earthquake Research Centre
(IERC) under Indian Centre for Space Physics (ICSP). To illustrate the success of
our method, we use one X2.2 type and one M3.5 type solar 
are data which occurred
on 15th Feb 2011 and 24th Feb 2011 respectively and compare with the predicted
VLF output from our model (Palit, Basak et al., 2013). Our interestis to reproduce
the change in the VLF signal during the solar event and examine the decay of the
signal during long recovery time.

5.2 The Model

5.2.1 GEANT4 Monte Carlo simulation

Geometry and Tracking (GEANT4) is a well known detector simulationprogram
(Agostinelli et al., 2003), which includes all the required physics for the production
of electron-ion pair in the atmosphere by energetic photon interactions. Most of the
ionizations occur due to the collision of molecules with secondary electrons produced
by initial photo ionization (Palit, Basak et al., 2013). The earth's ionosphere is a
giant detector and as such, the software used to analyse detectors in high energy
physics could be used here as well. Furthermore, GEANT4 is an openlyavailable
and widely tested toolkit. We simulated the rate of ionization at di�erent altitudes
due to solar X-ray photons during 
ares using this GEANT4 (Palit, Basak et al.,
2013).

The ionosphere, constructed in the detector construction classconsists of con-
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centric spherical shells, so that the atmosphere is divided into several layers. The
distribution of layers is chosen accordingly. They consist of average molecular den-
sities and other parameters at those heights. The correspondingdata is obtained
from NASA-MSISE-90 atmospheric model (Hedin, 1991) of the atmosphere (Palit,
Basak et al., 2013).

Initially, the Monte-Carlo process is triggered by primary particle generation
class of GEANT4 with photons of energy ranging from 1-100 keV. Weare not
interested in high energy gamma ray photons as their energy deposition height is
much lower than that of the D-region Ionosphere. First, a uniformspectrum where
equal number of photons per keV bin is chosen as the input in primarygeneration
class, such that the incident photons in a speci�c bin have random energies within
the range of the bins. This gives a distribution of electron-ion production rate in
a matrix form. We produce an altitude distribution by a simulation with di�erent
incident angles of the photons. For this simulation, we collect the back-ground
subtracted solar spectra during the 
ares from Rhessi satellite data.

Several previous workers (e.g., Glukhov et al., 1992 and Haldoupis etal., 2009)
approximated total energy deposition by a photon and divided it witha pre-assumed
value of the average energy for production of an electron-ion pairand ultimately
calculated the rate of ionization. Without such an approximation, instead, we follow
the electron ionization interactions down to the lowest possible levelin the Monte
Carlo process (Palit, Basak et al., 2013). For this, the lower energythreshold for
electron and photon processes is extended down to 10 eV in the electromagnetic
processes in the GEANT4 toolkit. From simulations we found the average energy
required per electron-ion pair production as� 31 eV (Palit, Basak et al., 2013).

The ionization e�ect due to the solar X-ray is dominant in the D region (� 60�
100 km) only. The simulation also shows that the altitude of maximum ionization
is somewhat lower for X-class 
are (� 81 km) than that of M-class (� 88 km).
This is consistent with the obvious result that the relative abundance of high energy
photons is larger in the spectrum of an X-class 
are. The e�ects ofthe zenithal
variation of the Sun is included in the simulation to account for the variation of the

ux in long duration 
ares (Palit, Basak et al., 2013).

We simulate the condition at the middle of the VLF propagation path and assume
that the resulting electron density distribution apply for the whole path. Along the
propagation path in question, the solar zenith angle variation is at the most � 30�

(Palit, Basak et al., 2013).

We thus compute free electron production rates per unit volume atall the rele-
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vant heights for both the 
ares we wish to model.

5.2.2 The Glukhov-Pasco-Inan chemical model

To understand the ionospheric chemistry during 
ares, we use theGlukhov-Pasco-
Inan chemical model (Glukhov et al., 1992). Here, the evolution of the number
density of four types of ion species are considered. These are: electrons, positive
ions, negative ions and positive cluster ions. The positive ionsN + comprise of
mainly O+

2 and NO+
2 . The negative ionsN � include O�

2 , CO�
3 , NO �

2 , NO �
3 etc.

The positive cluster ionsN +
x are usually of the formH + (H2O)n . The GPI model

is meant for the night time D-region ionosphere. Modi�ed set of equations exists
(Lehtinen & Inan, 2007), which are applicable at lower heights (� 50 km), where the
inclusion of negative ion clustersN �

x is important and the scheme has been used
for the day time lower ionosphere also (Inan et al., 2007; Palit, Basaket al., 2013).
However, for the altitudes of our interest in the model (above 60 km) where the VLF
is re
ected, the simpli�ed model such as GPI is su�cient. We concentrate only on
the ionization produced by the X-ray from solar 
ares. Though it is asimpli�cation,
this will produce good results as long as the electron-ion productionrates due to
the X-rays dominate over the regular production rates. The model is for the strong

ares (at least for upper C-class and above) (Palit, Basak et al., 2013).

In the GPI scheme, time evolution of the ion densities follow ODEs, theright
hand sides of which have production (+ve) and loss (-ve) terms:

dNe

dt
= I + 
N � � �N e � � dNeN + � � c

dNeN +
x ; (5-1)

dN �

dt
= �N e � 
N � � � i N � (N + + N +

x ); (5-2)

dN+

dt
= I � BN + � � dNeN + � � i N � N + ; (5-3)

dN+
x

dt
= BN + � � c

dNeN +
x � � i N � N +

x : (5-4)

The plasma neutrality condition requires,

N � + Ne = N + + N +
x : (5-5)
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Figure 5.1: Electron density at di�erent layers during the (a) M-class 
are. The
time started from 6:56:40 UT (Palit, Basak et al., 2013).

Here � is the electron attachment rate (Rowe et al., 1974), the value of which is
given by ,

� = 10� 31NO2 NN2 + 1:4 � 1029(
300
T

)e(� 600
T )N 2

O2
: (5-6)

NO2 and NN2 represent the number densities of molecular Oxygen and Nitrogen
respectively, andT is the electron temperature. The neutral atom concentrations
at di�erent altitudes, required for the calculations of the coe�cients were obtained
from NASA-MSISE atmospheric model (Palit, Basak et al., 2013). The detachment
coe�cient, i.e., the coe�cient of detachment of electrons from negative ions has
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Figure 5.2: Electron density at di�erent layers during the (b) X-class 
are. The
time started from 01:23:20 UT (Palit, Basak et al., 2013).

contributions from both photodetachment (at daytime) and processes other than
photodetachment. The coe�cient for the photodetachment process is� 10� 2 to
5 � 10� 1 and for the other process it is� 10� 1 to 10� 2 at 80 km (Bragin, 1973;
Palit, Basak et al., 2013). According to Lehtinen and Inan (2007) and Pasko and
Inan (1994), the value of the detachment coe�cient
 varies widely from 10� 23N
s� 1 to 10� 16N s� 1. Following Glukhov et al. (1992) the value of
 is taken to be
3� 10� 18N s� 1, whereN is the total number density of neutrals. In our calculations
the value of 
 comes out to be 2:4 � 10� 2 at 75 km to 6:6 � 10� 3 at 84 km, which
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is reasonable (Palit, Basak et al., 2013).

Figure 5.3: Altitude pro�les of electron density as obtained from theGPI model
at three di�erent times for an M-class 
are. Solid line shows the ambient pro�les
before the beginning of the 
are while the dashed and the dot-dashed lines represent
the pro�le during the peak and at a time during recovery (Palit, Basak et al., 2013).

We have used e�ective coe�cient of dissociative recombination� d values as 3�
10� 7 cm� 3sec� 1 for � d.

The e�ective recombination coe�cient of electrons with positive cluster ions � c
d

has the value� 10� 6 � 10� 5 cm� 3sec� 1. Here the value of 10� 5 cm� 3sec� 1 is adopted
as suggested by Glukhov et al., (1982). The value of the e�ective coe�cient of ion-
ion recombination processes for all types of positive ions with negative ions is taken
to be 10� 7 cm� 3sec� 1 (Mitra, 1968; Rowe et al, 1974). B is the e�ective rate of
conversion from the positive ion (N + ) to the positive cluster ions (N +

x ) and has the
value 10� 30N 2 s� 1 (Rowe et al., 1974; Mitra, 1968), in agreement with Glukhov et
al. (1992) (Palit, Basak et al., 2013).

The term I , which corresponds to the electron-ion production rate, can be written
asI = I 0 + I x . Here,I 0 is from the constant source of ionization which is responsible
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Figure 5.4: Same as Fig. 5.3 but for an X-class 
are. Solid line shows theambient
pro�le before the beginning of the 
are while the dashed and the dot-dashed lines
represent the pro�les during the peak and at a time during recovery (Palit, Basak
et al., 2013).

for the ambient distribution of ions. In our case,I 0 corresponds to the background
ultraviolet ray and Lyman alpha lines etc. from the quiet Sun, which produces the
D region. The I x is generated by the X-ray photons (in the energy range from 1
to 12 keV, important for the D-region) coming from the solar corona during solar

ares only (Palit, Basak et al., 2013).

To account for the time variation of the number density of the ion species, we
divide each term into a constant and a time dependent parts, i.e.,Ne is replaced by
N0e + Ne(t), N + with N +

0 + N + (t), N � with N �
0 + N � (t) and N +

x with N +
0x + N +

x (t)
(Palit, Basak et al., 2013). A set of equations governing the equilibrium conditions
can be obtained from Equations (5-1 to 5-4), by replacing the ion density terms with
their ambient values,I by I 0 and equating the production rates to zero (Glukhov et
al., 1992).

Then utilizing the conditions of equilibrium and above replacements in Eqns.
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Figure 5.5: Altitude pro�le of the negative ions as obtained from the GPI scheme.
Solid, dashed and dot-dashed lines represent respectively the ambient pro�le, that
at the peak and at a time during recovery of the X-type 
ares discussed in the text
(Palit, Basak et al., 2013).

(5-1 to 5-4), we get the set of equations which are applicable for 
are induced lower
ionosphere.

The unperturbed values of the electron and ion densities are obtained from the
IRI model (Rawer et al., 1978). Unperturbed negative ion densityN �

0 is obtained
from the relationshipN �

0 = �N 0e, where� is the relative composition of the negative
ions. The values of positive ion densities are calculated from the charge neutrality
condition, i.e.,

N0e + N �
0 = N +

0x + N +
0 : (5-7)

Using the ionization rate per unit volume (I x ), obtained from GEANT4 simulation
and the coe�cients of the ODEs, calculated from MSIS data, we solve the modi-
�ed ODEs by Runge-Kutta method to �nd the residual electron density at various
altitudes during the course of the 
are (Palit, Basak et al., 2013).

Figures (5.1) and (5.2) show the electron density variations at di�erent altitudes



Chapter 5. Modelling of VLF signal 72

1 100 10000
Positive ion  density N  (cm   )

65

70

75

80

h 
(k

m
)

+ -3

(b)

Figure 5.6: Same as Fig. 5.5 except for positive ions. Solid, dashed anddot-dashed
lines represent respectively the ambient pro�le, that at the peak and at a time during
recovery of the X-type 
ares discussed in the text (Palit, Basak et al., 2013).

throughout the 
ares. The 
are time enhancement in electron density from ambient
values can be clearly seen.

We follow the same procedure to obtain altitude pro�les (Ne) due to the quiet
background electron density during the entire time when the M & X class 
ares
(Figs. 5.3 and 5.4).

These are plotted at three di�erent times including the peak time. The times
are shown by arrows in Figs. (5.1) and (5.2). The ambient electron density during
an X-class 
are was higher than that of the M-class 
are (Palit, Basak et al., 2013).
This is because the background X-ray 
ux during the X-class 
are was stronger.
The height pro�les of the negative ions, positive ions and positive cluster ions are
presented in Figs. (5.5), (5.6) and (5.7) respectively for three di�erent times during
the 
are as numerically calculated from GPI model (Palit, Basak et al.,2013).
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Figure 5.7: Same as Fig. 5.5 except for the Positive Cluster ions. Solid,dashed and
dot-dashed lines represent respectively the ambient pro�le, thatat the peak and at
a time during recovery of the X-type 
ares discussed in the text (Palit, Basak et al.,
2013).

5.2.3 LWPC modelling of VLF signal response

From the GPI model, we have the electron densities (Ne) at various altitudes. We can
input them to obtain the time variation of the deviation of the VLF signal amplitude
during a 
are event. We use the Long Wave Propagation Capability (LWPC) code
(Ferguson, J.A., 1998) to accomplish this. The electron density pro�les (Figs. 5.1
and 5.2) represent the modulated D-region ionosphere due to the solar 
ares and
can be used as the inputs of the LWPC code to simulate the VLF signalamplitude
behaviour. The electron-neutral collision frequency in the lower ionosphere plays an
important role for the propagation of VLF signals. We used the collision frequency
pro�les between electrons and neutrals as described by Kelley (2009). This is given
by the following equation,

� e(h) = 5 :4 � 10� 10nnT1=2; (5-8)
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where,nn andT are the neutral density in cubic centimetre and electron temperature
in Kelvin respectively. Assuming the temperature of the electrons and the ions are
the same and using the ideal gas equation the above equation can beexpressed as
(Schmitter, 2011; Palit, Basak et al., 2013),

� e(h) = 3 :95� 1012T � 1=2exp(� 0:145h): (5-9)

5.3 Results and interpretation

Figure 5.8: Simulation results of VLF amplitude modulations (dotted line) and
corresponding observed VLF data (solid line) are plotted with UT foran M-class
solar 
are (Palit, Basak et al., 2013).

Using GPI model we obtained the altitude variations of the electron densities
before and during the chosen 
ares. We now use the LWPC model tocompute the
resulting VLF amplitudes as a function of time. To �nd the observational deviation
in the VLF signal due to the 
ares, we subtract the 
are day data from the VLF
data of the nearest quiet day. For the signal generated by the LWPC code also the
subtraction is made, but with a constant VLF pro�le obtained from the ambient
electron density (Palit, Basak et al., 2013).
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Figure 5.9: Same as Fig. 5.8 except for an X-class solar 
are (Palit, Basak et al.,
2013).

The response of the VLF signal to this electron distribution as obtained from the
LWPC code after the appropriate subtraction of the backgroundis shown in Figs.
(5.8) and (5.9) for M and X classes of 
ares respectively. We see that the variations
in VLF signal strengths resemble with those recorded for NWC to IERC/ICSP
propagation path by IERC based receivers. For the M-class 
are,the resulting VLF
signals from model matches with the observation up to a certain point of time beyond
which modelled slope becomes gradually smaller than that of the observation (Palit,
Basak et al., 2013). For the X-class 
are the modelled value of slope becomes larger
than that of the observation. The M-class 
are occurred at the local afternoon and
X-class 
are, on the other hand, occurred in the morning. The mismatch may be due
to the e�ect of the solar zenithal angle on the ambient electron densities at various
altitudes. In our simpli�ed model, this e�ect was not considered (Palit, Basak et
al., 2013).

We can also see (comparing Figs. 5.8 and 5.9 with Figs. 5.1 and 5.2) that the
di�erences in slopes of decay between the models and the observations start to occur
when the electron densities fall below a certain level for both the 
ares (� 2000 cm� 1



Chapter 5. Modelling of VLF signal 76

at 80 km) (Palit, Basak et al., 2013). Furthermore, since the M-class 
are spectrum
is relatively softer than that of the X-class one, the ambient (unperturbed) electron
density starts to dominate the VLF amplitude a bit earlier during decay of the M-
class 
are. We can see that the deviation of the modelled slope from the observed
one starts earlier for M-class 
are than the other (Palit, Basak etal., 2013). We will
work on this for further improvements.



Chapter 6

BEHAVIOUR OF NEGATIVE IONS IN
D-REGION DURING A SOLAR FLARE

6.1 Introduction to � -parameter

The negative ions exclusively found in the D-region of the ionosphere. We already
discussed the D-region chemistry in Section 1.3.1. According to Mitra(1974), the
negative ions are reduced signi�cantly above 70 km. In our case, wegot almost
a similar results for low latitude ionosphere above NWC-IERC propagation path
(Basak and Chakrabarti, 2013b). The negative ions found are O� , O�

2 , Cl� , NO�
2 ,

CO�
3 , HCO�

3 , CO�
4 , NO�

3 (H2O), CO�
3 (H2O). Among them NO�

3 and CO�
3 are found

to be chemically most dominating ions (Mitra, 1974). In this Chapter,we would
discuss relative abundances of negative ions. In this case, the� -parameter is de�ned
as (Basak and Chakrabarti, 2013b),

� =
N �

Ne
; (6-1)

where, N � and Ne are the negative ions and electron densities respectively. The
variation of � during solar 
ares at several D-region heights is signi�cant during

ares. In the next few Sections, we would analyse the� -pro�le of the D-region
over NWC-IERC transequatorial low latitude path during an M-class
are (GCP
is shown at Fig. 1.7). For this, we have chosen a M1.92 class 
are (as detected
by GOES), which occurred on the 9th Feb 2011 and was recorded byIERC/ICSP
based VLF receiving system (Basak and Chakrabarti, 2013b). Theamplitude (4 A)
and phase perturbation are shown in Fig. 6.1.

First, we simulated the electron density (Ne) using the standard LWPC method
(also see, Section 4.3.3). Then we inputted it to the generalised electron continuity
equation (Deshpande et al, 1972). Finally, we evaluated the� -pro�le.
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Figure 6.1: VLF amplitude (4 A in dB) (blue line) and phase (deg.) (red line)
response of NWC/19.8 kHz signal during the M1.92 class solar 
are is presented.
Date and 
are peak times are shown inyyyymmdd hhmmss format (Basak and
Chakrabarti, 2013b).

6.2 Theoretical formulation of �

6.2.1 LWPC simulation for enhanced electron density

Basics of LWPC code are stated in Section 1.5.3. It computes the subionospherically
propagated VLF amplitude and phase response using simpli�ed 2-parameter model
of the lower ionosphere (Wait and Spies, 1964).

In Section 4.3.3, we simulated Wait's model parameters (h0, � ) for several 
ares
of di�erent classes, but only for the peak times of the 
ares. Presently, we run the



Chapter 6. D-region negative ions 79

simulations for the entire M1.92 class 
are. Like in the earlier analysis,here also we
denote the unperturbed lower ionosphere as h0= 74 km and � = 0:3 km� 1 and we used
`RANGE-EXPONENTIAL model' to deal with 
are perturbed ionosphere (Basak
and Chakrabarti, 2013b) which takes VLF amplitude and phase perturbations (see
Fig. 6.1) as input and �nally produces h0 and � (Fig. 6.2) corresponding to the
perturbed ionosphere. We used Wait's formula (Eqn. 4-10) and calculated Ne-pro�le
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Figure 6.2: Wait's model parameters, e�ective re
ection height (h0 in km) and
sharpness factor (� in km� 1) variations during an M1.92 class 
are (as obtained
from the LWPC simulation) are shown (Basak and Chakrabarti, 2013b).

at h = 74 km. Fig. 6.3 showsNe plotted with corresponding 
are X-ray 
ux density.
We observed the time delay (4 t) (the most crucial parameter of analysis of previous
Chapter) of the Ne peak with respect to the X-ray peak. In the relaxation regime,
the Ne comes back to the pre-
are quiet values much later than the time when the
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X-ray light curve does so. This directly indicates the e�ective relaxation time scales
of D-region chemical reactions (Basak and Chakrabarti, 2013b).However, taking
time derivative to Eqn. (4-10) we get,

dNe

dt
= Ne[(h � h0)

d�
dt

� �
dh0

dt
]: (6-2)

If we supply the time derivative of h0 and � , we can evaluate Eqn. (6-2) for heights
between 65 km to 75 km (Fig. 6.4).
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Figure 6.3: D-region electron density (Ne in m� 3) (green line) at a height of 74 km
as simulated using LWPC, has been plotted along with solar 
are X-ray
ux density
(� in Watt m � 2) (blue line) as measured by GOES-15 during an M1.92 class 
are
(Basak and Chakrabarti, 2013b).
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Figure 6.4: Time derivative of D-region electron density (dNe
dt in m� 3s� 1) at several

heights (65-75 km) as simulated using LWPC. Di�erent heights are indicated with
separate colours (Basak and Chakrabarti, 2013b).

6.2.2 Solution of the continuity equation for the electrons

The generalised electron continuity equation in the D-region has already been men-
tioned (Eqn. 4-3), where the dissociative recombination (� D ) and mutual ionic
recombination (� i ) processes are taken into account. For the purpose of the present
analysis, we take,� D = 5 � 10� 12 m3s� 1 and � i = 1 � 10� 12 m3s� 1, which are typical
values for an M-class 
are (Basak and Chakrabarti, 2013b). We calculate the elec-
tron production rate q(t) using Eqn. (4-4) and respective values of the parameters
corresponding to this M-class 
are. We supply previously calculatedNe(h; t) and
dNe
dt (h; t) using Eqns. (4-10) and (6-2) respectively. Hence the Eqn. (4-3) becomes
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a �rst order di�erential equation of � (t) for each heighth. We solve it numerically
and obtain � (h; t) (Basak and Chakrabarti, 2013b).

6.3 Results
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Figure 6.5: The altitude pro�le of � -parameter at di�erent times during the M1.92
class 
ares. Di�erent colours indicate di�erent times (Basak and Chakrabarti,
2013b).

The results of � are presented in two di�erent ways. In Fig. 6.5, we plot the
altitude pro�le of � at di�erent times during that 
are and in Fig. 6.6, we presented
the temporal variation of � at di�erent D-region heights (h) starting from 65 km to
75 km. The � is reduced as height increases (Rowe et al. 1974, Mitra 1974) and
our results support that. Again, above 70-72 km, the� � 1 i.e., the negative ions
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are lesser in number (Mitra 1974). The results in Fig. 6.6 supports the results of
Rowe et al. (1970) though they did analysis for a weak 
are. We observed that in
the near ionization regime of a 
are,� decreases and in the recombination regime, it
goes up gradually (Basak and Chakrabarti, 2013b). This decreaseof � is primarily
due to two reasons. First, the negative cluster ions are destroyed at a faster rate
through mutual ionization process during a 
are. Second, the production rate of
the negative ion is much slower than the electron production rateq(t) (Basak and
Chakrabarti, 2013b).

25000 26000 27000 28000

0

20

40

60

80

t (s)

l
-p

ar
am

et
er

65 km

66 km

67 km

68 km

69 km

70 km

71 km

72 km

73 km

74 km

75 km
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Chapter 7

CONCLUSIONS AND FUTURE PLAN

In this thesis, the main objective was to study the e�ects of solar energetic phe-
nomena on the lower ionosphere using subionospherically propagating Very Low
Frequency signals. Apart from the regular solar radiation e�ects on ionospheric
weather and hence on VLF radio signal, we focussed on occasional VLF signal
enhancements during solar 
ares and corresponding perturbations associated with
D-region ionosphere. The Chapter wise conclusions are as follows.

In Chapter 1, we started with the basic details of the atmosphere and the iono-
sphere. We then moved to deeper discussions on the lower ionospheric chemistry
and the part of the energy spectrum of solar radiation responsiblefor the lower
ionospheric perturbations. The necessary theoretical background and computer pro-
grams based on it regarding VLF, are discussed. Finally, we presented a discussion
about the parameters representing ionospheric perturbation during solar 
ares. As
an example, we gave data corresponding to the VLF-detection of solar 
ares by the
receiving stations at ICSP. For a better understanding of the aim of this thesis, this
elaborate discussion on the background matter was necessary.

In Chapter 2, we described earlier works on the main topic of this thesis. The
history of the ionospheric studies using radio wave propagation is very rich. Initial
fundamental contributions of this subject are pioneered by Appleton, Mitra, Wait
and other physicists. Here, we discussed di�erent theories, models and experimental
models on the e�ective recombination processes in the D-region during 
ares and
other energetic events. The� ef f is related to the 
are energies and time delay
(Zigman, 2007; Nina, 2012) for higher latitude paths. This earlier observations
helped us to frame problems of this thesis as well as to verify the validity of already
established relations for low latitude ionosphere, i.e., our propagation paths. For
example, Thomson and Clilverd (2001) reported solar zenith angle (Z ) dependence
of 
are-events in higher latitudes, both for the short and very long paths. We
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established the same type of relationship for low latitudes, trans-equatorial, mixed
(sea plus land) medium length path, such as, NWC-IERC (GCP is shownat Fig.
1.7). The assumptions made, the procedure, and the results are presented in later
Chapters. During our analysis, in several occasions, we took helpsfrom the simpli�ed
D-region ion models to represent the ionosphere. So, we describedmodels such as a
6-ion model by Mitra and Rowe (1972), GPI model by Glukhov et al. (1992) and a
few others.

Our main tool to probe the solar 
ares is the VLF radio wave. However, before
the VLF-study of our 
are-perturbed ionosphere, a knowledge of the basic character-
istics of the regular VLF signal in the absence of any energetic events was essential.
In Chapter 3, the basic details of VLF propagation are provided. The nature of
the transmitters are discussed. Details of VLF receivers used by IERC, ICSP and
SNBNCBS are presented. To pictorially demonstrate the diurnal VLF signal de-
pendence on the propagation path, latitude, transmitter stabilityfactor, sensitivity
of receiver, ground conductivity, geomagnetic �eld, day-night terminator interaction
with prorogation path etc., we plot the data for several paths, namely NWC-IERC,
VTX-IERC, NWC-SNBNCBS, VTX-SNBNCBS etc. The di�erences in results are
signi�cant. For VTX-IERC, the daytime to nighttime amplitude ratio is < 1 but
the opposite is true for the JJI-IERC path. Again, the same for NWC-SNBNCBS
is > 1 and for VTX-SNBNCBS is< 1. Possible reasons are the variation of the path
lengths and the VLF propagation direction (east-west and west-east propagation).
Moreover, we described the outcome of ICSP conducted VLF-campaigns and gave
some results. These campaigns have done the groundwork for all the propagation
paths and has calibrated the signal throughout the Indian subcontinent. Some of
the campaign outcomes are explained through LWPC simulation results (Basak et
al., 2010).

In Chapter 4, we focussed on analysing two D-region parameters,namely, the
time delay (4 t) and � ef f . First, for � ef f calculation, we analyse VLF data of 22

ares which occurred near the local mid-day in order to eliminate thee�ects of Z
(Basak and Chakrabarti, 2013a). For all the 
ares presented here, we report that
4 A, 4 t > 0. From Fig. 4.7, we �nd a decreasing trend of4 t with increasing
� max . From this result, we verify the Appleton (1953) relation regarding4 t. Most
importantly, we calculated the e�ective recombination coe�cient (� ef f ) at the peak
of these 
ares using a coupled theoretical model which consists ofelectron continuity
theory and LWPC simulation (Fig. 4.8). The values of� ef f at 74 km altitude are
generally in agreement with earlier results reported by several other workers (Basak
and Chakrabarti, 2013a). In the second part of this Chapter, for checking direct



Chapter 7. Conclusions and future plan 86

connection betweenZ and 4 t, we focussed on a narrow range of 
are energies
(C2-C7) in order that the dependence of4 t on � max may be ignored (Basak and
Chakrabarti, 2013a). The most important result we reported here is the linear
correlation between the solar zenith angle (Z ) averaged over the propagation path
at the 
are time, and the time delay 4 t. The �t is excellent as the reduced� 2 is
found to be close to unity (Basak and Chakrabarti, 2013a). We believe that when
we narrow our choice of 
are energies even further, the correlation would be even
tighter. In the third and the �nal part of this Chapter, we moved t owards a broader
approach and we successfully analysed 78 
ares of all classes. We earlier reported
that the time delay of the VLF amplitude 4 t is anti-correlated with the 
are energy

ux � max . However, the relationship is not equally good at all times of the day.From
the reduced-� 2 of the �t between the 4 t and � max , we note that reduced� � 2 is
low in the early hours of the day and it worsens as the time of the occurrence of

ares progresses (Basak and Chakrabarti, 2013a). To understand this behaviour,
we also plot the variation of zenithal angle of the sunZ along the propagation path
in di�erent time slots. Most interestingly we �nd that the standard d eviation of Z
in each slot, when plotted against the time slots, behave similarly as the variation of
reduced-� 2 (Fig. 4.16). Though it is true that reduced-� 2 is not following the � for
each of thoseDT s (Basak and Chakrabarti, 2013a), the overall increasing tendency
of those parameters withDT s are comparable. This indicates that the dispersion
in the 4 t vs. � max relationship primarily depends on how dispersed the ionization
is along the propagation path and it happens speci�cally on the earliertimes of
the day i.e., at DT 1, DT 2, DT 3 and DT 4. But for DT 5 and DT 6 the reduced-� 2

and � behave in slightly opposite manner. Dominant recombination processes in
the later part of the day may be the possible reason for this behaviour (Basak and
Chakrabarti, 2013a).

In Chapter 5, we developed and used a 3-step computational model to simulate
the VLF signal amplitude during M and X-classes of solar 
ares. The model consists
of (i) GEANT4-Monte Carlo simulation, (ii) GPI-model of ionospheric chemistry
and (iii) LWPC-model of VLF signal (Palit, Basak et al., 2013). This model is self
consistent and is capable of reproducing observational results. This match is good at
the ionizing regime for both of those 
ares but there is a little disagreement during
the decay period of the 
ares (Palit, Basak et al., 2013). This is because the regular
solar radiation on ionosphere (L� , UV) dominates during that decay period which
is not included so far (Palit, Basak et al., 2013).

In Chapter 6, we dealt with the negative ion contents of the lower D-region
during 
ares. This topic has been studied by several workers suchas Mitra and
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Rowe (1971), Mitra (1974), Rowe et al. (1970,73) and others. However, we did a
generalised study of the variation of the� -parameter both with height and time. In
this purpose, we numerically solved the D-region electron continuityequation, where,
we supplied theNe-pro�le calculated from LWPC results (Basak and Chakrabarti,
2013b). The results generally agree with those present in the literature, namely,
due to photoelectron detachment and photodissociation processes, the negative ion
density during 
ares. However, for our VLF propagation path of interest, we found
that the negative ions exist till somewhat higher altitudes (� 73-74 km) than the high
latitude D-region heights (Basak and Chakrabarti, 2013b). Winklerand Notholt
(2013) did model study on Cl� ions and its complex compounds at nighttime in
high latitude ionosphere. They report that, though negative ions are less abundant
in daytime, in lower latitudes its availability increases, which supports our results.

In future, we will make a follow-up study with higher number of 
aresand for
more than one propagation paths. Moreover, we will try to minimize the number
of free parameters by doing actual simulations. The ion and electron-temperature
and their comparative studies are also important parameters to investigate during

ares. We would simulate cases of a composite 
are where a 
are occurs even before
the original one is not decayed fully. These cases would give us the e�ects of history
on the ionosphere. The VLF radiowave phase during 
ares may tell us more about
a 
are and the lower ionospheric height. Our next goal is to study e�ects of the
geomagnetic e�ects such as the east-west or west-east radio signal propagation on
the solar 
are related perturbations in the D-region. This will be done with the use
of the VLF-phase data of phase stable transmitters.
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