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ABSTRACT

The ionosphere is a natural detector and it characteristically regmds to ionizing
actions of solar and other extraterrestrial ionizing agents. Ele@n and ion chemistry
together with the degree of ionization of lower ionosphere evolve tisolar radiation
intensity. In my research work, | have dealt mainly with the lower ionsphere (60-80
km) i.e., the D-region and the lower E-region using subionosphericallygpagated
Very Low Frequency (VLF) radio signal from a transmitter (Ty) to a receiver Ry)
through Earth lonosphere Wave Guide. Along with the diurnal chages in the solar
ux, the intense hard and soft X-ray spectrum during solar aresgreatly perturb
the ionospheric D-region and this is sensed by monitoring the amplitacand phase
information of ground based VLF signal. Major part of my thesis is bs#ed on the
analysis of several physical lower ionospheric parameters using thiLF data of
NWC transmitter. The lower ionosphere shows a time delay in respoimg) to those
ionizing agents such as solar ares and this property is called the “shighness' of
the ionosphere. Through a rigorous data analysis, we show thatetime delay @ t)
of the ionosphere during solar ares varies with the strength of #h are ( ax) and
with local solar zenith angle Z) at are occurrence times. Moreover, we report that
the correlation betweend t and o IS a strongly Z dependent phenomenon. We
present possible physical explanations for this. Further, usifgt, we develop a new
formulation to calculate the e ective recombination coe cient ( ¢ ) during solar
ares using VLF amplitude data (4 Anax) and simulated D-region electron density
(Ne:max) Using the Long Wave Propagation Capability (LWPC) code. Subsea@untly,
we show that for ares which occurred close to local solar zenithgs; has an inverse
relation with .. In another work, we simulate the perturbed environment of
lower ionosphere during M and X classes of ares. This required usitiyyee codes
successively, namely, the GEANT4 Monte Carlo simulation, GPI chenat model
and the LWPC simulation. With reasonable assumptions, this model peoduces
the observed VLF signal behaviour during ares. Negative ions arthe unique
constituent of the D-region and this was estimated using the-parameter. We
solved electron continuity equation for are disturbed D-region ad using Ne.max
from LWPC, we evaluated the variation of . Apart from the are studies, we also
studied quiet global lower ionospheric environment over Indian subtinent under
quiet conditions. Using the default simulation model of LWPC, we obiaed spatial
distribution of VLF signal under ambient solar conditions during sunise and sunset.
Our results agree with observations.

The organization of my thesis is as follows. In Chapter 1, we give a Hride-



scription of the background of the subject, the basic details of éhatmosphere and
ionosphere. Since my thesis is related to evaluation of ionosphericaraeters, which
are closely related to the chemical components there, we brie y disss the lower
ionospheric chemistry also. Then we write about the radiations congrfrom the sun
both regularly and sporadically during ares. The VLF is one of the b& remote
sensing tools for the lower ionosphere. The basic physics of progégn theories
for VLF electromagnetic signal also discussed here along with a shand useful
description on a popular LWPC code. Finally, the speci c objective ofhis thesis,
i.e., the VLF monitoring of solar ares and calculations of associated nospheric
parameters are introduced here.

In Chapter 2, we give a brief review of earlier works done speci callynahe
topics of this thesis. First, we state the method and results regding e ective
recombination coe cient ( ¢ ) and its relation with electron density (N¢) and other
parameters. Due to the presence of a large number of complex iomshe D-region,
its chemistry is complex. Several workers and groups developed gined models
based on theoretical and experimental results. We discuss thigepular and realistic
models among those. We also discuss the earlier works, which relateslionospheric
time delay during ares with are ux, solar zenith angle (Z) and other signi cant
of ionospheric perturbation.

Before going into the core analysis and results of this thesis, it is mssary to
mention about the tools we are using for analysis, i.e. the VLF signal.n Ithis
Chapter 3, we mention the VLF transmitters of various frequencg and powers
present worldwide. We also describe the VLF-receiver units used lbynospheric
and Earthquake research Centre (IERC) operating under India€entre for Space
Physics (ICSP) and other receiving stations for continuous acqttisn of data. The
diurnal variation of the VLF data depends on the transmitter, reeiving location,
propagation path characteristics etc. To demonstrate that, wehow the amplitude
and phase response of VLF data coming from VTX, NWC, JJI etc. &msmitters
and recorders at IERC/ICSP and SNBNCBS using receiving systenssich as Soft-
PAL, SuperSID, ICSP-receiver etc. Finally, | describe the obsetions during the
VLF-campaigns, organised by ICSP to carry out the ground workat identify the
VLF signal propagation characteristics of all possible paths withinnidian subconti-
nent. We generated several spatial VLF signal pro les for rougbxplanation of the
campaign results.

The Chapter 4 is regarding the introduction and analysis of the timealay (4 t)
experienced by VLF signal with respect to the X-ray ux variation d solar ares.
First, we formulate the de nition of it. Then we state the detailed procedure of



the measurement off t and VLF amplitude perturbation (4 A) from the VLF data.
This procedure is the same for all the ares accommodated in theaealysis. Now,
we use this4t and 4 A for estimation of the e ective recombination coe cient
( eff ). We use the standard de nition of ; and develop a theoretical model for
it. The lower ionosphericNe is calculated using amplitude-perturbation method and
LWPC code. This N¢ is supplied to analytical expression of ¢ . In the second
part of this Chapter, we sort all the recorded ares according tdgheir occurrence
time and strength. After detail analysis, we establish a direct relain between4 t
and zenith angle £) for weaker ares (C-class) and then report on the e ects oZ
on4t and peak are ux ( max) correlations.

The Chapter 5 describes a ionosphere-VLF coupling self-consigterodel, which
can reproduce the observed VLF signal perturbations during selaare such as
events. It is a three step model. In the rst step, the electron ashion production
rates are simulated during solar ares using a GEANT4-Monte Carlamulation tool
kit. In the second step, using three ions and electron GPI model wierive altitude
pro les of electron production rates from the ionization rates. Irthe nal step, we
supply the N simulation results to LWPC for obtaining VLF perturbation estimates
Finally, a comparison of our predicted signal variation is done with olksved ones.

In Chapter 6, we discuss the variation of negative ions during aresFor that,
we concentrate on evaluating -parameter. Here we again simulate the D-region
electron density, as in Chapter 4, using LWPC. We supply these rdsito the D-
region electron continuity equation and solve it numerically to obtainhe variation
of during a are at several heights.

In the nal Chapter (Chapter 7), we draw our conclusions. Therafter, we present
our future plans.
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Chapter 1

INTRODUCTION

1.1 The Earth's Atmosphere

The mixed gaseous medium surrounding the earth is called the atmbspe. It con-
sists of numerous components and complex chemical, mechanicakrthodynamic
and uid dynamic e ects occur within it every moment. The existenceand survival
of life in various forms, on and around the surface of the earth ha®me into be-
ing due to this atmosphere around it. The nitrogen (N  78:09%), oxygen (Q

20.95%), Carbon dioxide (CQ 0:039%), water vapour (HO  1%) are the
major active and argon (Ar  0:93%), hydrogen (H), helium (He), ozone (Q)
etc. are other trace components of it. Though the atmosphere spread above for
nearly a thousand kilometres, almost 80% of the total mass of it liesthin only 12
km from the surface of the earth. Based on the physical propgrvariation, it is di-
vided into ve di erent spherical shells, namely, (i) troposphere (ii)stratosphere (iii)
mesosphere (iv) thermosphere and (v) exosphere. These shelith worresponding
temperature distribution are shown in Fig. 1.1.

The Troposphere

It is the lowermost layer of the atmosphere and it is in touch with the &ths surface.
This is extended up to 10 12 km height. It consists of the major component of the
atmosphere as mentioned in the earlier Section. Nearly 80% of thetim mass of
the atmosphere is in this layer and obviously its density is highest bacse of that.
The temperature decreases as the height goes up in this layer.

The unstable inversion layer in between the troposphere and stadphere is
called “tropopause'.
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Figure 1.1: Schematic diagram showing the height distribution of atmo
spheric layers along with its typical temperature prole. Figure talken from
http://lwww.ces.fau.edu

The Stratosphere

The region is located just above the tropopause and is extended tgpabout 50 km.
Unlike in the troposphere, the temperature of this layer increasesgith height due
the the presence of ozonosphere and absorption of solar Ultra Mio(UV) radiation

by it. The UV protection by ozonosphere is one of the major reassrior existence
of life on earth. The 99% of the total mass lies within 30 km height. Thenstable



Chapter 1. Introduction 3

boundary layer at about 55 km between it and mesosphere is callectlstratopause'.

The Mesosphere

From the top of the statopause, the mesosphere extends up to85 km. It is the
lowermost ionized layer of atmosphere and temperature goes dowmto 190 K in
this layer. Indeed, it is the coolest layer of atmosphere. The ionizdd-region lies
within this layer and the detail discussions are in the following Sections

The Thermosphere

The region between 85 km and 600 km is called the thermosphere. Tieason of
this nomenclature is the constant increase of temperature with tght within this

layer. The temperature may go up to 1750K. The deposition of solanergy in UV,
EUV and X-ray regions to this layer is the principle reason for this erdncement.
The wide variation of the chemical activities of this layer is given in the ext Section.

The Exosphere

The outermost sphere ¥ 600 km) is called the exosphere. It ends at interplanetary
gases. Due to low gravity at such an altitude, this layer contains onllyght gases
such as the hydrogen and helium. The collision frequency among thehliggas
particles here is almost zero and thus the charged particles aredr® move to the
magnetosphere.

The ionized atmospheric layer at around 50 1000 km is the “ionosphere’, where
actually the mesosphere, thermosphere and partly the exospbday together. This
is the region of interest in this thesis. Details about the ionosphergeawritten in
next Section.

1.2 The lonosphere

The thick ionized layer surrounding the earth between 50 km to 60k height from
the earth surface is called the ionosphere. The ionosphere includes mesosphere
( 50 100 km), thermosphere ( 100 600 km) and partly the exosphere X
600 km). The ionosphere is rst discovered by the famous physici&€. F. Gauss
in 1839. In 1869, Lord Kelvin also proposed the existence of a thicknducting
layer. In 1901, G. Marconi invented the trans-Atlantic radio commnication and
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then O. Heaviside, A. Kennely and K. Nagaoka discovered the role thfe ionized

layer responsible for such a long distance radio communication. Laseientists such
as J. E. Taylor, J. A. Fleming, G. W. Pierce and others established &existence of
ionosphere through various experiments.

The spread of the ionosphere is from the neutral dense lower atspbere to the
lower edge of the magnetosphere. It is the most chemically dynamiarp of the
atmosphere. It consists of free electrons, ions, neutral atomsiolecules etc. Its
chemical ionic constituents, electron and ion-temperature, pregre, average mass
density, conductivity, chemical reaction rates and other charaeristics change widely
from height to height. Based on this variations, the ionosphere is dded into
di erent layers, namely, D-region, E-region, sporadic E-region @aF-region as one
goes from lower to higher altitudes. Some details of these regiong aiscussed in
the next Section (Mitra, 1992).

The radio wave propagation within the earth-ionosphere cavity tas place due
to the free electron content of lower ionosphere. The free elemtrplasma causes the
reduction of dielectric constant to less than unity and that is the rason it re ects the
electromagnetic wave back to the earth (Mitra, 1992). The elean density of the
ionospheric plasma required to re ect the ray back surely depends the frequency
of the ray, angle of incidence and other related parameters. Basieoretical formu-
lation of the radio wave propagation in presence of the geomagnetadd is called
“the magneto-ionic theory' and it is developed by Appleton and Harge (Appleton,
1925). Due to the presence of this magnetic eld, the ionospherioraposition has
a strong latitude dependence.

1.2.1 Layers of the lonosphere

The structure of the ionosphere is highly variable. A model to estinba the altitude

pro le of ionization in the ionosphere was rst proposed by Sydney apman (Mitra,

1992, Tascione, 1994; Hunsuker and Hargreaves, 2003), wheatfetically modelled
the absorption of parallel rays of monochromatic radiation comingdm the sun and
obliquely striking the upper atmosphere.

An electron density pro le of ionized region is obtained using Chapmantheo-
retical analysis. To accurately model the ionosphere, a number Ghapman layers
are constructed with appropriate values of di erent model paramters. These layers
are labelled, namely, D, E, F1, and F2, the superposition of which cstitutes an
ionization model that approximates the actual ionosphere (Tasaie, 1994) (see Fig.
1.2).
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Figure 1.2: Schematic diagram showing the height pro le of typical ed&ron densities
at di erent ionospheric layers. Di erences in values during solar masna and solar
minima are shown separately. Figure taken fromittp://www.weather.nps.navy.mil/.

D-region

The D-region is the lowermost layer of ionosphere. It is spread froB0 km to 90
km height. This is not a permanent layer of the ionosphere as it formngue to
the L radiation (1216A wavelength) coming from the sun. So this layer is almost
absent during the nighttime apart from a minimum ionization e ect dueto cosmic
radiations. Main components of this layer is nitric oxide (NO), N, O,, O etc. The
N, and O, are mainly produced because of hard X-ray radiation. The negativens
are unique contents of this region. The typical free electron datysof this layer is
1®m 3. The recombination processes are dominant here for such a higmsiéy.
During ares, the electron density goes to 100 times higher value d@h the typical
one. It has variation with solar zenith angle Z) and geomagnetic eld. The mean
temperature drops from 260K to 180K as height increases in this &y
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E-region

The E-region is located just above the D-region. The soft X-ray aifar UV radiation

are the main ionizing sources here. The L(1026A) line ionizes molecular Q in this

region. Main molecular ions in this region are ©and N,, and main ions are Q

and NO; . This is a permanent layer of ionosphere and varies with the solar z#én
angle. During the dawn and the dusk, the reactions in this region beme complex.
Temperature in this layer increases with an increasing height. Acating to the

names of its discoverers, this E-layer is also known as "Kennelly-Hisae' layer.

Sporadic E-layer

Within the E-layer, a thinner layer is situated, which is called the "Spomdic E-layer'
(Es). Origin of this layer is the transportation of metallic ions vertically with winds,
tides, gravity waves etc. The metallic ions are Ng23"), Mg™* (24"), Mg* (26%),
Al*(27") and several others. The hydrated metallic ions are NgH,0O), NaOH*
etc. It was experimentally observed that it has drastic density chrages at the edge,
and thickness of this layer may change from a few meters to sevekdometres.

F-region

The F-region is subdivided into two layers, namely, F1 and F2. The Ffegion is
situated in 160 200 km height. The UV-radiation within 106< < 900A wavelength
range ionizes it. Main ions here are NQ O; and O, etc. Though the ion-molecular
reactions here are mostly similar to those of the E-region, the ioeiperature and
the electron-temperature are very di erent, and that is the reaon for the unique
identi cation of this layer.

F2-layer

The F2-layer is the uppermost layer of the ionosphere and it residegthin the
thermosphere. It is typically within 250 500 km height and largely depends on
local geophysical situation. Here, the plasma density is maximum auidis able to
re ect back the radio signal of frequency range from 1MHz to 30Mkz. The same
wavelength responsible for ionization in Fl-region, also does ionizatibere. The
ion constituents here are O, B and O,. At heights above 700 km, the O, He",
H* ions are found. The uniqueness of this layer is the ionization loss ratehich is
proportional to ion concentration directly due to very low ion densy, but in cases
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of other layers, this proportionality holds with the square of the iorconcentration.
The day-night variation of this layer is very wide.

We presented above a brief introductory discussion about the wleaonosphere.
In this thesis, we shall investigate the lower ionosphere under quiahd perturbed
environments. Hereafter, we shall concentrate on this region.

1.3 Chemistry of the lower lonosphere

1.3.1 D-region chemistry

Though the D-region is the thinnest layer of ionosphere, it ion compgiion is most
complex. The water cluster ion such as HH,0), dominates both at daytime
and nighttime below 82 km. Within a height range of 75 85 kms, the [HO;]
concentration is 18m 2 at daytime but drops by six orders of magnitude typically at
nighttime (Mitra, 1974). During the dawn and the dusk ( 90), the ion content
changes by a factor of 4. The sudden reduction of amount of cluster ions occurs
at 82 km height at daytime and 87 km height at nighttime. But this height is
drastically reduced to 72 km at high-latitude “polar cap' regions.

The negative ions are found below 70 km height (Narcisi et al. 1971). These
ionsare O, O,, Cl ,NO,, NO;, CO;, HCO;, CO,, NO; (H,0), CO; (H,0). The
NO,; and CO; are dominant among those (Narisi et al, 1971). The-parameter
which is the ratio of the negative ion to electron density, decreaséy almost 10
times as the height in the D-region increases. Finally it becomes zererbafter.

1.3.2 E-region chemistry

The NO* and O; are dominant ions of the E-region. After sunset, the molecular
oxygen [G ] decays by two orders of magnitude. The atomic [Q oxygen totally
gets consumed by ion chemical reactions. The NCQand O; values get reversed at
nighttime compared to the daytime values. At nighttime, the NO dominates in
the lower E-region and the Q is almost constant (18m 2) at higher E-regions. As
one goes up to F1-region, both NDand O; values become higher.

The sporadic E-layer consists of metallic ions like magnesium, sodiunijcen
etc., as reported by Narcisi et al. (1969).
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1.4 Origin of solar radiation
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Figure 1.3: Typical blackbody like solar energy spectrum. The spegi inside and
outside atmosphere are indicated. Thus, the di erent absorptiotines of molecules
are shown. Figure taken fromwww.csr.utexas.edu

1.4.1 Quiet-day solar irradiation and lower lonosphere

The sun is a typical star. It emits continuous plasma stream and bst of energetic
particles and above all, the electromagnetic radiation over the enéirspectral range
(see Fig. 1.3). The major ionizing source of mesospheric layers amnt 1A to

13007 wavelength radiations. The Q of all layers are dissociated by far-UV broad
Schumann continuum from 1358 to 1750A. During the solar-quiet conditions, only
radiation in 100A to 1300A are dominant. The L (1216A) are responsible for the



Chapter 1. Introduction 9

creation and the variation of daytime D-region. That is why the D-rgion practically

disappears at nighttime. The He | (58A) and He Il (304A) lines are responsible
for F-region ionization. Softer X-rays mainly deposit their energya lower E-region
(Hinteregger, 1969; Mitra, 1974).

During solar ares, X-rays below & are incident on the ionosphere and cause
changes in the D-region. It is elaborated in the next Section.

1.4.2 Solar ares

Solar ares were rst detected by Richard Carrington in 1859. Basally, they form
due to a sudden release of huge magnetic energy from the solar @sphere. The
radiation emitted during ares are spread over the entire range afie electromagnetic
spectrum, i.e., from gamma-ray and X-ray emissions to radio frequey emissions.
Total rate of energy released during a typical are is 10%° Joules. A large are
can emit up to  10%° Joules. Along with this much energy during ares, the sun
may also eject electrons, ion-plasma and even heavier nuclei. Thisafed "Coronal
Mass Ejection' (CME). Being massive, these particles reach eardtiter a few hours
to a few days of the occurrence of a are.

Solar ares a ect all the layers of the sun, namely, photosphereshromosphere
and corona. The corona is the outermost layer of the solar sphet@orona consists
of a highly rare ed gas having temperature 1 K. But during ares, it goes
higher up to 10 to 10° K. It is to be noted that, the corona is not equally bright
everywhere on the solar surface. It is concentrated mostly amd the equatorial
region due to the dynamic magnetic eld orientations of the sun (sed-ig. 1.4).
The bright coronal loops are located near the stronger magnetield region. These
regions are called "active regions'. Generally, the sunspots are arduhese active
regions and also the solar ares are originated there. Solar are aarence rate
is directly related to the eleven year solar cycle. During solar maximahis rate
increases signi cantly. All the ares analysed in this thesis are recded during the
solar maxima in the year 2011.

In general, there are three phases of a solar are. The initial phass called the
“precursor’, when the sudden energy burst is just initiated. Soft-Xays are emitted
from the corona in this phase. The second phase is ‘impulsive', wheteams of
electrons and protons are accelerated. They may go up to high eme of 1 MeV.
The hard X-rays and gamma rays are emitted in this stage. In the al "decay’
stage, this soft X-ray part starts to diminish gradually. This stagemay last from a
few minutes to several hours.
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Figure 1.4: Image of the sun showing solar ares at the coronal loapear the
equatorial region of the sun on a day of solar cycle-24 in the yearl20 Figure taken
from http://ilcorvopasta.com/ .

Among the entire are emission spectrum, the X-ray and Ultra Violet(UV)
radiation a ect the earth's ionosphere. This perturbs the subiongpheric radio com-
munication. By monitoring VLF radio signal amplitude and phase inforration, the
ionospheric changes can be mapped. This indirect investigation ofetionosphere
during ares is the main objective of this thesis.

Solar are classi cation
Solar ares are classi ed, based on its peak ux in the following way:iY A-class (<

10 “ Wm 2) (ii) B-class (10 “ to 10 ® Wm 2) (iiij) C-class (10 ° to 10 > Wm ?2)
(iv) M-class (10 ° to 10 * Wm 2) (v) X-class (> 10 # Wm 2). The strongest are
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detected in history is a X28-class are in 2003. The X-ray data of th ares used

in this thesis are recorded by Geostationary Operational Environemtal Satellite-15

(GOES-15) in both soft (1A - 8A) and hard (0:5A - 4A) X-ray energy bands. This

data is available atwww.swpc.noaa.govSubionospherically propagated VLF signal
mimics the X-ray nature of the are. Typically, minimum C-class aresare detected

using VLF, as the A and B-classes are too feeble to deposit su ciesnergy in lower

ionospheric heights.

1.5 Subionospheric Very Low Frequency radio wave propa-
gation

A Very Low Frequency (VLF) signal refers to the radio wave in therequency range
between 3 kHz to 30 kHz. Propagation of the VLF signal through # cavity made
between the earth-surface as lower boundary and lower edge ofdasphere as upper
boundary, by successive re ections is called the subionospheriopagation of VLF
(Fig. 1.5). Thus, VLF radiation can propagate up to many thousansl of kilometres.
If the distance from a VLF transmitter to a receiving point is less tha 3000 km,
it is called a short path and if the path is greater than 10000 km, it is call a
long path propagation. The rest is called medium path. While propageig, the
VLF signal experiences some attenuation of signal strength, daming on the local
ground conductivity.

1.5.1 VLF: A tool for remote sensing of ionosphere

The region of mesosphere starting from 50 km to 250 km is too highpeobe through
balloon borne experiments and too low to probe through satellite eggments. So,
it is probed by VLF remote sensing method. The earth surface anth¢ ionosphere
do guide the VLF electromagnetic wave. The critical frequencyf iicar ) Of lower
ionospheric D-region plasma is higher than the frequency of the VLfange, so the
wave is re ected from the waveguide boundaries. When a VLF radi@n incidents
on the D-region, only electrons, due to its much lighter mass compt to other ions,
get a ected. The dielectric constant, refractive index () and hence the re ection
coe cient in uence the VLF radiation. The fiica ata particular ionosp}peric height
is related to lower ionospheric plasma electron densitiN¢) as, f riicar /  Ne. Thus
subionospheric VLF signal carries the information regarding D-remn N and other
parameters. Diurnal variation of solar UV and Lyman- on ionosphere are obtained
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Figure 1.5: The schematic diagram of re ection of the 1st hop and é2nd hop of
propagating VLF-rays (from VLF transmitter to receiver) by D-region ionosphere
under both solar-quiet (green rays) and active (violet rays) comabns. The hq is
the typical re ection height, and due to extra X-ray (and EUV-ray) radiation from
sun (e.g., solar ares) the lowered re ection height is denoted d%,;.

by VLF measurements. Extraterrestrial high energetic sourcesich as solar ares
and extragalactic sources such as Gamma Ray Bursts (GRB), Sé#amma Ray
Repeaters (SGR) deposit their energy on the ionosphere and peti by enhancing
its free electron density. Thus, by monitoring the VLF signal datarbm a ground

based VLF receiver, the ionospheric physics can be studied. Seweaheoretical

propagation models are present in the literature, such as, the wawnop theory (Berry

1964; Bain 1985; Yoshida et al. 2008; Pal & Chakrabarti 2010), weguide mode
theory (Budden 1957; Cummer 2000) etc. to handle above mentexh phenomena
(see, Section 1.5.2). Based on waveguide mode theory, the Longv@/ropagation
Capability (LWPC) code has been developed (Ferguson 1998). It silates VLF

signal behaviour using realistic exponential model &¢(h), as proposed by Wait &
Spices (1964). This is elaborated in Section 1.5.3.

1.5.2 Propagation theories

To theoretically predict the phase and amplitude of propagating VLFsignal, two
di erent methods are available, namely, the ray theory (or wave-¢p theory) and the
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waveguide mode theory. Using these approaches, the Low Fregoye (LF) (30kHz
to 300kHz) and Extremely Low Frequency (ELF) (300Hz to 3kHz)adio waves can
also be handled. An introductory discussion on them is as follows.

Ray theory

In a ray treatment, basic considerations of geometrical optics erassumed and the
propagating electromagnetic signal is treated as a single ‘ray' mogiion a straight
line. This ray is propagating through the cavity within the earth's suface and
horizontally strati ed ionospheric layers. Rays propagating herera divided into
two main types, namely, (i) ground wave and (ii) sky wave. The ‘grouhwave'
consists of a direct wave, wave re ected by the ground and theréace wave (Pal and
Chakrabarti, 2010). Due to the spherical shape of the earth, it idominant within
only 300 km from the transmitters. The ground wave dominated region isalled
the “skip zone'. The ground wave e ects reduce drastically as thecedver is placed
beyond the line-of-sight. It is dependent on the re ection coe ciat of ground and
not on ionospheric changes. The rays, which propagate througlcsessive re ections
on the ground and ionospheric layers both, are called the "sky wavésee, Fig.
1.5). All the information corresponding to the physical changes atime ionosphere
are carried out by this sky wave. Depending on the Great Circular Ba (GCP)
from the transmitter to the receiver, the total number of succesive re ections are
determined. The rays reached the destination after one and twé&ysre ections are
called 1-hop and 2-hop rays respectively (Pal and Chakrabarti, 20). Obviously,
after each re ection the ray strength gets reduced. The net sigl strength at the
receiving point is the resultant of all these sky waves and ground wes meeting
at that point. It is necessary to mention that, multiple sky waves ca reach to a
receiver at a time.

Signal strength calculation: In this approach, the VLF signal phase and amplitude
at a give location beyond the skip zone is the vector sum of all the stsave hops and
the ground wave. The resultant eld up to h' hops in general is given by (Wakai,
Kurihara & Otsuka, 2004; Pal & Chakrabarti, 2010),

12 = G?+ E?2+ Ex%+ Eg?+ :::+ E,2+2E,;Gcos ; +2E,Gcos ,+ :::+
2E,Gcos , +2E1E,cos 1o+ 2EzE3Cc0S 3+ i+ 2ELE, COS o (1-1)

where,
| = resultant electric eld strength,
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G = electric eld strength of ground wave,
E, = electric eld strength of n - th hop sky wave,
n = relative phase of n - th hop sky wave with respect to ground wave,
mn = phase di erence between m - hop & n - hop sky waves (provided than 6 n).

Now, the electric eld strength of n - hop wave received by a loop asbna, is

calculated in mV/m as (Wakai, Kurihara and Otsuka, 2004),

_ 600p P.cos R;Ri»Ri3:::Rin Fi1FisFiz::Fin Rg1Rg@2Rgz:::Rg:n 1D g1Dg2::D
Ln

gn 1¢1-2)

n

where,
P, = power of transmitter in kWatts,
= angle making with horizontal, while signal departing from transmitte,
Ri» = re ection coe cient of n" - hop re ection point at ionosphere,
Fin = focusing factor ofn™ - hop re ection point at ionosphere,
Rgn = focusing factor of n™ - hop re ection point at ground,
Di» = divergence factor ofn" - hop re ection point at ground,
L, = total geometrical path length of n - hop sky wave.

The ground re ection coe cient ( Ry) for vertical polarization is a function of ray
frequencyf , elevation angle , dielectric constant and ground conductivity ( ).
Thus, Ry is calculated accordingly. Using these theoretical formulae, a couotpr
code has been developed (Pal and Chakrabarti, 2010). Suitabledaapproximate
models for e ective re ection height & R;, (for daytime & nighttime both) have
been employed in the code to incorporate the terminator related ects. Other
parameters are supplied from the literature as inputs.

Waveguide mode theory

In this propagation theory, the ‘mode' is de ned as the propagatio form of waves
which is characterised by a particular eld pattern in the plain transwerse to the
direction of propagation. The eld pattern is independent of the psition along the
axis of a waveguide (Davies, 1990). Basic development of the subjeas been done
by Budden (1961), Wait (1970, 1986) and others. The vertical elic eld strength
between the ground and the ionosphere is given by the sum of thewsguide modes
as (Lynn, 2010),
X 2 fd c

Ed)= P Gy pexpl nd*ila+ 0@ O @3
asind=a,_, c \4
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where,

k - transmitter power factor,
» - magnitude of i" mode excitation factor,
» - n" mode attenuation rate,

' » - """ mode phase excitation factor,

V, - " mode phase velocity,

f - frequency of transmitter,

d - path length,

c - speed of light,

a - earth radius.

For long distance propagation, the ionosphere acts like a magnetioncluctor.
The resonance condition is,

2hC, =(n %) ; (1-4)

where,C, = Z-: The waves are polarised with their electric eld in the vertical plane
of propagation and their magnetic elds being transverse to the piee of propagation.
This modes are called the transverse magnetic (TM) modes. The minim cut-o0
frequency, below which the wave would not propagate i, = 5.

This waveguide mode theory is used in LWPC calculation described below

1.5.3 Long-Wavelength Propagation Capability Code

Long-Wavelength Propagation Capability code (LWPC) is a collection foseparate
and self-complete programs, which is used to simulate the VLF sigraidopagation
characteristics. This has been developed by Space and Naval Viaef System centre,
San Diego (Ferguson, 1998). Subroutines of LWPC are developesing FORTRAN

and in few cases, C-language. The LWPC integrates the verticaldia elds at the

waveguide boundary using mode conversion model (Ferguson and/&r, 1980).
Using LWPC spacial maps, VLF signal availability can be generated, bause it can
simulate VLF signal pro le along a path from a VLF transmitter to a receiver in

the world.

Default propagation model of LWPC is Long Wave Propagation Mod€LWPM).
LWPC considers the space between earth-surface and lower bdary of ionosphere
as a waveguide. LWPM employs an exponentially increasing conductiyitwith
height model of lower ionosphere. This simpli ed exponential ionosphic model
is de ned by two vital parameters, namely, log-linear slope () and the e ective
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re ection height (h%. This model was derived from the theoretical analysis and
measurements done by Ferguson (1992), Mor tt (1977) and Wa& Spies (1964). In
LWPC, the propagation paths are divided into horizontally homogeraus segments
of adjustable lengths to accommodate di erent ground conductity and geomag-
netic eld values at di erent points.

Apart from LWPM, the LWPC uses other recognized models, namelyjOMO-
GENEOUS, CHI, RANGE and GRID. Basically, these models allow users bverride
LWPM model and to accommodate several perturbation e ects dbwer ionosphere.
The HOMOGENEOUS model considers uniform ionosphere over all et In the
RANGE model, one can put di erent ionospheric parameters at di eent points on
path. The GRID treats ionosphere along geographic grids. The CH8 capable of
incorporating solar zenith angle Z) e ects. The speci c inputs can be fed to those
models with the help of substrings. First of them is called EXPONENTIA, where
model parametersh®and can be supplied. In the second substring TABLE, the
direct values can be supplied in tabular form.

The eld strengths are plotted as functions of distance using LWFPOT routine.
Di erent control strings of it are used under di erent circumstances. Among them,
we frequently use BEARING control string to incorporate all posble bearing angles
and to simulate VLF signal pro le over Indian subcontinent for VTX (see Section
3.4.1). While calculating the enhanced D-region electron densitiN{) during solar
ares we use the RANGE model and EXPONENTIAL substring. Subsguently, the
h®and corresponding to observed signal perturbations are obtainedeés Sections
4.3.3 and 6.2.1). For 3-step modeling of observed VLF amplitude belawr during
ares, in the nal step in LWPC, we used HORIZONTAL TABULAR strin g (see
Section 5.2.3).

1.6 Investigation of the D-region perturbed by ares

1.6.1 VLF monitoring of solar ares

For the VLF amplitude measurement, we record the electric eld coponent of
NWC/19.8kHz transmitter signal in the units of dB above 1V m ! and with 1s
resolution. Besides, the VLF signal amplitude and phase from VTX,dJ and other
transmitters are also recorded. During a solar are, all VLF data isompared with
solar X-ray data taken in the range, @& 0:8 nm ( in W m 1) from GOES-15. The
recording period of data used in this thesis belongs to the rising pleasf Solar Cycle
no. 24. Similar VLF responses were reported by Thomson and Clilve(@001) for
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NLK/24.8 kHz to Dunedin, New Zealand path. For NWC-IERC propag#éon path
which is transequatorial in nature (see Fig. 1.7), we detected huretls of ares
during this period. In Fig. 1.6, we present a typical diurnal variationof 19.8 kHz

40— C5.96 M1.15 .

A (dB)

0 10000 20000 3000{) (S) 40000 50000 60000 70000

Figure 1.6: The amplitude A (left) and phase (right) of VLF signals trasmitted
from NWC (19.8 kHz), as a function of time as recorded at IERC(ICS), Sitapur
(22 27N, 87 45E) on 16th Feb (solid line) and 12th Feb (dotted line) 2011. Six
solar ares of di erent classes (C2.08 at 06:37 hrs, M1.01 at 07:11shiC5.96 at 11:19
hrs, M1.15 at 13:14 hrs, C9.91 at 14:43 hrs and C3.3 at 16:04 hrs) wezeorded
on 16th Feb 2011. All times are in IST(=UT+5.5 hrs) (Basak and Chakabarti,
2013a).

VLF signal, recorded on 16th Feb 2011 (a solar-active day with seaksolar ares
at di erent times) and on 12th Feb 2011 (a solar-quiet day). A tota of six solar
ares of di erent classes are detected on the 16th Feb 2011. Theharp rise and
the slow decay pattern of a typical X-ray irradiance is exhibited byhe VLF signal
amplitude. Also in Fig. 4.2 of Section 4.1, we present a few examples ypital
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VLF amplitude response for X, M and C class ares recorded by oueceiver. These
are superposed on the X-ray light curve (details of those ares @amarked in the
Figure).

Figure 1.7: The Great Circular Path (GCP) of VLF signal propagatiorfrom NWC to
IERC transmitter is shown (maroon line). The geomagnetic equatdblack thicker
line) is also drawn to show the transequatorial nature of the mentied path. The
path is also mixed type as it passes over both the land and the sea (g adopted
from www.turkey-visit.con).

1.6.2 Estimation of D-region parameters using VLF

The investigation of ionospheric parameters are possible by indirentethod us-
ing VLF as a tool. Details are stated in Section 1.5.1. The VLF amplitude rad
phase get modi ed with the are-time changes of lower ionospherdhe connecting
bridges between the ionospheric properties and VLF characteiist are the propa-
gation theories, namely, the wavehop theory and the waveguide dw theory (see
Section 1.5.2). The ray model of wavehop theory is best applicable &norter paths
(e.g. VTX transmitter to IERC/ICSP) (Pal and Chakrabarti, 2010) and waveguide
mode theory is essential for longer VLF paths. In this case, VLF sigl strength is



Chapter 1. Introduction 19

calculated by summing the contribution from total modes presentdg. 1-3). As, we
analyse the NWC-IERC (distance 5691 km) data, we considered the mode theory
approach for our calculations (Basak and Chakrabarti, 2013a, Palit, Basak et al.
2013). The LWPC code is developed by following the basic assumptioosmode
theory (Section 1.5.3). Supplying VLF amplitude and phase perturlieon method
within LWPC, we simulate the are-time enhanced electron densitiesNe) (Section
4.3.3 and Section 6.2.1). We develop a theoretical model of e ectivecombination
coe cient (¢ ) in terms of Ne and hence use LWPC generated modél. values
(Section 4.3.2 and Section 4.3.4). We follow this LWPC simulation methodnd
used it to evaluate a di erent parameter called -parameter also, which measures
the negative ion content (Chap. 6). In this case, we solved the dliem continuity
equation (Section 6.2.2 and Section 6.3).

In another approach, we calculate the D-region time delayt(t) experienced by
VLF signal (Section 4.1). This time delay directly corresponds to thehemical
reaction time-scales and their evolutions during ares. Through rigrous analysis of
the data, we establish a correlation of it with the solar zenith angle vetion as well
as the peak X-ray strength of the are. Physically, the decompdsn of complex
hydrated ions to simpler ions can be explained from it (Section 4.4).
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EARLIER WORKS ON SOLAR RADIATION
EFFECTS ON LOWER IONOSPHERE

2.1 Solar radiation and D-region of the ionosphere

There are several works in the literature on the changes in VLF sighamplitude
and phase. Some studies on the time delay have been carried outdtudying the
evolution of the D-region due to solar ares. Earlier theoretical wds on iono-
spheric changes were done by Wait (1962), Wait and Spies (1964)irsl (1974) etc.
Thomson and Clilverd (2001) and Thomson et al. (2005) probed théanges of the
D-region during ares through the VLF amplitude analysis.

2.2 Perturbation of the D-region by Solar ares

2.2.1 Recombination processes during ares

In the early years, the basic studies on the recombination of elestrs and ions in
lower ionosphere (mainly D-region) were made by Appleton (1953),itvh (1953),
Mitra (1974) etc. Subsequently, in a series of works, with the ionoiseric data
obtained from rocket measurements and other eld experimentand using the elec-
tron continuity theory, the dissociative recombination coe cient ( p), mutual ionic
recombination coe cient ( ), electron to negative ion ratio () etc. were esti-
mated and modelled (Whitten and Poppo, 1961-62; Poppo and Whiten, 1962).
Mitra (1963) reported di erent methods to estimate recombinatio coe cients in-
cluding the height pro le at di erent ionospheric conditions, e.g., diunal asymmetry
method, eclipse method and solar decay curve method. Values pind p obtained
by the above mentioned methods agree with the experimental rdisu Whitten et

20
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Figure 2.1: The e ective recombination coe cient is plotted as the function of peak
are ux at 74 :1 km height for 25 Flare induced Amplitude Enhancement (FAE)
events, as calculated by Zigman et al. (2007).

al. (1965), Parthasarathy and Rai (1965) and Gledhill (1986) deloped theoretical
methods for empirical expressions foress (it includes , p, and other dust cap-
ture coe cients of aerosol theory). Wagner and Thome (1972)rpposed a di erent
method, namely, "'Thomson Scatter Experimental Technique' to simate electron
density and ¢+ during solar ares, relative to pre- are condition at E-region. Ac-
cording to Appleton (1953), theNe and ¢ are directly related to time delay4 t.
This 4 t appears due to “inertial' properties and chemical reaction time scal®f
the D-region ionosphere. Thigt t is nearly similar to the sluggishness (Appleton,
1953; Valnicek, 1972) andelaxation time (Mitra, 1974). Balchandra Swamy (1991)
analysed photo-ionization rates in detail for di erent ion constituats (NO*,0,")
and for di erent solar X-ray bands. Hence, assuming photo-checal equilibrium,
he computed the height pro le of ; for di erent M and X classes of ares. In the
last few years, the calculation of the recombination coe cients dung di erent types
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Figure 2.2: The e ective recombination coe cient in several heightsof D-region
ionosphere at the relaxation regime of the M1-class solar are occed on 18th Feb,
2011 (Nina et al, 2012).

of solar and geomagnetic events have been done. Pozo et al. (J@3fimated ¢
for nighttime auroral ionosphere using EISCAT radar data and sheed clearly that,

off IS greatly decreased with the increase in particle precipitation ux ahigher
energy. The same EISCAT radar observation was used by Osepiana¢ (2009)
to model 4 during solar proton events. To compare experimental measurente
of ¢ with theoretical counterparts, Friedrich et al. (2004) inserted émperature
and pressure of lower ionosphere ings expression empirically. Using two di er-
ent approaches of D-region electron continuity theory, workersuch as Zigman et
al. (2007) calculated ¢+ during the are peak (Fig. 2.1) and Nina et al. (2011)
during the decay regime of a are (Fig. 2.2).



Chapter 2. Review 23

2.2.2 D-region chemical models

D-region chemistry is complex. Detail modelling of so many positive antegative
ions as well as hydrated cluster ions and several reactions takinigge among them
is di cult. Many workers chose the most chemically abundant ions andhe most
frequent chemical reactions in presence of high energy radiatioriehey developed
chemical models accordingly. These will be discussed in this Section.

6ion+electron chemical model: To deal with the D-region chemistry at lower heights
(70 km), Mitra and Rowe (1972) proposed a 6-ion + electron simpli ed odel,
where the ions are @ , NO*, O,", 047, H" (H,0), and NO; (H,0),. After study-
ing all the reaction channels, Mitra and Rowe (1972) reported thaat lower heights,
the variation of positive and hydrated ions are less even due to stp are induced
ionization. In the D-region above 74-75 kms, the negative ions areaptically ab-
sent. There, the main ion contents are NO and H,Os". At 75 to 80 km height,
the generation of Q" is less than NO under quiet and are X-ray conditions
(Mitra and Rowe, 1974). So, the main clustering is formed with NO through,
NO*! NO*.CO,! H*(H,0); (Mitra and Rowe, 1972). Clustering of @* and O,"
are possible only during direct photo-ionization process under amonditions. But
a large fraction of hydrates are lost, as they go back to,O and NO,*. Thus, under
are conditions [H,O] and [O] vary, and as ionization rates go up, the percentages
of hydrate ion go down with ¢ .

GPI model: Another simpli ed model is Glukhov-Pasco-Inan (GPI) chemical moell
(Glukhov et al. 1992). Here, three types of ion species are takeramely,N*, N ,
N, and N.. Though this model is a simpli ed one, for evolution of D-region at 65
km to 70 km heights, this works very well. Lehtinen and Inan (2007)sed this for
even at an atmospheric height of 50 km, as they includéd, ions also to the model.
More description of this model is presented in Section 5.2.2.

SIC model: Sodankyla lon Chemistry (SIC) model was developed as the altetive
steady state model to handle D-region chemistry. Considering che&al equilibrium,
it calculates the electron concentrationsN) for D and E-regions ( 70 km to 100
km). It was developed by Turunen et al. (1992).N,, O,, O, NO and Oy(*4 )
are the a ected neutral ions due to solar and extragalactic radians. These were
incorporated in this model. The neutral atmosphere in this model isupplied by
semi-empirical model, MSIS-90 (Hedin, 1991). The main ionization Joes are
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photoionization and galactic cosmic rays. Chemical transportatioprocesses are
generally neglected. This model is rst used by Burns et al, (1991)nd Turunen
(1993).

Apart from these, there are many other models in the literature,amely, (a) Low
latitude ionosphere-plasmasphere model, (b) Global theoreticalnospheric model,
(c) Coupled thermosphere-ionosphere model, (d) Mid-latitude iospheric model
and so on (Schunk, 1996).

2.3 lonospheric time delay during ares

In a review, Tsurutani et al. (2009) discussed long term e ects aine ionosphere by
solar ares, followed by Fast Interplanetary Coronal Mass Ejeabns (ICMEs). Qian
et al. (2011) showed the dependency of Total Electron ContentEC) of ionosphere
on the solar zenith angle. Le et al. (2007, 2012), Zhang et al. (20Xihd others
reported that, are induced TEC decreases when zenith angle ireases. All these
works discuss the e ects of solar zenithal angle on the upper andddle ionosphere.

Mitra (1974) established a relation of with the maximum electron density
(Nemax)- Mitra (1974) showed that, during a given solar are, the ™' is inversely
related with Ne.max, 1-€., during stronger ares, the ionospheric response is more
instantaneous. A similar result was reported by Valnicek and Ranzieg (1972).
Using the X-ray data obtained by Inter-cosmos 1 satellite, they shved that the
“sluggishness'4 t) decreases when the solar induced ionizing activity increases and
vice versa. Zigman et al. (2007) calculated the time variation dfl¢ for several
classes of ares using “electron continuity theory' and t as crucial parameters
(where, VLF signal along NAA/24.0 kHz to Belgrade propagation badine are used
for analysis). Thomson and Clilverd (2001) studied both long (NLK/2.85 kHz to
Dunedin, 123 Mm) and short (French T,/18.3 kHz to Cambridge, 617 km) path
VLF propagation. They showed that for VLF amplitude perturbation due to wide
variation of Z for a long path, the netZ-e ect is less and converselyZ-e ect is
signi cant for shorter paths. In Fig. 2.3, we see that ares corrgponding to open
circles nearly follow the mean curve, instead of having highr values. But in Fig.
2.4, most of the are amplitude responses denoted by open diaman@vith higher
Z) are signi cantly away from the mean curve. Grubor et al. (2005) mnitored
the VLF response during ares for a shorter path (GQD/22.1 kHz & Belgrade
2000 km) and they showed that, theZ-e ect on amplitude and phase delay are not
prominent enough, but the ares occurred at higher zenith angle.¢., during dusk
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Figure 2.3: The excess VLF amplitude is plotted as a function of cosponding X-
ray intensity. The data recorded at Dunedin, NZ for NLK/24.8 kHz gynal located
at Settle. The propagation path length is 12300 km. For the aresarresponding to
black dots, squares and open circles successively, the respecixerage solar zenith
angle over the propagation path increases (Thomson and Clilverd)@L).

and dawn) can cause amplitude and phase delay, if they are strongpegh.
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Figure 2.4: The same observables are plotted as Fig. 2.3 but this dataemitted
from French transmitter/18.3 kHz and recorded at Cambridge, UKThis path length
is only 617 km and zenith angle variation over path is negligible. The asandicated
by black dots have zenith angle<60 and it is within 60 and 75 for those with
open diamonds (Thomson and Clilverd, 2001).
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DIURNAL VARIATION OF VLF SIGNAL
OBTAINED THROUGH ALL INDIA
CAMPAIGNS

A Very Low Frequency signal, generated from a transmitter, praggates worldwide
through earth-ionosphere waveguide. They are being received Wi F-receiver sys-
tems and the data is used for studies of the ionospheric physics dhgh remote
sensing method. In this Chapter, we will discuss the diurnal variatioin VLF signal

in lower ionospheres. We present the VLF amplitude and phase dataring from
VLF transmitters spread worldwide. The description and scientic atcomes of
ICSP lead VLF campaigns are presented, to demonstrate the deykence of nature
of signal on propagation path characteristics. We have carried blWPC simula-

tion to reproduce spatial pro le of VLF signal over the Indian subontinent, which

gualitatively supports the overall observation of the VLF campaign

3.1 VLF transmitters and receivers

3.1.1 VLF transmitters

There are several VLF transmitters working worldwide, namely, VX1/16.3 kHz,
VTX2/17 kHz, VTX3/18.2 kHz and VTX4/19.2 kHz at Vijayanarayana m, India,
NWC/19.8 kHz at North-West Cape, Australia, JJY/40 kHz, JJI2/19.1 kHz at
Japan, DHO/23.4 kHz at Germany, NLK/24.8 kHz and OMEGA -transmitters at
USA etc (see Fig. 3.1). We regularly monitor VTX3/18.2 kHz (826™; 77 44E)
due to its proximity from our receiver sites and its unique geographiocation for
ionospheric study over Indian subcontinent. We constantly recdrVLF signal from
NWC/19.8 kHz (21 48°S;114 9°E) (see, Fig. 3.1) also due to its phase stable nature

27
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and special signal propagation path, which is medium length (5668 krand transe-
quatorial (see Fig. 1.7). We monitor DHO/23.4 kHz, JJI1/22.2 kHz ocasionally also
to do comparative studies of several propagation path e ects.

Figure 3.1: In the Figure above, the locations of the VLF transmittes mentioned
in Section 3.1.1 and several others are indicated on a world map (raccke). Also,
the IERC/ICSP VLF receiving station is indicated (green circle). (Figire adopted
from www.nova.stanford.edy In the Figure below, images of VLF transmitter VTX
(left) at Vijayanaranam (8 26N; 77 44°E), India and NWC (right) at North-West
Cape (2148°S;114 9%€), Australia (Figure taken from https://maps.google.co.in).
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3.1.2 VLF receivers and receiving stations

We monitor both narrowband and broadband data from several ME transmitters
for analysis of ionosphere. One of the mostly used receivers is thatBAL VLF
receiver. It records the electric eld component of a VLF signal in nits of dB
above 1V m ! and with 1 s resolution. It is basically a full software version of
AbsPAL (Absolute Phase and Amplitude Logger), - developed by th&adio and
Space Physics Group of Otago University, New Zealand. It is capaldé recording
amplitude and phase informations from multiple VLF transmitters simitaneously.
A GPS unit is attached to the system for putting the time stamp on tke data. The
data is directly stored in a computer which can be viewed using the Labhart
software. This system is installed at lonospheric and EarthquakeeRearch Centre
(IERC) of Indian Centre for Space Physics (ICSP), at Sitapur (2227N, 87 45%E),
West Bengal, India. This institute is located at a radio quiet place, wire the signal
to noise ratio is high.

We also use Gyrator-Ill type VLF receiving system, which is fully desloped
by ICSP, Kolkata. This system consists of a square loop antenna &b ft on each
side. It uses an analogue band pass Iter of 5 30 kHz range. By setting suit-
able ampli cation level, which is adjustable, it can record a single freguncy at a
time. But using digitised Itering technique, multiple frequencies can b recorded
simultaneously. This system is also permanently installed at IERC/ICS Sitapur,
ICSP, Kolkata (22 27N, 88 23¥E) and at some other stations, such as Malda, and
Coochbehar.

SuperSID VLF receiving system is developed by Stanford Universit{LF Group.
It consists of an antenna, pre-ampli er and the data is transfegd to a computer
through a sound card. Due to the VLF electromagnetic wave, som@ltage is
induced at the loop antenna and then it gets ampli ed by pre-ampli er It is installed
in SNBNCBS, Kolkata (22 34N, 88 24E) and ICSP, Kolkata and good quality
data is obtained. All these systems described above, are develbger recording
narrowband data. For broadband data, we use the AWESOME VLFeceiver, which
is developed by Stanford University VLF Group. It records the maggtic eld
component of VLF signal and by taking Fourier Transform of the reorded data,
the spectrogram is obtained. Along with all other systems this is alssuccessfully
running at IERC/ICSP, Sitapur and at ICSP, Kolkata (22 27N, 88 23E).

For all the works done in this thesis, we analysed the narrowband N@Y19.8
kHz VLF data, recorded using SoftPAL VLF receiver at IERC/ICSPR Sitapur, West
Bengal, India (GCP is shown in Fig. 1.7). For the analysis of the spatiafariation
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of VLF signal in this Chapter, we simulated the VTX/18.2 kHz data.

3.2 Diurnal behaviour of VLF signal from several transmit-
ters

Figure 3.2: The transmitter-receiver VLF propagation Great Circlar Paths (GCP)
are drawn using coloured lines. The propagation paths are, (i) NW{ERC (red
line), (ii) VTX-IERC (blue line), (iii) JJI-IERC (brown line), (iv) NWC-SN BNCBS
(green line), (v) VTX-SNBNCBS (violet line) (Figure adopted fromwww.outline-
world-map.con).

In general, monitoring of the changes occurred in the lower ionosgk are car-
ried out by subionospherically propagated VLF signal. Some discusssoof it have
been done in Sec. 1.5.2. Now, we would present some diurnal amplitashel phase
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Figure 3.3: The amplitude @) (red line) and phase (black line) of VLF signals
transmitted from NWC/19.8 kHz, as a function of time as recordedtdERC/ICSP,
Sitapur (22 27N, 87 45E) on 12th Feb 2011. All times are in IST (=UT+5.5 hrs)
(Basak and Chakrabarti, 2013a).

variation for dierent T 4-R, pair and try to understand the propagation path ef-
fects on the signal characteristics. All Great Circular Paths (GCPare shown in
Fig. 3.2. In Fig. 3.3, we plot the amplitude and phase of NWC-VLF signakcorded
at IERC/ICSP using SoftPAL receiving system. Daytime signal variion is clean

enough and nicely re ects the zenithal variation of the solar ux. e phase sta-
bility of NWC/19.8 kHz signal is helpful for deeper analysis of lower iorspheric

perturbations. Using the same receiving system, the amplitude infoations from

VTX/18.2 kHz and JJI/22.2 kHz are also recorded (Figs. 3.4). 23rdéb 2011 was
a solar-quiet day but on 4th Aug 2011 one M9-class solar are wascoeded near
the mid-day along with other C-class weak ares.

The diurnal variation of the VLF signal depends on the propagatiompath and
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receiving location also. We installed SuperSID monitor at SNBNCBS, Bd ake,
Kolkata and recorded VLF data from several transmitters. Amog them, the data
from NWC/19.8 kHz and VTX/18.2 kHz are shown in Figs. 3.5. Though tis
location is just 80 km away from IERC/ICSP site, the di erence in relative signal
strength between daytime and nighttime are notable. The interfence among several
VLF waveguide modes di er for those signal propagation paths anthis could be
the possible reason for the di erence.
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Figure 3.4: The amplitude @) of VLF signals transmitted from VTX/18.2 kHz
(above) and JJI/22.2 kHz (below), as functions of time are recoed at IERC/ICSP,
Sitapur (22 27N, 87 45E) on 23rd Feb and 4th Aug 2011 respectively (see also,
Chakrabatrti et al. 2012a).
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Figure 3.5: The amplitude of the A) VLF signal transmitted from NWC/19.8 kHz
(above) and VTX/18.2 kHz (below), as functions of time, are recaled at SNBNCBS,
Kolkata (22 34N, 88 24%F) on 4th Apr and 25th Apr 2011 respectively.
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3.3 Multi-station VLF campaigns

The location of VTX transmitter roughly divides the landmass of the hdian subcon-
tinent into two parts, which makes it an ideal test bed for the theagtical modelling
of VLF signal propagation through the Earth lonosphere Wavegde (EIWG). ICSP,
Kolkata has been recording VLF radio signal for about a decade ameported those
observations related to Leonid meteor showers (Chakrabarti eil., 2002) and so-
lar ares (Chakrabarti et al., 2003) before. Now, we present theesults of the VLF
signal amplitude variation which are simultaneously received at overdnzen of loca-
tions from all over India and Nepal both in the summer and the winterAll locations
are at short VLF path from VTX (less than 3,000 km). Due to the unigie location
of the VTX transmitter and the geographic position of the Indian sb-continent
itself, it was possible to monitor both the east-west and west-eaptopagation ef-
fects at short distances during campaigns (Chakrabarti et al., 2Qa, b). All data
recorded during campaigns can be explained by two complimentaryetbries, namely
the wavehop theory and waveguide mode theory (discussion hasbealone on Sec.
1.5.1). Presently, we use LWPC code and show the VLF amplitude vatian as
the function of propagation path. This procedure roughly reproaces the observed
east-west asymmetry (Chakrabarti et al., 2012a).

One of the objectives of these campaigns was to calibrate the a@tWLF ob-
servations as the function of geographical location. Based on thgsound work,
the global e ects on lower ionosphere due to extraterrestrial a@nterrestrial seismic
activities can be probed (Chakrabarti et al., 2012a).

In the campaigns, the data was received at various stations in theirmmer
and the winter. The winter campaign stations are Imphal (Manipur) Agaratala
(Tripura), Salt Lake (WB), Malda (WB), Khukurdaha (WB), Kathma ndu (Nepal),
Hyderabad (AP), Gwalior (MP), Bengaluru (Karnataka), Pune (Maharashtra), Bhuj
(Gujarat), Kashmir (JK), Ahmedabad (Gujarat) and Suri (WB). The summer cam-
paign stations are Coochbehar (WB), Saltlake (WB), Malda (WB), Ragunj (WB),
Khukurdaha (WB), Bhagalpur (Bihar), Kathmandu (Nepal), Kangra (HP), Jaipur
(Rajasthan), Kashmir (JK), Pune (Maharashtra), Bhuj (Gujarat), Benaras (UP)
and Bolpur (WB) (Chakrabarti et al., 2012a, b). Seven stations we common to
both the campaigns. The places were distributed in a way that the &re Indian
sub-continent may be covered. The geomagnetic equator goesgbly from east to
west, and passes within less than a degree north of the VTX trangier. The 150 E
geomagnetic meridian, which passes through the transmitter robly divides India
into two halves (Chakrabarti et al., 2012a). To detect the non-m@procity of the
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east-west propagation e ects, we placed the stations on both gl of this central
meridian in each of the campaigns as well as in Bangalore, which is justam the
skip distance from VTX.

3.3.1 VLF campaigns and its signi cance
Winter campaign

It was conducted from the 21st to 31st of December, 2008. Stat locations have
been presented in the earlier Section. Among fourteen stationgntwere in the east
and four were in the west of CGM (Chakrabarti et al., 2012a). Depeling on the
relative signal strength of night w.r.t. daytime, all the observed ditnal patterns
are classi ed into two groups, namelyEastern-type and W estern-type. Nighttime
amplitude is stronger forEastern type and vice-versa. In Bengalore data, the day-
time solar zenithal variation is absent, as it is ground wave dominateggion. Using
default propagation model of LWPC, we plot the VLF signal amplitudeas function
of propagation path during midday and midnight (Chakrabarti et al.,2012a). Sim-
ulations are generally in agreement with relative night and daytime sigt strength
observations i.e. theEastern and W estern characteristics. LWPC also veri es that
Bengalore is a ground wave dominated region (Chakrabarti et al., 2Ba).

Summer campaign

This campaign was conducted from the 20th to 27th of July, 2009.nAong fourteen
stations, nine were in the east and ve were in west of CGM. In Fig. 3,.6ve present
the received signals of Coochbehar (below) and Kashmir (above)iké& the winter
campaign, theEastern and W estern classi cation is also present here (Chakrabarti
et al.,, 2012a, b). The VLF data at Coochbehar belongs tBastern type. Signal
strength at Kashmir is weak and solar zenithal variation is absent. fie same LWPC
simulation for the receiver locations of Fig. 3.6 are plotted in Fig. 3.7.u3t like the
observations of winter campaigns, the LWPC can explain thEastern and W estern
nature of this campaign results also (Chakrabarti et al., 2012a, bHowever, for a
few locations such as Kashmir (Fig. 3.6) the noise level in high and dais not
easily explainable.
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Figure 3.6: The normalised VLF amplitude A in dB) diurnal variation data for
Kashmir (34 08N, 74 51%) (above), JK and Coochbehar (26 19N, 89 28E)
(below), West Bengal. The data was recorded during the summer é@nvinter VLF
campaigns respectively. Sunrise and sunset time at receiving siteés andicated by
arrows (Chakrabarti et al., 2012a).

3.3.2 Outcome of the VLF campaigns

We observe the data during the VLF campaign with receiving stationspanning the
whole of Indian sub- continent including Nepal, a region covering arond 4 million
sq km. The unique location of the VTX station and the division of Indiansub-
continent (geomagnetic meridian passing through VTX) by almost tew equal parts
makes it an ideal test-bed for the existing theoretical models of gnagation through
the EIWG. From the data, we could easily distinguishEastern and W estern type
signals (Chakrabarti et al., 2012a). LWPC code can generally remioce this vari-
ation. In majority of the campaign locations, the average amplitudat night and
day match with that given by LWPC code. The E (Eastern)-type amfitude varia-
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tions are formed when the signal propagates from the west to tleast, while the W
(Western)-type signals are found to form when the signal propates from the east
to the west. As the magnetic eld is included in LWPC, the e ect is causd by the
switching of the sign of the magnetic eld with respect to the propagtion direction
(Barbar and Crombie, 1959). Thus, evidently theEastern and W estern types can
be correlated with magnetic eld direction (Chakrabarti et al., 2013). The day
time data of Bangalore is very weak perhaps because of dominant¢he ground
wave at that location. The observations during the campaign gavenaoverall pic-
ture of the nature of the VLF data during solar quiet days nationwi@ (Chakrabarti
et al.,, 2012a). Detecting the deviation from these observationshe detection of
ionospheric perturbation due to terrestrial and extraterresial sources are possible.

Figure 3.7: The variation of VLF signal amplitude as a function of the idtance be-
tween the transmitter and receiver, as simulated from default ppagation model of
LWPC. The VTX-Kashmir (above) (2867 km) and VTX-Coochbehar pelow) (2347
km) propagation paths are shown. The VLF data receiving points arindicated by
R (Chakrabarti et al., 2012a).
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3.4 Spatial pro le of VLF signal

3.4.1 LWPC simulation during Sunrise and Sunset

Figure 3.8: The LWPC simulated spatial amplitude distribution of VTX/18.2 kHz
signal over the Indian subcontinent at 6:00am (top) and 6:30pm (ltom) (IST) on
a winter day. The VLF signal amplitude has been shown with colour vation and
also contours of constant amplitude (in dB) are drawn. The VTX trasmitter is
located at the origin of this plot (Basak et al., 2010).
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In the waveguide mode theory, the signal propagates throughveeal modes. In
general, the higher order modes get attenuated as the distancerh the transmitter
increases. The LWPC code is based on this theory. The default pagmtion model
of LWPC is the Long Wave Propagation Model (LWPM). It deals with the model of
exponentially increasing ionospheric conductivity with height. A log-liear slope (
in km 1) and reference heighti{9 characterise the propagation model (also see Sec.
1.5.3). In the default case, for daytime ionosphere,= 0:3 km ! andh®= 74 km are
constants for all frequencies between 10 kHz to 60 kHz. In the htegtime ionosphere,
h°=87 km and varies from Q3 to 0:8 km ! depending on the frequency (Ferguson
1998; Pal & Chakrabarti 2010) (Basak et al., 2010). The "bearingub-program of
LWPC calculates the VLF signal amplitude and phase as the functionsf distance
from the transmitter. We calculated such VLF amplitude for each gemagnetic
bearing angle to obtain entire spatial variation of the amplitude at aigen time over
Indian subcontinent for VTX/18.2 kHz signal (Basak et al., 2010).

In Basak et al. (2010), we have carried out this simulation at sevdrames in a
day. To show the e ects of sunrise and sunset terminators on thgpatial variation,
we chose the times of simulations to be 6:00am and 6:30pm (IST) timing2al et
al. 2011; Basak et al. 2011b). In the night-time, the interferengeatterns (see, Fig.
3.8) are more frequent due to the presence of many dominant mgdeBut in the
daytime, the lower ionospheric weather is totally governed by solamux variation,
so that the spatial VLF amplitude pro le evolves with local solar zenih angle. The
presence of the terminator line in both the Figures are visible, which dicates the
formation and dissolution of D-region during sunrise and sunset pa=ctively. The
3-dimensional simulation results are in general agreement with theL¥ campaign
observations to a great extent (Basak et al., 2010). We divide theampaign data
into Eastern and W estern types (see Sec 3.3.1). Salt Lake, Malda, Khukurdaha,
Kathmandu and some other sites have showastern type during winter campaign.
Fig. 3.8 also shows relatively higher amplitude level during nighttime (B=k et al.,
2010).
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TIME DELAY OF VLF AMPLITUDES
DURING SOLAR FLARES

4.1 Introduction to Time Delay

Due to ‘inertial' properties of the ionosphere, the response to pteeionization in-
duced reactions is not instantaneous. Appleton (1953) calls it asdhsluggishness'
of the lower ionosphere. Basically, it arises due to several chemioahctions which
take nite timescales to occur in the D-region. Some of these timeaes are very
long (Basak and Chakrabarti, 2013a). A parameter, similar to thispamely, the
relaxation time ( ) has been calculated by Mitra (1974). A type of analysis of
the relaxation time was reported by Valnicek and Ranzinger (1972%igman et al.
(2007) measured the time delay of VLF signal with respect to X-rasesponse of the
are and named it as the "VLF amplitude time delay'. In this work, we dene this
time delay as (Basak and Chakrabarti, 2013a),

4t= APT FPT; (4-1)

where, AP T is the Amplitude Peak Time of VLF signal andFPT is the X-ray
Flare Peak Time. First, we compute the time delay of the response tife VLF
signals with respect to all the classes of the solar X-ray ux variatio (as recorded
by GOES) (Basak and Chakrabarti, 2013a). Fig. 4.1 is a good examplehich
shows4 t for an M-class are. In Fig. 4.2, we present a few examples of ty@t
VLF amplitude response for X, M and C class ares. These are sup&sed on the
X-ray light curve (details of those ares are marked in the Figure) & obtained by
GOES-15 satellite. The general pattern of the X-ray light curve ishie same as the
VLF amplitude (Basak and Chakrabarti, 2013a).

41
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Figure 4.1: A typical example of4 t, the time delay of the VLF signal during an
M1.46-class are. The solid curve represents a typical soft X-rayradiance (W
m 2) and the dashed curve represents the corresponding VLF amplite deviation.
The date and time are written in the ddmmyyhhmm format. 4 A is in dB (Basak
and Chakrabarti, 2013a).

4.2 Comparison of VLF and X-ray data during are

4.2.1 Measurement of VLF amplitude perturbation

Maximum perturbed VLF amplitude (4 Anax) IS an important parameter for the
D-region electron density simulation, which is de ned as (Basak andhakrabarti,
2013a),

4 Amax = Aperturbed;max Aquiet; (4'2)
where, Aperurbed:max 1S the maximum VLF perturbation for a given solar are and

Aguiet is the mean of the available data of ve solar-quiet days around theare day'.
We tted the peak region of the4 A data with a higher order polynomial and chose
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Figure 4.2: Examples of (a) X-class (b) M-class and (c) C-class sobgray ares
as recorded by GOES-15 (solid lines) along with corresponding VLF sa am-
plitude deviations (4 A) obtained by ICSP receivers (dashed lines). Date and
time (ddmmyyyy_hhmm) are marked in respective panels (Basak and Chakrabarti,
2013a).

the 4 Anax from the peak of the tted polynomial (Basak and Chakrabarti, 2@3a).
Thus the possible error from direct measurements of the data waiminated. We
have chosen solar-quiet days, so that they are free from perbations. 4 Ak IS
in dB units (Basak and Chakrabarti, 2013a). This procedure is repéed for all the
ares presented.

4.2.2 Measurements of Time Delay

We already de ned 4 t. In all the cases under this analysis, the are induced am-
plitude enhancements of the VLF signal lags behind the correspand X-ray data
(Basak and Chakrabarti, 2013a). A similad t>0 observations are reported by Zig-
man et al. (2007) for NAA/24kHz to Belgrade and other paths. Wedilow a few
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steps to obtain this time delay accurately. TheAewrbed:max » We obtained is the per-
turbation of the signal strength due to the are induced ionizationof the D-region
(Basak and Chakrabarti, 2013a). To obtain the peak time accuraty, we adopted
a new procedure. We used directly from GOES satellite and assumed that the

1.5 —110
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0.5
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Figure 4.3: A schematic diagram showing the meaning 4ft, the time delay of the
VLF signal. The solid curve represents a typical soft X-ray irradiace (W m ?)
and the dashed curve represents the corresponding VLF ampliidieviation @ A)
in dB (Basak and Chakrabarti, 2013a).

background irradiance, packground IS CONstant during a are (Basak and Chakrabarti,
2013a). The resolution of the available online data is one data point peinute.
In this case, a proper detection of the peak X-ray ux density timgFPT) and
hence4 t especially for comparatively stronger ares is dicult. This limitation
was overcome by using higher order polynomial tting method, memined earlier
in Section 4.2.1 and we took the peak time of the tted graph of the ggnomial as
FPT (Basak and Chakrabarti, 2013a). Using Egn. (4-1), we calculatefit. We
repeated the whole procedure described above, for each solare &vent presented
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in this Chapter (Basak and Chakrabarti, 2013a). Fig. 4.3 show$ t schematically.

4.3 E ective recombination coe cient during a solar are

4.3.1 Introduction to e ective recombination coe cient during a so-
lar are

lonospheric recombination coe cient indicates the time rate of reembination among
positive, negative and neutral ions per unit volume after an ionizingcéion on iono-
sphere. The dissociative recombination coe cient (p) indicates the recombina-
tion among electrons, positive ions and positive cluster ions respieety. The mu-
tual ionic recombination coe cient ( ;) measures the recombination among positive
and several negative ions in the D-region. The e ective recombiriah coe cient

( eff ) represents a combined e ect of them along with the-parameter (Basak and
Chakrabarti, 2013a), which would be discussed in Chapter 6.¢+ -analysis is use-
ful to represent overall recombining behaviour of lower ionosplethrough simpler
analysis. Early pioneering studies of the recombination of electroasd ions in lower
ionosphere were made by Appleton (1953), Mitra and Jones (1958Yhitten et al.
(1965), Wagner and Thome (1972), Whitten and Poppo (1962), Nra (1957,74),
Rishbeth and Garriott (1969), Gledhill (1986) etc.

In this Section, we formulate a method to estimate the ective recombination
coe cient ( ¢ ) at a low-latitude D-region ionosphere with the help of some estab-
lished methods. The VLF amplitude time delay 4 t) and VLF amplitude perturba-
tion (4 A) during a solar are are crucial parameters. We particularly concerated
to calculate electron density because the positive and negative iprkie to their
comparatively heavier masses than an electron, hardly a ect the \F propagation
in lower ionosphere (Mitra 1992; Basak and Chakrabarti, 2013a)n Section 4.2, we
described the way we estimated t and 4 A from our VLF data. We concentrated
on 22 ares which have a nearly similaZ in order to eliminate the e ects ofZ. We
showed that ¢+ has an inverse relation with ,ox (Basak and Chakrabarti, 2013a).

4.3.2 Theoretical formulation for e ective recombinationcoe cient

Our main aim in this Section is to obtain an expression of the ective recombina-
tion coe cient ( o ) of D-region. The fundamental assumption of this calculation
is that, the sub-ionospheric VLF signal quickly senses the changesD-region elec-



Chapter 4. Time Delay 46

tron density (Ne) and adjusts itself accordingly (Basak and Chakrabarti, 2013a).
Therefore, the VLF signal amplitude almost follows the temporal v@ation of Ne
even during ares (i.e., bt a., = tNnema ). K€EPING total charge neutrality in mind,
the D-region electron continuity equation can be written as (Whitte and Poppo
1961; Rowe et al. 1970,74; Thomas and Bowmen, 1985; Hargraves Birch 2005;
Basak and Chakrabarti, 2013a),

dNe _ q(t) N d
dt 1+ 1+ dt

[?i+ (i+ p)+ pIN (4-3)

where, ; is the ion-ion recombination coe cient, p is the dissociative recombina-
tion coe cient and s the ratio of negative ion and electron density. The electron
production rate of the D-region due to (t) during the are is given by (Zigman et
al. 2007; Basak and Chakrabarti, 2013a),

C (1)
= sZ; 4-4
at) =~ CosZ; (4-4)
where, e = 2:71828,C = L ( is the amount of energy required to create

an electron-ion pair) and the scale height is given by (Mitra 1992; Bak and
Chakrabarti, 2013a),
Y = kT :
gmavg
where, ky is the Boltzman constant, g is the gravitational acceleration, mayg is
the mean molecular mass and is the average temperature of lower ionosphere.
According to Rowe et al. (1970) and Mitra (1974), is a slowly varying function of
time. So we set, d/dt ' 0. Whitten et al. (1965) and Mitra (1974) reported that,
1 for altitudes above 70 km. So the Eqn. (4-3) can be approximates (Basak
and Chakrabarti, 2013a),

(4-5)

dNe

dt
where, the e ective recombination coe cient as described in Section 4.3.1 is as fol-
lows,

= C|(t) eff Nez; (4'6)

ef = (i+ p)+ b (4-7)

Applying Eqn. (4-6) neart = ty,., andt _ , the e ective recombination
coe cient would be (Zigman et al. 2007) (Basak and Chakrabarti, 2013a),

_ 0:375 .
4 t(Nemax Onax 4 t)°

eff (4'8)
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Table 4.1: Data sheet of all included ares (Basak and Chakrabart013a)

Date time (s) max (Wm 2)  Flare 4 Amax Z(deg) 41t(s) Nemax off
(yyyymmdd ) [IST] class (dB) (m %) (m3s 1)
20110121 35230 333 10 6 C3:33 1.315 270 151 519 10° 9:155 10 13
20110210 43560 188 10 © C1:88 0.68 287 353 334 10° 15344 10 13
20110210 44873 206 10 6 C2:06 0.791 324 307 363 10° 2394 10 13
20110216 40526 596 10 6 C5:96 2.199 205 222 971 10° 5:319 10 13
20110218 37272 403 10 © C4:03  1.039 180 183 438 10° 27:67 10 13
20110218 43365 857 10 6 C857 2.325 267 147 1084 10° 5523 10 13
20110219 45278 263 10 6 C2:63 0.918 324 247 386 10° 23:197 10 13
20110308 34140 150 10 © M 1:5 3.244 243 121 2665 10° 1:752 10 18
20110308 38246 55 10 6 C5:5 2.021 142 140 897 10° 5:182 10 13
20110310 34052 295 10 6 C2:95 0.955 246 264 406 10° 67:33 10 13
20110311 36141 55 10 6 C5:5 2.11 179 140 989 10° 4:4 10 13
20110311 45175 305 10 6 C3:05 0.83 296 181 370 10° 21:175 10 13
20110414 39420 499 10 S C4:99  1.957 143 134 860 10° 5:282 10 13
20110416 40071 35 10 6 C3:55 1.641 147 150 645 10° 6:542 10 13
20110607 43800 255 10 6 M 2:55  3.005 288 90 1836 10° 5929 10 13
20110727 43760 307 10 8 C3:.07 0.63 268 179 3270 10° 3765 10 18
20110728 36861 229 10 8 C2:29 0.761 232 190 348 10° 14:855 10 13
20110802 42542 149 10 © M 1:49 3.088 226 128 2057 10° 2:626 10 18
20110803 36131 173 10 © M1:73 3.123 238 145 2371 10° 2:283 10 18
20110804 34017 931 10 6 M9:31 3.818 293 74 445 10° 4:835 10 13
20110817 35940 231 10 6 C2:31  0.647 221 298 382 10° 29:61 10 13
20110830 44009 15 10 6 C15 0.966 247 241 406 10° 6:832 10 13

Comparing Eqgns. (4-4), (4-5) and (4-8) we get,

0:375

eff = :
4 t(Nejmax " s €OSZ)

(4-9)

Among the constant terms in Eqn. (4-9),ma,y = 4:8 10 % kg (Mitra 1992)
and = 34 eV (Whitten et al. 1965). Using SROSS-C2 satellite data, Sharma
et al. (2004) measured electron and ion temperature changes betionosphere.
They showed that electron temperature Te) changes from 1.3 to 1.9 times and
ion temperature (T;) changes from 1.2 to 1.4 times respectively during ares in
comparison with normal days. Thus, the change ofe; due to the changes inle
and T; is low enough, compared to other ion-chemical e ect induced chasgy So
for simplicity, we justi ably assumed a thermal equilibrium and tookT = 210 K
(Schmitter 2011) to perform the entire calculation (Basak and CHaabarti, 2013a).
Since only solar ares which occurred close to the mid-day have beeansidered
in this analysis to eliminate dependence o#, we assume mean c@& = 0:90 for
our calculation (Basak and Chakrabarti, 2013a). This is justi ed beause for the
ares included here, the zenith angle varies between 3® 14 (the Z values at each
are peak time are in Table 4.1) (Basak and Chakrabarti, 2013a). Qusimulation
procedure to obtainNemax Will be discussed in the next Section.
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Figure 4.4: Simulated e ective re ection height % (km) is plotted with corre-
sponding peak are ux ( max) (W m 2) (Basak and Chakrabarti, 2013a).

4.3.3 LWPC simulation of the D-region electron density durig ares

Long Wave Propagation Model (LWPM) is the default propagation mdel of the
lower ionosphere (Ferguson 1998). It has an exponential increas N, and conduc-
tivity. A sharpness factor ( ) and e ective re ection height (h9 de ne this iono-
sphere model (Wait and Spies 1964)h°= 74 km and = 0:3 km ! are constant
values being assumed to de ne daytime unperturbed ionosphere/ea constant for
the entire VLF range (Basak and Chakrabarti, 2013a). We carriedut the simula-
tion of lower ionosphere over a singlesFR, propagation path from NWC transmitter
to IERC, Sitapur receiving station. As we mentioned in Section 4.3.1 #t in ¢4
analysis, to avoid the zenith angle4{) dependence, we only accommodated those
ares, which occurred when the sun was close to the zenith (&l values averaged
over Ty-R, path are mentioned in Table 4.1) with respect to VLF signal propaga-
tion path (Basak and Chakrabarti, 2013a). So we assumed thateh are induced
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Figure 4.5: Simulated sharpness factor § (km 1) is plotted with corresponding
peak are ux ( max) (W m ?) (Basak and Chakrabarti, 2013a).

perturbation of the re ection height for the entire horizontal pah segments are the
same (Basak and Chakrabarti, 2013a).

We used RANGE EXPONENTIAL model to handle the perturbed ionospere
due to ares. First, we added the4 A with unperturbed ionosphere VLF ampli-
tude (Awpc) corresponding toh®= 74 km and = 0:3 km ! (Pal and Chakrabarti
2010; Pal et al. 2012a, b; Basak and Chakrabarti, 2013a). The parturbed D-
region electron density is calculated a$Ve.unperturbes = 2:2  10° m 3. To authenti-
cate Ne.unperturbed , We Obtain the same unperturbed value (averaged over the entire
propagation path) from IRI-model of NASA as, Ne.unperturbed Jiri =4:4 100 m 3.
There is a little disagreement because LWPC follows Wait's 2-parametewer iono-
spheric approximate model instead of the exact and more realisticoael. This small
disagreement would not a ect the results, as are induced. is high by a few orders
of magnitude than the unperturbed values (Basak and Chakrabtr2013a).
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Figure 4.6: (a) Simulated D-region electron density (circlesNe.max) (M 3) at h =
74 km is plotted with corresponding peak are ux ( max) (W m 2) (b) Also Ne:max
(squares) calculated ath = 74:1 km using . Vvalues taken from Zigman et al.
(2007) (Basak and Chakrabarti, 2013a).

We now run the program to simulate Wait's parameters correspondinto the
perturbed VLF amplitude (Awpc + 4 Amax) and this process is repeated for all 22
ares which are detected close to local mid-day (Basak and Chalrarti, 2013a).

In Figs. 4.4 and 4.5, these tand are plotted with corresponding max respec-
tively. Now using Wait's formula (Wait and Spies 1964; Pal and Chakradoti 2010;
Pal et al. 2012a, b; Basak and Chakrabarti, 2013a),

where, o = 0:15 km !, we got electron density at a heighth. We repeated the
entire LWPC simulation for several complex ion density pro le valuesrad we noted
hardly any change for VLF signal amplitude perturbation results.
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Figure 4.7: VLF amplitude time delay @ t) is plotted as a function of corresponding
peak are ux ( max, W m 2) for the same ares shown in Fig. 4.6 (Basak and
Chakrabarti, 2013a).

4.3.4 Estimation of e ective recombination coe cients usng Time
Delay

We analysed 22 solar ares having within 15 to 30. We got the expression
for ¢ as Eqgn. (4-9) and from LWPC simulation, we estimatedN¢max for each
are (Egn. 4-10). In Fig. 4.6, the LWPC simulated Ne.max (at height h = 74
km) is plotted with corresponding max. Also for veri cation of our LWPC simu-
lation results, we again calculatedNe.max at h = 74:1 km height, using ¢ values
taken from Zigman et al. (2007). Though the simulatedNe.max Values are a bit
underestimated with respect to the values adapted from literata, by keeping our
measurement errors in mind, the general agreement is good (Blasad Chakrabatrti,
2013a). Substituting eachNe.max to Egn. (4-9),  can be calculated (see, Table
4.1). The values of4 t are depicted in Fig 4.7 (Basak and Chakrabarti, 2013a). In
Fig. 4.8, & Versus max has been shown, the values oty go from 10 ¥ m3s !
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Figure 4.8: E ective re ection coe cient (¢ ) (m3s 1) is plotted with correspond-
ing peak are ux ( max) (W m ?2) (Basak and Chakrabarti, 2013a).

to more than 10 * m3s ! for C1.0 to M9.0 classes of ares. We see thate
and . are generally correlated with some exceptions (Basak and Chakeab,
2013a). That exception may be due to the zenith angl&{ variation during obser-
vation. The calculated values of ¢ for low latitude D-region ionosphere generally
agree with the results of Parthasarathy and Rai (1965); Balachdra Swamy (1991);
Zigman et al. (2007). Fehsenfeld and Ferguson (1969); Mitra ancbRe (1972); Mi-
tra (1974) reported that increase in solar ux intensity transfoms the water-cluster
ions to molecular ions. Though that process is dominant near mesaga region,
but we report that at 74 km in D-region the transformation occursat a signi cant
level and hence 4 is reduced. Our results support this observation (Basak and
Chakrabarti, 2013a).
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4.4 Solar zenith angle e ects on Time Delay

The solar zenith angle Z) is the angle measured from the local zenith to the geomet-
ric centre of the solar disc, as described here using a horizontabotinate system
(Fig. 4.9). It depends on the local time and latitude of the location alneasurement.
The solar elevation angle (L) is the complementary angle oZ , which measures the
angular altitude of the sun from the horizon to the centre of the dar disc. The

Figure 4.9: Solar zenith angle4) and solar elevation angle ).

solar zenith angle is given by,
Z =cos (sinL;sin +cosLcos cosH); (4-11)

where, theL, is given by local latitude, is the solar declination angle andH is the
local time dependent solar hourly angle.

The present Section consists of two di erent analysis. First of tiee is related to
how measured! ts vary (for a certain type of ares) depend orZ which is computed
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along the propagation path at the are occurrence time. We invegjated a total of
22 ares. As the4 t has been found to depend on the strength of ares, we chose
only the C-class ares (as they are also numerous). We observeaththe average
zenith angle ) over the path during are occurrence has a linear correlation with
4 t (Basak and Chakrabarti, 2013a). We compute this correlation cantitatively.
Ours is an alternative method to estimate the relation betweeN.-pro le of D-region
and Z, becaused t is directly connected to N (Mitra 1974; Zigman et al. 2007,
Basak and Chakrabarti, 2013a). Similar correlations of time delay witZ can be
tested for the M-class or X-class ares, but since their numberseamuch lower, for

a good statistics, we need to collect the data for a longer period.

4.4.1 Direct correlation between the solar zenith angle arttle time
delay during C-class ares

In the Section, we discuss the variation of ionospheric time delag ) during ares
with Z over the NWC-IERC signal propagation path. We calculate the avage
zenith angle ¢) by taking the mean of the zenith angle values at every kén interval
along the propagation path at the peak time of the are (Basak andChakrabarti,
2013a). We did this to incorporate di erent inclinations of solar radiéion at di erent
path segments. We computed this for the 22 C-class ares whicheafrom C2 to
C7. One of the reasons to con ne our discussion for a single C-classhis: the 4 t
has a dependence oN¢max and hence on x according to Mitra (1974) (Basak
and Chakrabarti, 2013a). If we mix various classes of the aresych a dependence
might shadow the e ect we are after. Thus, we concentrated onares of the same
class occurring at various times of the day. We could do similar analyd@ other
classes also, but their numbers were too few to establish a corredatbeyond any
reasonable doubt (Basak and Chakrabarti, 2013a). In Fig. 4.1(he 4 ts are plotted
against their occurrence timest| [IST] and the tted curve has been drawn to show
the variation with diurnal time and hence with Z. It is interesting that the mean
curve closely follows typical diurnalZ variation. Z starts decreasing after sunrise.
It is minimum during the mid-day when the sun is close to the zenith andrgdually
increases towards the sunset (Basak and Chakrabarti, 2013a)he errorbars of
4 t represent the resolution of the recorded VLF amplitude data andhe available
online X-ray ux. Le et al. (2007, 2012) has shown th& -dependence of the upper
ionosphere using TEC measurements and here we showed thedependence of
lower ionospheric response (Basak and Chakrabarti, 2013a). Harther analysis,
we plot 4 t directly with correspondingZ (Fig. 4.11) and t them with a straight
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Figure 4.10: The time delay 4 t) (s) of the ionosphere for each C-class solar are
is plotted as a function of their occurrence time(mins). The solid line is the tted
mean curve for these data points (Basak and Chakrabarti, 201)3a

line to show a direct correlation. In the equation of the straight line Basak and
Chakrabarti, 2013a),

4t=aqZ + ay; (4-12)

the tted values are a; = 0:7556 deg! s anda, = 137:24 s. The goodness of the t
is established as theeduced 2 =0:92 (No. of data pointsN =22 and tted using,
P = 2 parameters (see Eqn. 4-12), so the available degrees of fiadfor this 2
-testis, N P =22 2=20). We see that thereduced ? is close to unity and
thus the correlation is very good (Basak and Chakrabarti, 2013ajrom a physical
point of view, this correlation can be explained in the following way: theesidual
degree of ionization and free electron densityNg) of lower ionosphere is mostly
governed byZ. During solar ares, bombardment of higher energetic X-ray phans
on ionospheric bed leads to chemical evolution and excitation but ti#-dependence
of the ux remains (Basak and Chakrabarti, 2013a).
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Figure 4.11: The time delay 4 t) (s) of the ionosphere for each C-class solar are
is plotted as a function ofZ at their occurrence time. The solid line is the tted
straight line for those data points (Basak and Chakrabarti, 2013a

4.4.2 Zenith angle e ects on the correlation between peak ra ux
and time delay

We extend our analysis to study the e ects of the Zenith angle of # sun when
the are took place. In this part of the analysis, we chose 78 aresf C, M and
X-classes which occurred at di erent times of the day. We groupeithem into six
separate equal sized time bind)T ) according to their occurrence times. For each
bin, we tted 4 t versus peak are ux ( max) Of respective ares with an empirically
chosen exponentially decaying function and calculatedduced 2 to estimate the
goodness of t (Basak and Chakrabarti, 2013a). Finally, we compel the average
and standard deviation () of the solar zenith angleZ (averaged over theT,-Ry
propagation path) for eachDT, and the reduced 2 varies exactly in the same way
as the standard deviation () of zenith angle ¢) distributed over T-Ry path within
each time binDT (Basak and Chakrabarti, 2013a).
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Table 4.2: Details of ares in di erent time-bin (Basak and Chakrabati, 2013a)
Timerange(s) C- M- X- a(s) b Red ? f=
type type type N P (deg)

DT1 22000-28000 6 4 347.0 0.39 0.923 9 3.231
DT2 28000-34000 14 247.1 0.23 1.039 15 3.084
DT3 34000-40000 8 311.3 0.35 1.324 9 6.535
DT4 40000-46000 8 346.8 0.40 1.532 8 13.698
DT5 46000-52000 11 2194 0.29 1.663 14 12.629
DT6 52000-58000 12 238.6 0.30 1.725 11 12.26

R AN W W
O, OO0 OB

Sorting and grouping of solar ares

We binned 78 ares of C, M and X classes into six separate 100-min tirfbens
namely, DT1, DT2,DT3,DT4,DT5 and DT 6. The data is taken from the data
bank of IERC/ICSP for the NWC-IERC propagation path. The range of time-bins
and details of the ares present in those bins are given in Table 4.2. €lpictorial
presentation is in Fig. 4.12. We chose the size of bins in a way that theey are
su ciently small so that one could assumeZ to be constant in each bin and are
su ciently big, so that there are statistically signi cant number of ares in each bin
(Basak and Chakrabarti, 2013a). Thus, we neglect thg variation within a given
bin and for validity of our statistical results we accommodated su ¢éent number of
are cases in each bin from the available VLF data.

Time bin wise analysis of are events

Time delay (4 t) is de ned by Eqn. (4-1) is similar to the time delay parameters
de ned by Appleton (1953); Valnicek and Ranzinger (1972); Zigmaf2007) etc. We
rst tthe X-ray and VLF data analytically before obtaining 4 t (Section 4.2.2). In
the Section 4.4.1, we sorted only the C-class ares and showed thdtt = f(Z),
i.e., 4 ts for these ares depend on mead computed over the signal propagation
path (Basak and Chakrabarti, 2013a).

While calculating ¢ in Section 4.3.4, we showed that4 t = fo( max), i.€.,
4 t signi cantly depends of the corresponding peak are ux n.x (Basak and
Chakrabarti, 2013a). In order to demonstratel t = f (Z; max), I.€., the dependence
of 4t on i and Z simultaneously, we introduce this new approach. Observing
the nature of dependence, we assume an empirical relation betawglee 4 t and 4«
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Figure 4.12: Schematic diagram of the positions of the sun &T 1 to DT 6 time
bins.

for the ares in each bin (Basak and Chakrabarti, 2013a):
4t = ae M9 m); (4-13)

where,a and btake real values. We then t data points of each bins separately ungy
non-linear least square tting technique usingsnuplot software anda and b are the
parameter values (see, Table 4.2) corresponding to best tting &qn. (4-13) and
calculatedreduced 2 for every t to test the ‘goodness of t'. The reduced 2 for
j -th bin is (Basak and Chakrabarti, 2013a),

2
reduced Z= %X (4 tobs 24 tem) ;

DT err

(4-14)

where,4 tqnsis experimentally observed time delay ten, is the time delay calculated
using Egn. (4-13), e« Is the size of the errorbar, which comes from the limitations
of the measuring instrument. In our case, oy = 30s. Now the degree of freedom is
de ned as,

f=N P; (4-15)
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Figure 4.13: Variation of the mean zenith angleZ in deg.) as a function ofT,-Ry
path at middle of time-bins mentioned in Table 4.2.T, is at d = 0 km and Ry is at
d =5691 km (Basak and Chakrabarti, 2013a).

where, N is the number of ares within j-th time-bin and P is number of model
parameters used to tN number of data points and hereP = 2 from Eqn. (4-
13). Our main objective here is to check the nature of t at dierent Z. This is
because, the residual degree of ionization (due to Lymanand soft X-ray) of lower
ionosphere is mainly governed by . In Fig. 4.13, we plot the variation ofZ along
Tx-Rx. Six dierent graphs represent typicalZ variation at midway of each time
bin. Along the entire path, Z varies considerably for some time bin (e.d>T 3, DT 4,
DT 5, DT 6 mainly), and thus it is not possible to assumé& to be a constant. One
way to quantify Z for each time bin, would be to measure "how bad' the assumption
of constantZ is. In other words, we would be interested in obtaining the standard
deviation ( ) of Z for each time bins. This will thus be an estimate of variation of
residual ionization due to the are alone alond-Ry path (Basak and Chakrabarti,
2013a). In the next Section, we would test our hypothesis that if is large, i.e.,
the variation of ionization along the path is signi cant, then thereduced 2 is also
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going to be large, i.e., the correlation betweed t and ,,x would also not be very

tight. The reverse should also be true, i.e., if is small, thenreduced ? is also
small.

Correlation between of zenith angle andeduced 2
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Figure 4.14: The time delay 4 t(s)] for each of the solar ares has been plotted as
a function of peak are ux ( max iINn W m 2). The solid line is the tted empirical
function (Egn. 4-13). The time bins are (apT 1, (b)DT 2 and (c)DT 3 (Basak and
Chakrabarti, 2013a).

We have analysed a total of 78 ares (Table 4.2) and for each arghe VLF
peak appeared after the X-ray peak. Hence for all the cases endhis investigation
we got, 4 t> 0. Grouping techniques and analysing procedures of ares are ady
discussed in the earlier Section. The procedure is from Basak andakrabarti
(2013a).
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Figure 4.15: The same plot of time delay4(t) as in Fig. 4.14. The time bins are
(@) DT 4, (b) DT5 and (c) DT 6 (Basak and Chakrabarti, 2013a).

All the are events are plotted for each time bin in Fig. 4.14 and Fig. 4A.
Error bars correspond to the resolutions of the available GOES-26ray data from
the NOAA archive and IERC recorded VLF data. First, we note the dcreasing
tendency of4 t with increasing max, Which we already reported during ¢ for
limited number of ares within a small span ofZ. After tting them with the
empirical function (Egn. 4-13) the tting parameters a and b are evaluated (Table
4.2). Thereafter we calculatereduced 2 for each t to estimate the "goodness of
t' (the degrees of freedom,f corresponding to those tting are given in Table
4.2). Thereduced 2 physically represents the dominance of.x on 4 t during the
ares at an e ective ionization level of the D-region governed by . Six di erent
time bins represent discrete residual ionized states caused by deat path averaged
Z values. Thereduced 2 values are around "unity' which means that the correlation
is generally very good. However, as we progress fr@i 1 to DT 6, we see that the
reduced ? increases (Fig. 4.16). Thus the tting becomes poorer and controf
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max Over 4 t weakens gradually.

So far, we discussed the nature af t. Possible physical explanation of this,
at least for the low-latitude, trans-equatorial, medium length signlapropagation
path (NWC-IERC) can be understood by the following exercise. Inif. 4.13, the
variation of Z over T,-R, path at mid-point of the time bins was found to be very
signi cant. This Z variation and hence the variation of the residual ionization level
of D-region over the propagation path increases monotonically froDT 1 to DT 6
(see Fig. 4.16) (Basak and Chakrabarti, 2013a). The standard\dation ( ) of Z
denotes the spread of it over the path.

Our ndings indicate that the gradient of residual ionization level oer T,-Ry
path is the key determining factor of4 t for di erent classes of solar X-ray ares
occurred at di erent times.
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Figure 4.16: Thereduced 2 (circle) and the standard deviation () (diamond) of
the zenith angle g) along T«-Ry, path as functions ofDT 1, DT 2, DT 3 etc (Basak
and Chakrabarti, 2013a).
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MODELLING OF VLF SIGNALS PERTURBED
BY SOLAR FLARES

5.1 Overview of the model and the background

Our ionosphere is a gigantic detector of extraterrestrial radiatm Study of the
evolution of its chemical composition in presence of high energeticgstomena is
of utmost importance not only to understand how the VLF radiationwould be
a ected, but also to understand the overall stability of this compl& system. In
the present work, we apply the GEANT4 simulation (applicable to any igh energy
radiation detector) to understand the changes in the D-region a&on density (N¢)
during ares as the ion-chemistry leaves hardly any impression on VA propagation
characteristics (Palit, Basak et al., 2013). For that reason, therlowledge of only the
dominant chemical processes in the D-region ionosphere would bewgh to study
the modulation due to events such as solar ares (Rowe et al., 19Mijtra, 1981;
Chamberlain, 1978). One such simpli ed model, namely, the GlukhovaBko-Inan
(GPI) model (Glukhov et al., 1992) can be applied for the events whiccause excess
ionization in the D-region. Inan et al. (Inan et al., 2006) used this maa (though
modi ed for lower altitudes) to nd the e ects of Gamma Ray Bursts on the state of
ionization. The model has also been adopted successfully by HaldsugHaldoupis
et al., 2009) for his work on the early VLF perturbations associatedith transient
luminous events.

Presently, we model the VLF signal variation due to the D-region iayspheric
modulation during solar ares by combining a Monte Carlo simulation (GRNT4)
for electron-ion production with the GPI model for the D-region tond the rate of
free electron production at di erent altitudes by X-rays and -rays emitted from the
ares (Palit, Basak et al., 2013). Finally, the Long Wave PropagationCapability

63
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(LWPC) code (Ferguson, 1998) has been used to simulate the egfeal changes in
the VLF amplitude. The LWPC code computes the amplitude and phasef the
VLF signal for any arbitrary propagation path and ionospheric coditions along the
path, including the e ects of the earth's magnetic eld. It uses theexponential
D-region ionosphere de ned by Wait and Spies (1964) and the wawede mode
formulation developed by Budden (1951). This program has beenadsby many
workers and is quiet successful for modeling of long-range proptign of VLF signals
even in presence of ionospheric anomalies (Grubor et al., 2008; Rerdgt al., 1999;
Chakrabarti et al., 2012, Pal et al. 2012a, 2012b; Palit, Basak et. a2013). Instead
of Wait's model for the D-region ionosphere, we use our own resutirfthat part

of the ionosphere, by incorporating the results from the GEANT4 Mnte-Carlo
simulation and the GPI scheme in the LWPC program (Palit, Basak et al.2013).

We compare the simulated VLF signal amplitude deviations due to theext of
solar ares with those of the observational data from NWC/19.8 kid and detected by
the ground based VLF receiver of the lonospheric and EarthqualResearch Centre
(IERC) under Indian Centre for Space Physics (ICSP). To illustrag@ the success of
our method, we use one X2.2 type and one M3.5 type solar are datdish occurred
on 15th Feb 2011 and 24th Feb 2011 respectively and compare wittetpredicted
VLF output from our model (Palit, Basak et al., 2013). Our interestis to reproduce
the change in the VLF signal during the solar event and examine theeday of the
signal during long recovery time.

5.2 The Model

5.2.1 GEANT4 Monte Carlo simulation

Geometry and Tracking (GEANT4) is a well known detector simulationprogram
(Agostinelli et al., 2003), which includes all the required physics fohe production
of electron-ion pair in the atmosphere by energetic photon interaons. Most of the
ionizations occur due to the collision of molecules with secondary ekects produced
by initial photo ionization (Palit, Basak et al., 2013). The earth's ionophere is a
giant detector and as such, the software used to analyse dets in high energy
physics could be used here as well. Furthermore, GEANT4 is an operlyailable
and widely tested toolkit. We simulated the rate of ionization at di erent altitudes

due to solar X-ray photons during ares using this GEANT4 (Palit, Basak et al.,
2013).

The ionosphere, constructed in the detector construction clas®nsists of con-
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centric spherical shells, so that the atmosphere is divided into seatlayers. The
distribution of layers is chosen accordingly. They consist of avemagnolecular den-
sities and other parameters at those heights. The correspondidgta is obtained
from NASA-MSISE-90 atmospheric model (Hedin, 1991) of the awsphere (Palit,
Basak et al., 2013).

Initially, the Monte-Carlo process is triggered by primary particle geeration
class of GEANT4 with photons of energy ranging from 1-100 keV. Ware not
interested in high energy gamma ray photons as their energy defim height is
much lower than that of the D-region lonosphere. First, a unifornspectrum where
equal number of photons per keV bin is chosen as the input in primageneration
class, such that the incident photons in a speci ¢ bin have random ergies within
the range of the bins. This gives a distribution of electron-ion prodion rate in
a matrix form. We produce an altitude distribution by a simulation with di erent
incident angles of the photons. For this simulation, we collect the beaground
subtracted solar spectra during the ares from Rhessi satelliteada.

Several previous workers (e.g., Glukhov et al., 1992 and Haldoupisatt, 2009)
approximated total energy deposition by a photon and divided it witha pre-assumed
value of the average energy for production of an electron-ion pand ultimately
calculated the rate of ionization. Without such an approximation, intead, we follow
the electron ionization interactions down to the lowest possible leval the Monte
Carlo process (Palit, Basak et al., 2013). For this, the lower enerdiireshold for
electron and photon processes is extended down to 10 eV in the etmoagnetic
processes in the GEANT4 toolkit. From simulations we found the avege energy
required per electron-ion pair production as 31 eV (Palit, Basak et al., 2013).

The ionization e ect due to the solar X-ray is dominant in the D region ( 60
100 km) only. The simulation also shows that the altitude of maximum iamation
is somewhat lower for X-class are ( 81 km) than that of M-class ( 88 km).
This is consistent with the obvious result that the relative abundane of high energy
photons is larger in the spectrum of an X-class are. The e ects ahe zenithal
variation of the Sun is included in the simulation to account for the vaation of the
ux in long duration ares (Palit, Basak et al., 2013).

We simulate the condition at the middle of the VLF propagation path ad assume
that the resulting electron density distribution apply for the whole @th. Along the
propagation path in question, the solar zenith angle variation is at #&amost 30
(Palit, Basak et al., 2013).

We thus compute free electron production rates per unit volume atll the rele-
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vant heights for both the ares we wish to model.

5.2.2 The Glukhov-Pasco-Inan chemical model

To understand the ionospheric chemistry during ares, we use th&lukhov-Pasco-
Inan chemical model (Glukhov et al., 1992). Here, the evolution ohé& number
density of four types of ion species are considered. These arectebms, positive
ions, negative ions and positive cluster ions. The positive iolé™ comprise of
mainly O; and NO;. The negative ionsN include O,, CO;, NO,, NO; etc.
The positive cluster ionsN,’ are usually of the formH* (H,0),. The GPI model
is meant for the night time D-region ionosphere. Modi ed set of eqtians exists
(Lehtinen & Inan, 2007), which are applicable at lower heights (50 km), where the
inclusion of negative ion clusterdN, is important and the scheme has been used
for the day time lower ionosphere also (Inan et al., 2007; Palit, Basat al., 2013).
However, for the altitudes of our interest in the model (above 60nk) where the VLF
is re ected, the simpli ed model such as GPI is su cient. We concentate only on
the ionization produced by the X-ray from solar ares. Though it is asimpli cation,
this will produce good results as long as the electron-ion productionates due to
the X-rays dominate over the regular production rates. The modlés for the strong
ares (at least for upper C-class and above) (Palit, Basak et al., 23).

In the GPI scheme, time evolution of the ion densities follow ODEs, thaght
hand sides of which have production (+ve) and loss (-ve) terms:

dN, _

=+ N Ne  aNeN'  SNeNJ; (5-1)
d%: Ne N iN (N* + NJ); (5-2)
dg'; =1 BN*" 4N.N* N N*; (5-3)

Ny _ gy SNeNy N Ny (5-4)

dt

The plasma neutrality condition requires,

N +Ne= N* + N, : (5-5)
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Figure 5.1: Electron density at di erent layers during the (a) M-clas are. The
time started from 6:56:40 UT (Palit, Basak et al., 2013).

Here is the electron attachment rate (Rowe et al., 1974), the value of wih is
given by ,
300, , s

=10 3'Ng,Ny, +1:4 1029(?)e( TING: (5-6)
No, and Ny, represent the number densities of molecular Oxygen and Nitrogen
respectively, andT is the electron temperature. The neutral atom concentrations
at di erent altitudes, required for the calculations of the coe cients were obtained
from NASA-MSISE atmospheric model (Palit, Basak et al., 2013). T¢ndetachment
coe cient, i.e., the coe cient of detachment of electrons from negtive ions has
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Figure 5.2: Electron density at di erent layers during the (b) X-clas are. The
time started from 01:23:20 UT (Palit, Basak et al., 2013).

contributions from both photodetachment (at daytime) and proesses other than
photodetachment. The coe cient for the photodetachment pr@ess is 10 2 to

5 10 ! and for the other process itis 10 ! to 10 ? at 80 km (Bragin, 1973;
Palit, Basak et al., 2013). According to Lehtinen and Inan (2007) ahPasko and
Inan (1994), the value of the detachment coe cient varies widely from 102N

s 1 to 10 N s 1. Following Glukhov et al. (1992) the value of is taken to be
3 10 8N s !, whereN is the total number density of neutrals. In our calculations
the value of comes outto be 2 102 at75kmto 66 10 2 at 84 km, which
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is reasonable (Palit, Basak et al., 2013).

Figure 5.3: Altitude pro les of electron density as obtained from theGPI model
at three di erent times for an M-class are. Solid line shows the ambi@ pro les
before the beginning of the are while the dashed and the dot-dasti lines represent
the pro le during the peak and at a time during recovery (Palit, Bas& et al., 2013).

We have used e ective coe cient of dissociative recombination 4 values as 3
10 " cm S%sec? for .

The e ective recombination coe cient of electrons with positive cluser ions §
has the value 10 ® 10 °cm 3sec!. Here the value of 10° cm 3sec ! is adopted
as suggested by Glukhov et al., (1982). The value of the e ective €gient of ion-
ion recombination processes for all types of positive ions with negat ions is taken
to be 10 ' cm 3sec?! (Mitra, 1968; Rowe et al, 1974).B is the e ective rate of
conversion from the positive ion Kl ™) to the positive cluster ions (N, ) and has the
value 10 °*°N?2 s 1 (Rowe et al., 1974; Mitra, 1968), in agreement with Glukhov et
al. (1992) (Palit, Basak et al., 2013).

The term |, which corresponds to the electron-ion production rate, can beiiten
asl = o+ I4. Here,lg is from the constant source of ionization which is responsible
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Figure 5.4. Same as Fig. 5.3 but for an X-class are. Solid line shows tAmbient
pro le before the beginning of the are while the dashed and the dedashed lines
represent the pro les during the peak and at a time during recovgr(Palit, Basak
et al., 2013).

for the ambient distribution of ions. In our case], corresponds to the background
ultraviolet ray and Lyman alpha lines etc. from the quiet Sun, which pyduces the
D region. Thely is generated by the X-ray photons (in the energy range from 1
to 12 keV, important for the D-region) coming from the solar coraa during solar
ares only (Palit, Basak et al., 2013).

To account for the time variation of the number density of the ion spcies, we
divide each term into a constant and a time dependent parts, i.eN. is replaced by
Noe+ Ne(t), N* with Ny + N*(t), N with Ny + N (t) and N;; with Ng + N (t)
(Palit, Basak et al., 2013). A set of equations governing the equilibm conditions
can be obtained from Equations (5-1 to 5-4), by replacing the ion dsity terms with
their ambient values,| by |, and equating the production rates to zero (Glukhov et
al., 1992).

Then utilizing the conditions of equilibrium and above replacements in Ert.
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Figure 5.5: Altitude pro le of the negative ions as obtained from the @I scheme.
Solid, dashed and dot-dashed lines represent respectively the aenib pro le, that

at the peak and at a time during recovery of the X-type ares discgsed in the text
(Palit, Basak et al., 2013).

(5-1 to 5-4), we get the set of equations which are applicable forr@ainduced lower
ionosphere.

The unperturbed values of the electron and ion densities are obtaith from the
IRl model (Rawer et al., 1978). Unperturbed negative ion densitil, is obtained
from the relationshipN, = N e, Where is the relative composition of the negative
ions. The values of positive ion densities are calculated from the charneutrality
condition, i.e.,

Noe + N = Ny + Ng: (5-7)

Using the ionization rate per unit volume (), obtained from GEANT4 simulation
and the coe cients of the ODEs, calculated from MSIS data, we soévthe modi-
ed ODEs by Runge-Kutta method to nd the residual electron dersity at various
altitudes during the course of the are (Palit, Basak et al., 2013).

Figures (5.1) and (5.2) show the electron density variations at di emt altitudes
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Figure 5.6: Same as Fig. 5.5 except for positive ions. Solid, dashed aot-dashed
lines represent respectively the ambient pro le, that at the peakrad at a time during
recovery of the X-type ares discussed in the text (Palit, Basakteal., 2013).

throughout the ares. The are time enhancement in electron desity from ambient
values can be clearly seen.

We follow the same procedure to obtain altitude pro les ) due to the quiet
background electron density during the entire time when the M & X clss ares
(Figs. 5.3 and 5.4).

These are plotted at three di erent times including the peak time. Tl times
are shown by arrows in Figs. (5.1) and (5.2). The ambient electron wi&ty during
an X-class are was higher than that of the M-class are (Palit, Baak et al., 2013).
This is because the background X-ray ux during the X-class are @as stronger.
The height pro les of the negative ions, positive ions and positive cltes ions are
presented in Figs. (5.5), (5.6) and (5.7) respectively for three dirent times during
the are as numerically calculated from GPI model (Palit, Basak et al.2013).
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5.2.3 LWPC modelling of VLF signal response

From the GPI model, we have the electron densitiefNg) at various altitudes. We can
input them to obtain the time variation of the deviation of the VLF signal amplitude

during a are event. We use the Long Wave Propagation Capability WPC) code

(Ferguson, J.A., 1998) to accomplish this. The electron density ptes (Figs. 5.1

and 5.2) represent the modulated D-region ionosphere due to thelax ares and

can be used as the inputs of the LWPC code to simulate the VLF signamplitude

behaviour. The electron-neutral collision frequency in the lower i@sphere plays an
important role for the propagation of VLF signals. We used the collisiofrequency
pro les between electrons and neutrals as described by Kelley (2)0This is given

by the following equation,

o(N)=5:4 10 n, T (5-8)
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where,n, and T are the neutral density in cubic centimetre and electron temperate
in Kelvin respectively. Assuming the temperature of the electronsnd the ions are
the same and using the ideal gas equation the above equation canexpressed as
(Schmitter, 2011; Palit, Basak et al., 2013),

o(h)=3:95 10T exp( 0:14%): (5-9)

5.3 Results and interpretation

Figure 5.8: Simulation results of VLF amplitude modulations (dotted ling and
corresponding observed VLF data (solid line) are plotted with UT folan M-class
solar are (Palit, Basak et al., 2013).

Using GPI model we obtained the altitude variations of the electron ehsities
before and during the chosen ares. We now use the LWPC model tmmpute the
resulting VLF amplitudes as a function of time. To nd the observatimal deviation
in the VLF signal due to the ares, we subtract the are day data fom the VLF
data of the nearest quiet day. For the signal generated by the LIAC code also the
subtraction is made, but with a constant VLF pro le obtained from the ambient
electron density (Palit, Basak et al., 2013).
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Figure 5.9: Same as Fig. 5.8 except for an X-class solar are (Palit, 8k et al.,
2013).

The response of the VLF signal to this electron distribution as obtaed from the
LWPC code after the appropriate subtraction of the backgrounds shown in Figs.
(5.8) and (5.9) for M and X classes of ares respectively. We see thhe variations
in VLF signal strengths resemble with those recorded for NWC to IEC/ICSP
propagation path by IERC based receivers. For the M-class arehe resulting VLF
signals from model matches with the observation up to a certain paiaof time beyond
which modelled slope becomes gradually smaller than that of the obgsron (Palit,
Basak et al., 2013). For the X-class are the modelled value of slopedomes larger
than that of the observation. The M-class are occurred at the loal afternoon and
X-class are, on the other hand, occurred in the morning. The misaich may be due
to the e ect of the solar zenithal angle on the ambient electron deities at various
altitudes. In our simpli ed model, this e ect was not considered (Palif Basak et
al., 2013).

We can also see (comparing Figs. 5.8 and 5.9 with Figs. 5.1 and 5.2) thhet
di erences in slopes of decay between the models and the obseias start to occur
when the electron densities fall below a certain level for both the ras ( 2000 cm't
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at 80 km) (Palit, Basak et al., 2013). Furthermore, since the M-clas are spectrum

is relatively softer than that of the X-class one, the ambient (unpéurbed) electron

density starts to dominate the VLF amplitude a bit earlier during decy of the M-

class are. We can see that the deviation of the modelled slope frorhe observed
one starts earlier for M-class are than the other (Palit, Basak eal., 2013). We will
work on this for further improvements.



Chapter 6

BEHAVIOUR OF NEGATIVE IONS IN
D-REGION DURING A SOLAR FLARE

6.1 Introduction to -parameter

The negative ions exclusively found in the D-region of the ionospheré/e already
discussed the D-region chemistry in Section 1.3.1. According to Mit(d974), the
negative ions are reduced signi cantly above 70 km. In our case, wet almost
a similar results for low latitude ionosphere above NWC-IERC propagian path
(Basak and Chakrabarti, 2013b). The negative ions found are QO,, Cl , NO,,
CO;, HCO,4, CO,, NO;4 (H20), CO4 (H,0). Among them NO, and CO, are found
to be chemically most dominating ions (Mitra, 1974). In this Chapterwe would
discuss relative abundances of negative ions. In this case, thparameter is de ned
as (Basak and Chakrabarti, 2013b),

N
o (6-1)
where, N and N, are the negative ions and electron densities respectively. The
variation of  during solar ares at several D-region heights is signi cant during
ares. In the next few Sections, we would analyse the-pro le of the D-region
over NWC-IERC transequatorial low latitude path during an M-class are (GCP

is shown at Fig. 1.7). For this, we have chosen a M1.92 class are (astected
by GOES), which occurred on the 9th Feb 2011 and was recorded BRC/ICSP
based VLF receiving system (Basak and Chakrabarti, 2013b). Tlamplitude (4 A)
and phase perturbation are shown in Fig. 6.1.

First, we simulated the electron density N¢) using the standard LWPC method
(also see, Section 4.3.3). Then we inputted it to the generalised ekect continuity
equation (Deshpande et al, 1972). Finally, we evaluated thepro le.

77
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Figure 6.1: VLF amplitude (4 A in dB) (blue line) and phase (deg.) (red line)
response of NWC/19.8 kHz signal during the M1.92 class solar are isgsented.
Date and are peak times are shown inyyyymmddhhmmss format (Basak and
Chakrabarti, 2013b).

6.2 Theoretical formulation of

6.2.1 LWPC simulation for enhanced electron density

Basics of LWPC code are stated in Section 1.5.3. It computes the soospherically
propagated VLF amplitude and phase response using simpli ed 2-@aneter model
of the lower ionosphere (Wait and Spies, 1964).

In Section 4.3.3, we simulated Wait's model parameters {h ) for several ares
of di erent classes, but only for the peak times of the ares. Prestly, we run the
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simulations for the entire M1.92 class are. Like in the earlier analysi$iere also we
denote the unperturbed lower ionosphere a&h74 kmand =0:3 km ! and we used
"RANGE-EXPONENTIAL model' to deal with are perturbed ionosphere (Basak
and Chakrabarti, 2013b) which takes VLF amplitude and phase paitbations (see
Fig. 6.1) as input and nally produces R and (Fig. 6.2) corresponding to the
perturbed ionosphere. We used Wait's formula (Egn. 4-10) and calated N¢-pro le

721
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e L 1 =
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H ”
\c N
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1 | 1 | 1 | O 3
26000 27000 28000 '
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Figure 6.2: Wait's model parameters, e ective re ection height I(° in km) and
sharpness factor ( in km 1) variations during an M1.92 class are (as obtained
from the LWPC simulation) are shown (Basak and Chakrabarti, 2013.

at h =74 km. Fig. 6.3 shows\, plotted with corresponding are X-ray ux density.
We observed the time delay4 t) (the most crucial parameter of analysis of previous
Chapter) of the N peak with respect to the X-ray peak. In the relaxation regime,
the N comes back to the pre- are quiet values much later than the time vén the
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X-ray light curve does so. This directly indicates the e ective relaxidon time scales
of D-region chemical reactions (Basak and Chakrabarti, 2013bHowever, taking
time derivative to Eqn. (4-10) we get,

dh°

T (6-2)

dNe d
gt - Nel(h hcba
If we supply the time derivative of Pand , we can evaluate Egn. (6-2) for heights

between 65 km to 75 km (Fig. 6.4).

10

(Wwwem) 4

10

26000 27000 28000

t (s)

Figure 6.3: D-region electron densityN. in m 2) (green line) at a height of 74 km
as simulated using LWPC, has been plotted along with solar are X-rayux density
( in Watt m ?) (blue line) as measured by GOES-15 during an M1.92 class are

(Basak and Chakrabarti, 2013b).
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Figure 6.4: Time derivative of D-region electron density% inm 3s 1) at several
heights (65-75 km) as simulated using LWPC. Di erent heights are indated with
separate colours (Basak and Chakrabarti, 2013b).

6.2.2 Solution of the continuity equation for the electrons

The generalised electron continuity equation in the D-region has aady been men-
tioned (Eqn. 4-3), where the dissociative recombination ) and mutual ionic
recombination ( ;) processes are taken into account. For the purpose of the peas
analysis, we take, p =5 10 ¥*m3s and ;=1 10 ** m3s !, which are typical
values for an M-class are (Basak and Chakrabarti, 2013b). We ltaulate the elec-
tron production rate q(t) using Eqn. (4-4) and respective values of the parameters
corresponding to this M-class are. We supply previously calculatetl¢(h;t) and

dg‘te(h;t) using Eqgns. (4-10) and (6-2) respectively. Hence the Eqn. (3-Becomes
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a rst order di erential equation of (t) for each heighth. We solve it numerically
and obtain (h;t) (Basak and Chakrabarti, 2013b).

6.3 Results

25150 s N
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h (km)

Il I Il I Il
90 120

6

0
| -parameter

Figure 6.5: The altitude pro le of -parameter at di erent times during the M1.92
class ares. Dierent colours indicate dierent times (Basak and Clakrabarti,
2013b).

The results of are presented in two di erent ways. In Fig. 6.5, we plot the
altitude pro le of at di erent times during that are and in Fig. 6.6, we presented
the temporal variation of at di erent D-region heights (h) starting from 65 km to
75 km. The is reduced as height increases (Rowe et al. 1974, Mitra 1974) and
our results support that. Again, above 70-72 km, the 1 i.e., the negative ions
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are lesser in number (Mitra 1974). The results in Fig. 6.6 supports ¢hresults of
Rowe et al. (1970) though they did analysis for a weak are. We olrsed that in

the near ionization regime of a are, decreases and in the recombination regime,
goes up gradually (Basak and Chakrabarti, 2013b). This decreast is primarily

due to two reasons. First, the negative cluster ions are destrayat a faster rate
through mutual ionization process during a are. Second, the pohction rate of
the negative ion is much slower than the electron production ratg(t) (Basak and
Chakrabarti, 2013b).

t

| -parameter

Figure 6.6: -parameter variation during the M1.92 class are at several D-regn
heights (Basak and Chakrabarti, 2013b).



Chapter 7

CONCLUSIONS AND FUTURE PLAN

In this thesis, the main objective was to study the e ects of solarreergetic phe-
nomena on the lower ionosphere using subionospherically propaggtidery Low
Frequency signals. Apart from the regular solar radiation e ects ro ionospheric
weather and hence on VLF radio signal, we focussed on occasion&lF\signal
enhancements during solar ares and corresponding perturbati® associated with
D-region ionosphere. The Chapter wise conclusions are as follows.

In Chapter 1, we started with the basic details of the atmospherend the iono-
sphere. We then moved to deeper discussions on the lower ionosgghehemistry
and the part of the energy spectrum of solar radiation responsibfer the lower
ionospheric perturbations. The necessary theoretical backgred and computer pro-
grams based on it regarding VLF, are discussed. Finally, we presedta discussion
about the parameters representing ionospheric perturbation dag solar ares. As
an example, we gave data corresponding to the VLF-detection adlar ares by the
receiving stations at ICSP. For a better understanding of the aimfdhis thesis, this
elaborate discussion on the background matter was necessary.

In Chapter 2, we described earlier works on the main topic of this tkes. The
history of the ionospheric studies using radio wave propagation isryerich. Initial
fundamental contributions of this subject are pioneered by Applen, Mitra, Wait
and other physicists. Here, we discussed di erent theories, mdsl@and experimental
models on the e ective recombination processes in the D-region thg ares and
other energetic events. The ; is related to the are energies and time delay
(Zigman, 2007; Nina, 2012) for higher latitude paths. This earlier clervations
helped us to frame problems of this thesis as well as to verify the vatidof already
established relations for low latitude ionosphere, i.e., our propagatiqpaths. For
example, Thomson and Clilverd (2001) reported solar zenith anglg  dependence
of are-events in higher latitudes, both for the short and very log paths. We

84
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established the same type of relationship for low latitudes, transyeatorial, mixed
(sea plus land) medium length path, such as, NWC-IERC (GCP is showatt Fig.
1.7). The assumptions made, the procedure, and the results aregented in later
Chapters. During our analysis, in several occasions, we took heffsm the simpli ed
D-region ion models to represent the ionosphere. So, we describbsadels such as a
6-ion model by Mitra and Rowe (1972), GPI model by Glukhov et al. @92) and a
few others.

Our main tool to probe the solar ares is the VLF radio wave. Howeve before
the VLF-study of our are-perturbed ionosphere, a knowledgefdhe basic character-
istics of the regular VLF signal in the absence of any energetic et®mas essential.
In Chapter 3, the basic details of VLF propagation are provided. Té nature of
the transmitters are discussed. Details of VLF receivers used bgRC, ICSP and
SNBNCBS are presented. To pictorially demonstrate the diurnal VIE signal de-
pendence on the propagation path, latitude, transmitter stabilityfactor, sensitivity
of receiver, ground conductivity, geomagnetic eld, day-night teninator interaction
with prorogation path etc., we plot the data for several paths, naely NWC-IERC,
VTX-IERC, NWC-SNBNCBS, VTX-SNBNCBS etc. The di erences in results are
signi cant. For VTX-IERC, the daytime to nighttime amplitude ratio is <1 but
the opposite is true for the JJI-IERC path. Again, the same for N\Z-SNBNCBS
is>1 and for VTX-SNBNCBS is< 1. Possible reasons are the variation of the path
lengths and the VLF propagation direction (east-west and westast propagation).
Moreover, we described the outcome of ICSP conducted VLF-cpaigns and gave
some results. These campaigns have done the groundwork for &k tpropagation
paths and has calibrated the signal throughout the Indian subctinent. Some of
the campaign outcomes are explained through LWPC simulation ressl{Basak et
al., 2010).

In Chapter 4, we focussed on analysing two D-region parametersgamely, the
time delay (4 t) and ¢ . First, for ¢4 calculation, we analyse VLF data of 22
ares which occurred near the local mid-day in order to eliminate the ects of Z
(Basak and Chakrabarti, 2013a). For all the ares presented Ine, we report that
4A,4t> 0. From Fig. 4.7, we nd a decreasing trend off t with increasing

max - From this result, we verify the Appleton (1953) relation regardingt t. Most
importantly, we calculated the e ective recombination coe cient ( ¢ ) at the peak
of these ares using a coupled theoretical model which consistsebéctron continuity
theory and LWPC simulation (Fig. 4.8). The values of ¢ at 74 km altitude are
generally in agreement with earlier results reported by several @hworkers (Basak
and Chakrabarti, 2013a). In the second part of this Chapter, fochecking direct
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connection betweenZ and 4 t, we focussed on a narrow range of are energies
(C2-C7) in order that the dependence ofi t on ,ox may be ignored (Basak and
Chakrabarti, 2013a). The most important result we reported her is the linear
correlation between the solar zenith angleZ() averaged over the propagation path
at the are time, and the time delay 4 t. The t is excellent as the reduced ? is
found to be close to unity (Basak and Chakrabarti, 2013a). We belie that when
we narrow our choice of are energies even further, the correlah would be even
tighter. In the third and the nal part of this Chapter, we moved towards a broader
approach and we successfully analysed 78 ares of all classes. \Adiex reported
that the time delay of the VLF amplitude 4 t is anti-correlated with the are energy
UX max. HOwever, the relationship is not equally good at all times of the dayrom
the reduced 2 of the t between the 4t and ., We note that reduced 2 is
low in the early hours of the day and it worsens as the time of the oatance of
ares progresses (Basak and Chakrabarti, 2013a). To undeastd this behaviour,
we also plot the variation of zenithal angle of the sud along the propagation path
in di erent time slots. Most interestingly we nd that the standard d eviation of Z
in each slot, when plotted against the time slots, behave similarly asdhvariation of
reduced 2 (Fig. 4.16). Though it is true that reduced 2 is not following the for
each of thoseDT s (Basak and Chakrabarti, 2013a), the overall increasing tendenc
of those parameters withDTs are comparable. This indicates that the dispersion
in the 4t vs. a relationship primarily depends on how dispersed the ionization
is along the propagation path and it happens speci cally on the earlieimes of
the day i.e., atDT 1, DT 2, DT 3 and DT 4. But for DT 5 and DT 6 the reduced ?
and behave in slightly opposite manner. Dominant recombination processin
the later part of the day may be the possible reason for this behavio(Basak and
Chakrabarti, 2013a).

In Chapter 5, we developed and used a 3-step computational mbte simulate
the VLF signal amplitude during M and X-classes of solar ares. The odel consists
of (i) GEANT4-Monte Carlo simulation, (i) GPI-model of ionospheric t©iemistry
and (iii) LWPC-model of VLF signal (Palit, Basak et al., 2013). This moel is self
consistent and is capable of reproducing observational resultshi$ match is good at
the ionizing regime for both of those ares but there is a little disagement during
the decay period of the ares (Palit, Basak et al., 2013). This is beaae the regular
solar radiation on ionosphere (L, UV) dominates during that decay period which
is not included so far (Palit, Basak et al., 2013).

In Chapter 6, we dealt with the negative ion contents of the lower Degion
during ares. This topic has been studied by several workers su@s Mitra and
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Rowe (1971), Mitra (1974), Rowe et al. (1970,73) and others. Hewver, we did a
generalised study of the variation of the -parameter both with height and time. In
this purpose, we numerically solved the D-region electron continuigquation, where,
we supplied theNe-pro le calculated from LWPC results (Basak and Chakrabarti,
2013b). The results generally agree with those present in the litéuae, namely,
due to photoelectron detachment and photodissociation process the negative ion
density during ares. However, for our VLF propagation path of iterest, we found
that the negative ions exist till somewhat higher altitudes ( 73-74 km) than the high
latitude D-region heights (Basak and Chakrabarti, 2013b). Winkleand Notholt
(2013) did model study on CI ions and its complex compounds at nighttime in
high latitude ionosphere. They report that, though negative ionsra less abundant
in daytime, in lower latitudes its availability increases, which supports ur results.

In future, we will make a follow-up study with higher number of aresand for
more than one propagation paths. Moreover, we will try to minimizehe number
of free parameters by doing actual simulations. The ion and electrdaemperature
and their comparative studies are also important parameters to iegtigate during
ares. We would simulate cases of a composite are where a are ags even before
the original one is not decayed fully. These cases would give us theets of history
on the ionosphere. The VLF radiowave phase during ares may tellsumore about
a are and the lower ionospheric height. Our next goal is to study eects of the
geomagnetic e ects such as the east-west or west-east radionsigpropagation on
the solar are related perturbations in the D-region. This will be doe with the use
of the VLF-phase data of phase stable transmitters.
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