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Abstract  

This thesis focuses on the investigation of the magnetization processes of magnetic 

materials with high magnetic anisotropies over various timescales from femto and 

picoseconds to quasistatic processes.  The quasistatic magnetic properties are measured by 

the vibrating sample magnetometer (VSM) and static magneto-optical Kerr effect (static 

MOKE) magnetometer. The ultrafast magnetization dynamics is measured by a custom-

built time -resolved MOKE (TR-MOKE) microscope. The experimental results are modeled 

by the solution of the Landau-Lifshitz-Gilbert (LLG) equation under the frameworks of the 

macrospin formalism, discrete dipole approximation method, plane wave method and 

micromagnetic simulations. We have investigated the effects of varying Co layer thickness 

in Co/Pd multilayers on PMA and the corresponding precession frequency and Gilbert 

damping and established a correlation between the PMA and damping. When these 

multilayers are patterned to form antidot lattices, the magnetization dynamics changes 

significantly due to the presence of shell modes at the boundaries of the holes where a 

regular multilayer structure is destroyed due to the gallium ion bombardment during the 

fabrication. We have further studied the standing spin-wave spectra in the Co/Pt 

multila yers with varying Co layer thickness and varying no. of bilayer repeats. The bulk and 

surface spin-wave modes and their dependences on the magnetic environments at various 

surface and interface are investigated. In the FePt/NiFe exchange spring samples, the effect 

of the spin-twist  structures on the dynamic magnetic properties is investigated thoroughly. 

Starting from the magnetization dynamics of single ferromagnets of varying aspect ratio, 

we have also studied the quasistatic and ultrafast magnetization dynamics of ferromagnetic 

nanowire  arrays with varying aspect ratios. The competition between magnetocrystalline 

and shape anisotropies in magnetic nanowires and the corresponding effects on the 

quasistatic magnetization reversal mechanisms is investigated thoroughly. 
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Preface 

Magnetic nanostructures with high anisotropies have inspired technological progress 

within magnetic data storage, spintronics, magnetic logic and magnonic crystals. Recent 

development in fabrication technology resulted in the emergence of new synthetic 

materials with designed high perpendicular magnetic anisotropy (PMA) structures, 

exchange spring magnets, magnetic nanowires and more recently spin transfer torque 

MRAM (STT-MRAM). The high speed operation and thermal stability of the above devices 

demand optimization of various material parameters and understanding and control of 

magnetization processes at various time-scales.  

In this thesis, we have investigated the magnetization processes of magnetic materials with 

high magnetic anisotropies over various time-scales from femto and picoseconds to 

quasistatic processes. We studied magnetic materials including Co/Pd and Co/Pt 

continuous multilayers with varying Co layer thickness and varying no. of bilayer repeats, 

FePt/NiFe exchange spring magnets with varying NiFe layer thickness, patterned Co/Pd 

multilayers and magnetic nanowires. The samples are prepared by various techniques 

including ultra high vacuum magnetron sputtering, lithography and electrodeposition 

through nanoporous templates. The initial characterizations of the samples are done by the 

X-ray diffraction (XRD), scanning electron microscopy (SEM) and energy dispersive X-ray 

(EDX). The interface roughness and thickness of individual layer in multilayers are studied 

by X-ray reflectivity (XRR) technique and subsequent modeling of the experimental data. 

The static magnetic properties are measured by the vibrating sample magnetometer (VSM) 

and static magneto-optical Kerr effect (static MOKE) magnetometer.  

The ultrafast magnetization dynamics is measured by a custom-built time -resolved MOKE 

(TR-MOKE) technique in a two-color optical pump-probe set up developed in our 

laboratory. The experimental results will be modeled by the solution of the Landau-

Lifshitz-Gilbert (LLG) equation under the frameworks of the macrospin formalism, discrete 

dipole approximation method, plane wave method and micromagnetic simulations. We 

have investigated the effects of varying Co layer thickness in Co/Pd multilayers on PMA and 

the corresponding precession frequency and Gilbert damping. As a collective precession of 



x 
 

the whole multilayer stack is observed, macrospin formalism is used to analyze the 

experimental results. Since both PMA and Gilbert damping have their  origins in the spin-

orbit coupling, correlation between the two is investigated and a linear correlation is 

obtained primarily due to the interfacial d-d hybridization . The effects of two-magnon 

scattering, spin pumping and alloying at the interfaces are investigated on the above 

phenomena. When these multilayers are patterned to form antidot lattices, the 

magnetization dynamics changes significantly. The spin-wave spectra depend strongly on 

the areal density of holes. Due to the gallium ion bombardment during the fabrication of 

holes in the focused ion beam milling  technique, the material properties at the boundary of 

holes are modified and new shell modes are found in this region. The coupling of these 

shell modes also gives rise to new modes in these multilayered antidots with PMA. We have 

further studied the standing spin-wave spectra in the Co/Pt multila yers with varying Co 

layer thickness and varying no. of bilayer repeats. The experimental results are modeled by 

the discrete dipole approximation (DDA) method. The bulk and surface spin-wave modes 

and their dependences on the magnetic environments at various surfaces and interfaces 

are investigated. Both symmetric and anti-symmetric modes are observed from the 

calculations of the spin-wave profiles in the out-of-plane direction across the multilayers. 

In the FePt/NiFe exchange spring samples, the presence of a hard magnetic layer at the 

bottom of a soft magnetic layer induces a very high anisotropy and pinning of NiFe 

moments at the interface. At various values and directions of bias magnetic field a spin-

twist  structure within the NiFe layers may occur, whose nature will depend on the 

thickness of the NiFe layer. The effect of the spin-twist  structures on the dynamic magnetic 

properties of the NiFe layers is investigated thoroughly. Rich spin-wave spectra are 

observed; whose frequency shows a strong dependence on the NiFe layer thickness. The 

important features of the experimental results are reasonably reproduced by 

micromagnetic simulations. For thinner samples, the magnetization dynamics are found to 

be primarily governed by the formation of stripe domain in the FePt layer and with 

increasing thickness of the NiFe layer, the effect of the spin-twist structure within this layer 

comes into play. As the thickness of NiFe layer increases further, the effect of the spin-twist 

structure in determining the dynamic mode profile decreases. We have also studied the 

quasistatic and ultrafast magnetization dynamics on ferromagnetic nanowires with varying 



xi 
 

aspect ratios. The competition between magnetocrystalline and shape anisotropies in 

magnetic nanowires and the corresponding effects on the quasistatic magnetization 

reversal mechanisms is investigated thoroughly. Finally the precessional dynamics in Ni 

nanowires arrays is studied. Multiple spin-wave modes are observed. The experimental 

results are modeled by micromagnetic simulations and the origins of the different spin-

wave modes are investigated. 
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frequencies extracted from the TR-MOKE data (Fig. 8.2(b)). Vertical dotted 

lines marks the periods investigated experimentally in this chapter.  (b) The 

unit cell of the ADLS. (c) and (d) Amplitude of the dynamical component of 

the magnetization vector in ADLS. The profiles of the few modes with lowest 

frequencies for a = 200 nm and 500 nm are shown. 
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Fig. 8.6: The amplitude of the SW with the lowest frequency (the first mode) 

in ADLS across the center of the unit cell along x axis for a = 200, 300 and 500 

nm. The grey area marks the antidot position within the unit cell. 
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Fig. 9.1: Time-resolved Kerr rotation data showing (a) the ultrafast 

demagnetization for all samples and (b) magnetization precession and 

corresponding FFT power spectra at a bias field of 1.0 kOe for S80. (c) Bias 

field dependence of mode 1 and the corresponding Kittel fit for S80. 
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Fig. 9.2: (a) Experimentally obtained SW spectra for samples with varying 

Ni80Fe20 layer thickness t for H = 1 kOe, (b) simulated SW modes for bare 

Ni80Fe20 films with varying thickness and (c) simulated SW frequencies for 

Fe55Pt45/Ni 80Fe20 bi-layers. Schematics show the directions of the applied bias 

field (H) and the pulsed field (h(t) ) as used in the simulations. The intensities 

of the lower frequency mode in S10, lowest and highest frequency modes in 

S20 were magnified 8 times as shown next to those peaks for visual clarity. 
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Fig. 9.3: (a) Simulated static magnetic configurations of bare Fe55Pt45 thin film 

(S0) and Fe55Pt45/Ni 80Fe20 bi-layers with varying Ni80Fe20 layer thickness 

(S10, S20, S50 and S80). Magnified views of parts of S10 and S50 are shown to 
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elaborate the spin-twist  structure inside the Ni80Fe20 layer. (b) The color map 

used for Fig. 9.3(a). (c) The effective magnetic field used inside the Ni80Fe20 

layer (as a function of the distance from the Fe55Pt45/Ni 80Fe20 interface) in the 

simulations. 

Fig. 9.4: (a) Static magnetic state of the sample S20 with the black dashed line, 

along which the internal field distribution is calculated and (b) Internal field 

distribution  at z = 35 nm for the sample S20 under different configurations. 
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Fig. 9.5: Region-wise extraction of precession frequencies from (a) S0, (b) S10, 

(c) S20 and (d) S80. The static magnetic states are not in scale for better visual 

clarity. 
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Fig. 10.1: Scanning electron micrographs of Co NWs with different aspect 

ratios: (a) 60, (b) 49.5, (c) 18.1, and (d) 6.8. (e) The EDX spectrum and (f) the 

XRD data obtained from the electrodeposited Co NWs. 
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Fig. 10.2: (a) Experimental and (b) simulated MɀH curves of Co NWs with 

different aspect ratio (R). The red lines correspond to the MɀH curves with H 

applied parallel to the long-axis of the NW and the black lines correspond to 

the MɀH curves with H applied perpendicular to the long-axis of the NW. 
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Fig. 10.3: Vector maps of magnetization reversal in a Co NW with R = 20. The 

magnetic field is applied along (a) the long-axis and (b) the short-axis of the 

NW. The coordinate system and the color map indicating the direction of the 

magnetization are shown next to the images. 
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Fig. 10.4:  Vector maps of magnetization reversal in a Co NW with R = 7. The 

magnetic field is applied along (a) the long-axis and (b) the short-axis of the 

NW. The coordinate system and the color map indicating the direction of the 

magnetization are as shown in Fig. 10.3. 
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Fig. 10.5: Vector maps of magnetization reversal in a Co NW with R = 2.5. The 

magnetic field is applied along (a) the long-axis and (b) the short-axis of the 
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NW. The coordinate system and the color map indicating the direction of the 

magnetization are as shown in Fig. 10.3. 

Fig. 11.1: (a) Hysteresis loops for the Ni nanowire (NW) array along the long 

and two typical short axes directions. (b) Schematic showing the NW array. 

The wire axis is along the Z axis and the black arrows show different 

directions along which the short-axis loops were measured. The direction of 

the applied bias field H during the TR-MOKE measurements is also shown. (c) 

Typical time-resolved Kerr ellipticity data from the sample showing ultrafast 

demagnetization and fast remagnetization at H = 1.5 kOe. 
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Fig. 11.2: (a) Typical experimental and simulated spin-wave (SW) spectra for 

NWs with d = 35 nm at H = 1.0 kOe. (b) Dependence of the experimental 

(points) and simulated (lines) SW modes on the bias field H. (c) A right 

circular cylinder of radius r and length 2nr. 
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Fig. 11.3: Power and phase distributions of different modes with the view 

plane in Z vs. X-Y plane for H = 1.5 kOe. The color scales for power and phase 

distributions are shown in the first column of the table. 
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Fig. 11.4: Power and phase distributions of the highest frequency mode for 

different bias field values. The color scales for power and phase distributions 

are shown in the first column of the table. 
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1. Introduction  

The study of spin-waves (SWs) and active control and manipulation of spin degree of 

freedom in nanomagnets have become one of the most important topics of research in 

modern science due to its increasing impact on the present and future technologies [1-3]. 

Since the invention of hard disks, the technology of magnetic read-write never ceased to 

evolve. Magnetic data storage offers non-volatility and long term stability of magnetic 

states. Recent technologies have helped us to investigate and tailor SW excitations in 

patterned arrays of ordered ferromagnets (FMs), which enhance opportunities in the above 

fields of research. In the past decade, it has been suggested that SWs may be used to carry 

and process information. Due to their relatively low speed of propagation as opposed to 

light, SWs with frequencies in the range of GHz have wavelengths in the nanometer regime, 

making them an ideal candidate for nanoscale on-chip data communications. This emerging 

research field is caÌÌÅÄ ȬÍÁÇÎÏÎÉÃÓȭ ÁÎÄ ÔÈÅ ÃÏÒÒÅÓÐÏÎÄÉÎÇ ÁÒÔÉÆÉÃÉÁÌ ÃÒÙÓÔÁÌÓ ÁÒÅ ÃÁÌÌÅÄ ÁÓ 

ÔÈÅ ȬÍÁÇÎÏÎÉÃ ÃÒÙÓÔÁÌÓȭȢ 4ÈÅ ÁÄÖÁÎÔÁÇÅ ÏÆ ÔÈÅÓÅ ÄÅÖÉÃÅÓ ÁÒÅ ÎÏÎ-volatility, faster data 

processing speed, less power consumption and increased integration densities as 

compared to the conventional semiconductor devices.  

The hard-disk industry has been using longitudinal recording successfully for five decades. 

(Ï×ÅÖÅÒȟ ÉÔ ÉÓ ÕÎÄÅÒÓÔÏÏÄ ÔÈÁÔ ȬÓÕÐÅÒÐÁÒÁÍÁÇÎÅÔÉÓÍȭ ×ÉÌÌ ÉÎÔÅÒÆÅÒÅ ×ÉÔÈ ÔÈÅ ÐÒÏÇÒÅÓÓ ÏÆ ÔÈÅ 

hard-disk industry. Superparamagnetism occurs when the microscopic magnetic grains 

become so tiny that random thermal vibrations at room temperature cause them to lose 

their magnetic orientations. Though the antiferromagnetically coupled (AFC) media [4-5] 

helped to achieve higher storage density by obstructing the superparamagnetism effect, 

eventually, it was found that magnetic materials with high magnetic anisotropies are even 

superior candidates than the AFC media in this field. As a result, materials with high 

anisotropy caught significant attention. This magnetic anisotropy can have different 

origins. It can originate intrinsically from the crystalline structure of the material. Materials 

such as Co, CoCr, CoPt, CoCrPt have very high magnetocrystalline anisotropy. Specific 

shapes of the element can also give rise to anisotropies in the systems. For example, in thin 

films, the plane of the film is the easy axis for magnetization. Again in high aspect ratio 
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nanowires, the wire axis is the easy axis of magnetization. For device applications, it is 

always desirable to have systems with tunable anisotropies. In case of nanowires, the 

anisotropy can be controlled by controlling the aspect ratio of the nanowire [6] . Now a 

days, the technology of nanofabrication has achieved unprecedented efficiency in 

manipulating material structure and properties and helped us to achieve some very 

important structures with designed high anisotropies: i) structures with high 

perpendicular magnetic anisotropy (PMA), ii) exchange spring (ES) magnets and iii) 

magnetic nanowires with varying aspect ratio. The most crucial problem in the application 

of the high anisotropy materials is that very high field is required to switch the 

magnetization [7] . To overcome this difficulty, new techniques are being invented. One of 

them is the thermally assisted recording (TAR) or heat assisted magnetic recording 

(HAMR) [8] . In this method, low switching field can be achieved by reducing the anisotropy 

of the material by heating the sample. Recent developments showed that spin-transfer 

torque (STT) can be used to flip the active elements in magnetic random-access memory 

(MRAM). STT-MRAM can replace conventional MRAM due to low current requirements, 

thermal stability and reduced cost. The reduction of its write current density and increase 

of thermal stability is the basis for current academic research in spin electronics and 

magnetic multilayers with perpendicular magnetic anisotropy are thought to be ideal 

candidates for this. 

In this thesis, we have studied the magnetization processes over various time-scales 

ranging from static and quasistatic processes such as equilibrium spin configurations and 

magnetization reversal to femto and picoseconds processes such as ultrafast 

demagnetization, remagnetization, magnetization precession and damping of magnetic 

materials with high magnetic anisotropy. The materials investigated include Co/Pd and 

Co/Pt continuous multilayers with varying Co layer thickness and varying no. of bilayers 

repeats, FePt/NiFe ES magnets with varying NiFe layer thickness, patterned Co/Pd 

multilayers and ferromagnetic nanowires. In this introduction, we shall present a brief 

review of the research on the static and quasistatic properties of the aforesaid systems. The 

review of the dynamic properties will be presented in a later chapter.  
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The technological progress with magnetic thin film media started to face difficulties in the 

1980s due to the polycrystalline nature of the films. The physical properties (especially, the 

magnetic ones) of these media are strongly dependent on the microstructures of the film 

such as grain morphology, crystallographic orientation and grain size [9] . Eventually, it was 

found that instead of single layer thin films, the multilayer (ML) magnetic thin films can 

enhance device performance significantly due to the larger grain density as well as 

decreased magnetic exchange coupling between the magnetic layers and the grains in each 

magnetic layer [10-12]. Due to the very high and tunable anisotropy, the PMA-MLs 

emerged as potential candidates in storage industry as soon as perpendicular data 

recording was found to be more efficient than the longitudinal recording [7, 13-14]. After 

the pioneering work by Néel [15] , it was known that surface discontinuities influence the 

magnetic anisotropies in thin films. Hence in MLs with ultrathin component layers, the 

interface anisotropy contribution can dominate over the bulk contribution to give a 

preferential perpendicular orientation of the magnetization. PMA was first observed in 

Co/Pd MLs [16-17] in 1985. The study was made with fixed Pd layer thickness (tPd). From 

VSM measurements, it was found that the ML becomes hard to magnetize in the film plane 

for Co layer thickness (tCo) < 12 Å and shows perpendicular easy axis of magnetization. The 

samples were heated to 4000C, which caused alloying and/or mixing at the originally sharp 

interfaces. As the Co/Pd alloy structures do not exhibit PMA [18] , this heating resulted in 

the in plane easy axis of magnetization for the samples. Hence, it was inferred that rather 

than the crystalline anisotropy, the surface anisotropy at the Co/Pd interface and the strain 

in the Co layer is responsible for the PMA. Also, it was observed that the saturation 

magnetization of the Co/Pd ML structure is significantly higher than the value that could be 

expected if it was assumed that the magnetic moments reside in the Co layer only. This 

implies that some magnetic moment gets induced in the Pd layer also due to the 

ferromagnetic coupling between the Co and Pd electrons. The PMA depends not only on tCo, 

but on the thickness of the Pd layer (tPd) also. For tPd < 6.7 Å, no multilayer reflection was 

observed and hence PMA is not expected [19] . Beyond all the phenomenological 

explanations, Magnetic Circular X-ray Dichroism (MCXD) study at the Co L2,3 and M2,3 core 

edges in Co/Pt ML shows a strongly enhanced perpendicular Co orbital moment and this is 

believed to drive the PMA in these MLs [20] . The magnetic and magneto-optical properties 
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of PMA-MLs are very sensitive to the preparation method and conditions, the sublayer and 

total film thicknesses. The magnetization reversal studies on Co/Pd MLs by direct 

observation of domain structure, using a magneto-optic microscope, as well as 

magnetization viscosity measurement with time, shows that the reversal mechanism 

depends strongly on tCo. The reversal mechanism was found to change from domain wall 

motion dominated reversal to nucleation dominated reversal as tCo changes from 2 to 4 Å 

[21] . This observation was confirmed by Monte-Carlo simulations. Study of magnetization 

reversal of Co/Pt MLs in ultra -short time-scale reveals the presence of ring domains [22] . 

The magnetic reversal behavior is quite interesting for CoO capped Co/Pt MLs that are 

exchange biased perpendicular to the film plane [23] . The nucleation properties of reverse 

domains in the ascending and descending branches of the hysteresis loops are significantly 

different for these samples. Another very important property of the PMA-MLs is the 

observation of antisymmetric magneto-resistance (MR). All popular MRs, such as giant 

magneto-resistance (GMR) [24-26], tunnelling magneto-resistance (TMR) [27-28], 

anisotropic magneto-resistance (AMR) [29-33] etc. are symmetric with respect to the 

magnetic field H. However, in Co/Pt MLs, MR antisymmetric with respect to H can be 

observed due to the mutual perpendicular orientations of the domain walls, current and 

the sample magnetization [34] . 

Antidot lattice (ADL) structures have been proposed as a method for data storage with 

the recording bits trapped between consecutive holes along the intrinsic hard axis of the 

magnetic material. To date, most of the works have been concentrated on the magnetic 

antidot arrays with in-plane anisotropy [35] . However, the shifting of the data storage 

technology from the longitudinal to the perpendicular recording mode indicates that the 

ADs can be considered as the potential magnetic recording media only when the anisotropy 

is perpendicularly oriented [36] . Hence, patterned PMA-MLs have also attracted large 

attention along with the bit-patterned media and thermally assisted magnetic recording. 

The study of percolated perpendicular media (PPM) was started since 2006 [36-37]. 

Fabrication of PPM was attempted by the routes of co-deposition of magnetic materials and 

non-magnetic oxides [38-39], magnetic films on anodized alumina templates [40-41], 

deposition of hard magnetic materials on arrays of non-magnetic nanoparticles [42] , 
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deposition of hard magnetic films on nanoperforated membranes fabricated by an 

organic/inorganic self-assembly process [43-44] and sputtering [45] . It is very important to 

keep an eye on the surface flatness during the fabrication [45] . It was observed that with 

increasing areal density of pinning sites, the medium coercivity increases [36] . The 

intergranular exchange coupling results in a very steep slope in the hysteresis loop. It was 

observed that if the defect diameters are smaller than the domain wall (DW) width, then no 

pinning occurs [37] . The exchange coupling constant of the medium significantly influences 

the medium coercivity and the reversal mechanism [46] . If the value of the exchange 

coupling constant exceeds a threshold value, then the DWs cannot be pinned using non-

magnetic pinning sites. However, the switching time is independent of the damping 

constant of the PPM. Calculation of energy barrier is also performed to estimate the 

thermal stability [37, 47]. Study of magnetic properties on antidots based on Co/Pd MLs 

with varying Co layer thicknesses claims anitiferromagnetic coupling to be responsible for 

the PMA in these structures [48] . 

On the other hand, ES magnets [49] , based on the interfacial exchange coupling of soft 

and hard FM layers, have emerged as potential candidates for the application in a broad 

range of fields [50-51]. The term exchange spring refers to the reversible demagnetization 

curves that are often observed in these structures. Initially, the research on ES systems 

started in the field of permanent magnets [49] . It was found that if we combine a hard 

magnet with high coercive field with a soft magnet with high saturation magnetization, the 

maximum energy product of this exchange coupled system becomes significantly high. This 

makes these ES systems suitable for permanent magnet application. However, gradually 

the attention shifted towards its application in the storage industry as the soft magnetic 

phase can significantly improve the writability of the media without compromising the 

thermal stability  [52] . As a result, GMR effects, magnetization reversal, coercivity tuning 

and mapping spin configurations become very interesting fields of research. Basically, by 

controlling the anisotropy direction in the hard layer, one can have parallel or 

perpendicular ES magnet. However, the shifting of the storage industry from longitudinal 

to perpendicular recording has encouraged interest in perpendicular ES magnets [53] . The 

spins in the hard magnet is pinned due to the very high anisotropy.  With increasing 

distance from the interface into the soft layer, the effective exchange coupling decreases 
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and the spins in the soft layer forms a characteristic spin-twist structure under the 

application of an external field. There have been a lot of studies [54-57], both numerical 

and experimental; to probe this spin-twist structure in the ES magnets as this twisted spin 

structure influences the sample properties. GMR and AMR effects can be distinctly 

observed in ES systems [58] . In DyFe2/YFe2 ML system, a spin-twist structure can be 

observed upto 20 Å in the soft YFe2 layer above a certain bending field. Due to the AMR 

effect, a dip in the MR near the coercive field of the system is observed when the field was 

increased from a large negative value. However, when the field is increased beyond the 

bending field, both magnetization and MR increase significantly. This increase in MR is due 

to ES induced GMR. Hence, in ES magnets also, the spin-transfer torque may play a role. 

Magnetization reversal in ES systems [59-65] is a very interesting phenomenon. The 

thickness of the soft layer plays an important role in coercivity reduction and 

magnetization reversal in these samples. With the increase of the soft magnetic layer 

thickness, the system properties changes from that of a rigid magnet to an ES magnet [55] . 

Accordingly, the magnetization reversal mechanism also changes [60] . Magnetization 

reversal studies on ES bi-layers with varying soft layer thickness shows that the shapes of 

the hysteresis loops change systematically as a result of the change in the effective 

exchange coupling. It is obvious that the soft magnet will switch at a lower field (reversible 

switching) as compared to the switching field for the hard layer magnetization (irreversible 

switching). However, interestingly it is observed that contrary to common belief, the 

reversible twist of the soft layer is not pinned at the soft/hard magnet interface, but 

penetrates significantly into the hard layer [59] . When the soft magnet is reversed under 

the influence of a small field, a DW is created at the interface of the hard and soft phases. 

With increasing field, this DW can propagate through the hard magnet causing 

ÍÁÇÎÅÔÉÚÁÔÉÏÎ ÒÅÖÅÒÓÁÌȢ 4ÈÉÓ ÐÈÅÎÏÍÅÎÏÎ ÉÓ ÃÁÌÌÅÄ ÁÓ Ȱ$7 ÁÓÓÉÓÔÅÄȱ ÒÅÖÅÒÓÁÌȢ (ÅÒÅȟ ÔÈÅ 

field required to reverse the magnetization of the hard layer in the bi-layer is lesser than 

that ÏÆ ÂÁÒÅ ÈÁÒÄ ÌÁÙÅÒȢ /ÎÅ ÃÁÎ ÁÌÓÏ ÈÁÖÅ ȰÍÉÃÒÏ×ÁÖÅ ÁÓÓÉÓÔÅÄ ÒÅÖÅÒÓÁÌȱ ÉÎ %3 ÍÁÇÎÅÔÓȢ )Î 

this case, microwave is used to induce large amplitude precession to result in 

magnetization switching by overcoming a metastable state. Since DW is also a metastable 

state, microwave assisted DW reversal [61]  can be induced in ES bi-layers to reduce the 

switching time significantly. 
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The discovery of novel magnetic and transport properties such as conductance and flux 

quantization [66-67] and GMR [68]  in magnetic nanowires (NWs) for dimensions in the 

nanometer regime led to its potential applications in the fields of magnetic storage, field 

sensors, logic devices and magnonic crystals and hence triggered large interest in NWs. 

Densely packed ordered arrays of magnetic NWs with large aspect ratios (R) may 

overcome the superparamagnetic limit due to the large volumes of the individual NWs and 

large shape anisotropy along the wire axis, associated with larger areal density. Initially, 

most of the works were concentrated on the fabrication of NWs under different conditions 

and investigation of the shape anisotropy. However, gradually the attention shifted to the 

study of magnetic properties, particularly magnetic hysteresis, reversal mechanism, 

magnetization dynamics and SWs [69-70]. Magnetization reversal being hysteric, involves 

metastable energy barriers. As a result, both the static magnetization reversal and dynamic 

reversal became interesting topics of study [71] . The classical Néel-Brown model for 

rotation in unison can safely explain the magnetization reversal in single domain particles 

[72-73]. However, in magnetic wires [74-76] and elongated particles [77-79], 

inhomogeneous reversal modes like nucleation of reversed domain followed by the 

propagation of the DW, come into the picture. In these structures, the thickness of the DW 

(ʇw) is an important parameter. It was suggested theoretically that for a NW with diameter 

d < wʌʇ, all spins should reverse in unison (coherent rotation). For a NW with diameter d 

> wʌʇ, the reversal should involve curling mode. In both cases all the spins reverse 

simultaneously suppressing all the thermal effects in infinitely long wires. However, it was 

ÌÁÔÅÒ ÆÏÕÎÄ ÔÈÁÔ ÔÈÅ ÆÏÒÍÁÔÉÏÎ ÏÆ ςʌ-DW can lead to a finite energy barrier even in infinite 

wires. Nucleation of DW was also proposed to be responsible for the magnetization 

reversal in NWs of finite length. For a NW with diameter d > wʌʇ, even smaller energy 

barrier results if the nucleation of ÔÈÅ ʌɀDW starts at the end of the wire. The activation 

energy associated with the reversal process was found to be proportional to the wire cross-

section and independent of the wire length. Subsequent experimental and theoretical 

studies also suggest that the reversal in NWs generally starts at the ends or at defects [74, 

76, 79-81]. In contrast to Fe and Ni NWs, the presence of two competing anisotropies: i) the 
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shape anisotropy along the wire axis and ii) the magnetocrystalline anisotropy (in hcp Co) 

perpendicular to the wire axis in Co NWs makes the reversal process complicated. 

Furthermore, when the NWs are placed in an array, the interwire interaction influences 

both the reversal process and switching field. Magnetization reversal studies by DC-

magnetization and micro-SQUID magnetometry reveals that the reversal mechanism of an 

array of NWs is different from that of the single wire. Deviation from curling mode and 

pinning of DWs at imperfections was also observed. Magnetic force microscopy 

measurements on arrays of Fe NWs also support the effect of interwire dipolar interaction 

in reversal processes [82] . Hysteresis loops of individual wires were found to be 

rectangular. In an array, each wire is placed in a spatially varying dipolar field of its 

neighborhood and as a result, the hysteresis loop of the array is significantly broadened. 

Depending upon the aspect ratio R and d, the ground state changes from single domain 

state to multidomain state through vortex formation [83] . 

The high speed of operation and thermal stability of all devices demand optimization of 

various material parameters and understanding and control of magnetization processes at 

various time-scales. To be more specific, a thorough understanding of the precessional 

dynamics is crucial. The magnetization dynamics depends significantly on the magnetic 

ground state of the system. In continuous and patterned MLs, the dynamics is strongly 

influenced by the sublayer thicknesses. The exchange coupling between the layers strongly 

affects the dynamics. Both precession frequency and damping get affected. Depending on 

the layer thicknesses, single or multiple SW modes can be observed. Also the number of 

sublayers plays a crucial role in determining the SW modes in the MLs. In case of NWs, the 

dynamics is significantly affected by the interwire dipolar coupling. The dispersion relation 

depends strongly on the competition between the shape anisotropy, magnetocrystalline 

anisotropy and the dipolar interaction. At the same time, the finite width and the 

periodicity of the wire influence the SW modes in the NW system.  

To study these potentially exciting phenomena, the foremost challenge faced is the 

fabrication of high quality samples. Extremely sophisticated techniques are required to 

deposit ultrathin multiple layers with sharp interfaces. Presence of a magnetic field affects 

the growth of a ferromagnetic layer and hence can be used to control the fabrication 

process. Popular methods for the fabrication of MLs are molecular beam epitaxy (MBE) and 
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magnetron sputtering. Magnetic materials exhibit high surface energy because of the 

partially filled d-shells. The growth of the interface of MLs is dominantly governed by the 

surface and interface energy terms. So it is essential to understand these forces for growing 

MLs with monolayer level control. A systematic layer-by-layer growth is rare for MLs due 

to misfit strain energy and the Starnski-Krastanov growth mode i.e., formation of islands is 

more common. To suppress this island growth, it is required to take the route of non-

equilibrium growth at low temperatures [84] . Nanolithography has always been very 

popular for the fabrication of nanoscale magnetic structures including NWs [85-86]. 

However, this process is slow, expensive and not suitable for large area production. On the 

other hand, electrodeposition through nanoporous templates [87]  is a very efficient and 

cost-effective method to produce large aspect ratio NWs at large scales with different 

diameters, lengths and crystallinity. 

To investigate the magnetization dynamics, different techniques in the frequency, wave-

vector and time domains were invented. The conventional ferromagnetic resonance (FMR) 

[88]  is a frequency domain technique where the sample is excited at a particular frequency. 

The external bias field is swept to probe the magnetization dynamics through the 

resonance. Vector network analyzer based FMR (VNA-FMR) is also a frequency domain 

technique [89-90] but with very high frequency resolution over a broad band of frequency. 

Here, the bias field is kept fixed and the excitation frequency is varied from MHz to GHz 

range to measure the dynamic magnetic response. To incorporate spatial resolution, 

spatially resolved FMR is also developed [91] . On the other hand, the Brillouin light 

scattering (BLS) technique [92]  has emerged as a very efficient technique to measure the 

magnetization dynamics in the wave-vector domain. Recent developments of space-

resolved and time-resolved BLS techniques have taken the application of BLS to the next 

level. By BLS technique, a precise measurement of the SW dispersion with wave-vector can 

be obtained. Pulse inductive microwave magnetometry (PIMM) is a time domain 

measurement technique. However, the time resolution is limited to tens of picoseconds. 

The time-resolved magneto-optical Kerr effect (TR-MOKE) [93]  microscopy offers very 

high time resolution along with a spatial resolution in the sub-µm regime. With the time-

resolution of the order of sub-hundred femtosecond (limited by the pulse width of the 

laser), the ultrafast magnetization dynamics can be probed quite efficiently. Further by 
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incorporating a scanning microscope with the TR-MOKE, time-resolved scanning Kerr 

microscopy (TR-SKM) [94-96] was developed to image the time-evolution of spatial 

distribution of magnetization in confined magnetic elements. Magnetoresistive methods 

[97]  and X-ray [98]  microscopy are also showing potentials of achieving very high spatio-

temporal resolution. 
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2. Theoretical background  

2.1. Introduction  

The invention of magnetic media and recording equipment is the basis of the present day 

technological revolution. Along with this, the ultrafast optical microscopy has emerged as 

one of the best techniques to investigate various properties suitable for modern 

applications of the material under study. As a result, magnetism and ultrafast optical 

microscopy have become very active and interesting fields of research. Magnetic materials 

were found to be a major test bed for the development of the ultrafast optical microscopy. 

There are primarily three different sources of magnetic moment in a free atom. The 

diamagnetism is observed due to the change in the orbital moment induced by some 

external magnetic field. On the other hand, both spin and orbital angular momentum play a 

role in the occurrence of paramagnetism, ferromagnetism, antiferromagnetism and 

ferrimagnetism. Among these, the ferromagnetic materials are found to posses most 

challenging and interesting properties to be explored by the ultrafast optical microscopy. 

Ferromagnets (FMs) have characteristic demagnetization times in femtosecond range, 

relaxation times in low picoseconds range, precession frequency varying over a broad 

range, domain-wall width and spin-wave wavelengths in the nanometer range ɀ all these 

properties make FMs to be the most exciting candidate to be studied by the ultrafast optical 

microscopy. 

 

2.2. Ferromagnetism  

2.2.1.  Classical approach ɀ Curie-Weiss Law 

According to Weiss [99] , there are two competing energy contributions in a FM ɀ i) the 

ÉÎÔÅÒÎÁÌ ÆÉÅÌÄ ÏÒ ÔÈÅ Ȱ7ÅÉÓÓ ÆÉÅÌÄȱ ×ÈÉÃÈ ÆÁÖÏÒÓ ÐÁÒÁÌÌÅÌ ÏÒÉÅÎÔÁÔÉÏÎ ÏÆ ÍÁÇÎÅÔÉÃ ÍÏÍÅÎÔÓ 

and ii) free magnetic poles on the surface which cause demagnetization. The competition 

between these two energy terms makes the FM to break up into small domains for the 
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minimization of the free energy. In this classical framework, the Curie-Weiss law  [100]  

describes the ferromagnetic susceptibility. 

 …  
ὅ

Ὕ Ὕ
 (2.1) 

 From the law, one can infer that below the Curie temperature (TC), FMs show spontaneous 

magnetization. Eventually, Heisenberg [101] , Dorfman [102]  and Frenkel [103]  managed to 

ÆÉÎÄ ÔÈÅ ÑÕÁÎÔÕÍ ÍÅÃÈÁÎÉÃÁÌ ÏÒÉÇÉÎ ÏÆ ÔÈÉÓ Ȱ7ÅÉÓÓ ÆÉÅÌÄȱ ɀ the exchange interaction! This is 

the consequence of the antisymmetrization requirement for electron wavefunction. 

2.2.2.  Quantum mechanical approach ɀ Exchange interaction  

The exchange interaction is a direct consequence of the Coulombic interaction energy and 

Pauli Exclusion Principle. The concept of direct exchange can be explained on the basis of 

Heitler-London model of hydrogen molecule [100] . In this model, the wavefunctions of two 

ÅÌÅÃÔÒÏÎÓ ÁÒÅ ×ÒÉÔÔÅÎ ÁÓ ʕɉr 1, s1Ɋ ÁÎÄ ʕɉr 2, s2), where r iÓȭ ÁÒÅ ÓÐÁÔÉÁÌ ÁÎÄ siÓȭ ÁÒÅ ÓÐÉÎ ÓÔÁÔÅÓȢ 

The exclusion principle demands that upon overlap, the resultant wavefunction must be 

antisymmetric. This can be achieved by the spatial or spin part of the wavefunction 

 •… where ʒ is the spatial and ʔ is the spin part. For two nuclei a and b, the exchange 

integral is given by: 

 ὐ  •ᶻρ•ᶻς꞊ • ς• ρὨ†Ὠ† (2.2) 

The above discussion was for electrons with direct overlapping of wavefunctions, i.e., the 

interaction is direct exchange. One can have indirect exchange also. Later, it was 

understood that on top of these contributions, magnetic anisotropy and magneto-dipole 

interaction also play crucial role in determining domain structures in FMs. 

2.1.3. Spin-orbit c oupling  

Spin-orbit (SO) coupling is basically the interaction of spin and orbital moments. An 

electron orbiting a nucleus with velocity v experiences a field: 

 ║  
► ○

ὶὧ
 
Ὠὠὶ

Ὠὶ
 (2.3) 
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where V(r) is the is the potential experienced by the electron and ► ○ is the classical 

angular momentum. The SO interaction energy is given by: 

 Ὁ  
ρ

ς
ⱧȢ║ (2.4) 

Substituting eqn. (2.3) in eqn. (2.4) one can derive: 

 Ὁ
Ὡü

ςάὶὧ
 
Ὠὠὶ

Ὠὶ
 ■Ȣ▼ (2.5) 

 

2.3. Anisotropy  

The non-relativistic quantum mechanics safely describes the basic properties of a FM. But 

in this formalism, the free energy is independent of the direction of magnetization. On the 

other hand, practically it is observed that the magnetization generally lies in some 

preferred direction with respect to the crystalline axes or/and to the external shape of the 

ÂÏÄÙȢ 4ÈÉÓ ÐÒÏÐÅÒÔÙ ÉÓ ÃÁÌÌÅÄ ÔÈÅ ȰÍÁÇÎÅÔÉÃ ÁÎÉÓÏÔÒÏÐÙȱȢ 4ÈÅ ÁÎÉÓÏÔÒÏÐÙ ÅÎÅÒÇÙ ÔÅÒÍ ÉÓ 

essentially a correction to the total energy. The origin of this term lies in the relativistic 

correction to the total Hamiltonian. The introduction of the dipole-dipole interaction and 

spin-orbit coupling terms breaks the rotational invariance with respect to the spin 

quantization axis and hence gives rise to the magnetic anisotropy [104] . 

2.3.1.  Magnetic anisotropy at macroscopic level  

First, we will take the thermodynamic approach to give a phenomenological description of 

magnetic anisotropy. Throughout the description, the temperature of the FM will be 

assumed well below the Curie temperature to neglect magnetic fluctuations. Let us define 

ɱM as the unit vector of magnetization M of a FM under the influence of a bias field H. The 

components of ɱM are ɻ1, ɻ2 and ɻ3 with ɻ12+ ɻ22+ ɻ32 = 1. Under some approximation, the 

thermodynamic potential G of the system can be reduced to a function of ɱM only. 

 Ὃ Ὃ   (2.6) 
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2.3.1.1. Shape and magnetocrystalline anisotropies 

A very common origin of magnetic anisotropy is the anisotropic shape of the element. 

This is called the shape anisotropy. However, when the shape of the body is isotropic but 

still the magnetization prefers to remain aligned to a particular crystal axis, then the 

anisotropy is termed as the magnetocrystalline anisotropy. Thus the total anisotropy 

energy of a system can be expressed as: 

 Ὃ  Ὃ    Ὃ    (2.7) 

The first term denotes the energy for the magnetocrystalline anisotropy contribution and 

hence is an intrinsic property of the material chosen. It arises mainly from the SO coupling. 

Dipolar interaction has a little contribution in it.  The second term, on the other hand, is the 

contribution from the shape anisotropy and depends on the geometry of the sample. The 

shape anisotropy arises entirely from the dipolar interaction. 

From symmetry arguments, one can deduce a form of GCryst(ɱM).  This term can be 

expanded in the successive powers of ɻiÓȭȡ 

 

Ὃ   ὦτὌ  ὦ Ὄ   ὦ Ὄ 

ȟȟȟȟ

 ȣȣȣȣ 

(2.8) 

Where HM is the component of the external field along ɱM. In the above expansion, only 

terms even in ɱM are kept to satisfy the time reversal symmetry. It is observed that terms in 

this type of expansion converge very quickly. So, only few terms are enough to describe the 

magnetocrystalline anisotropy. Due to crystalline symmetry, one can establish 

relationships between coefficients in eqn. (2.8). As a result, number of independent 

parameters is reduced. In cubic systems like Ni and Fe, this results in the suppression of 

terms of order 2 and the first non vanishing term is of order 4: 

 
Ὃ    ὑτ  ὑυυ
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φφ  ȣȣȣȣȢȢ 

(2.9) 

The co-ordinate axes are taken along the cubic axes as shown in Fig. 2.1.  



15 
 Chapter 2 

 

Fig. 2.1: Co-ordinate system used for a cubic system. 

For hcp systems like Co, eqn. (2.8) reduces to: 

 
Ὃ    ὑτ  ὑυίὭὲ—  ὑίὭὲ— ὑ ὑÃÏÓφ• ίὭὲ— 

 ȣȣȣȣȢȢ 
(2.10) 

Here, ʒ and ʃ are angles with respect to the a and c axes, respectively. It is to be noted that 

the anisotropy constant KȭÓ ÁÒÅ Á ÂÉÔ ÍÉÓÌÅÁÄÉÎÇȟ ÓÕÃÈ ÁÓȟ K1 is of order 4 in cubic system but 

of order 2 in hcp systems. Also, as an hcp structure has lower symmetry than a cubic 

structure, the magnitude of magnetocrystalline anisotropy is higher in hcp structures than 

the cubic structures. 

2.3.1.2. Volume and interface anisotropies 

In case of systems with smaller dimensions like ultrathin films, the effect of the surface 

(or interface) has to be taken into account. In this case, the total thermodynamic potential 

is written as a sum of a volume term and a surface (or interface) term: 

Ὃ   ὨὠὋ    ὨὛὋ     

GV(ɱM) and GS(ɱM) are energy densities per unit volume and interfacial area, respectively. 

The second term depends on the materials in contact and the crystalline orientation.  

The interface anisotropy was first pointed out by Néel [15]  due to the lowered symmetry of 

the interface as compared to the bulk. The expression of the surface contribution to the 

magnetocrystalline anisotropy is: 
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 Ὃ    ὑυίὭὲ—  ὑ ὑ ÃÏÓτ• ίὭὲ—  ȣȣȣȣȢȢ (2.11) 

The sign of K1S can be positive or negative depending on the interface under consideration. 

If it is positive, then, for ultrathin films, this contribution may dominate over the volume 

contribution to give a preferential perpendicular direction of magnetization. This is of 

immense importance in present day technology and we will discuss about it in some more 

details later. 

2.3.1.3. Strain induced anisotropy and magnetostriction 

In reality, the G value of a material is also a function of the strain tensor ʀ which we 

neglected in eqn. (2.6) under some approximation to give a simple description of different 

anisotropy terms. Hence,  

 Ὃ ḳ Ὃ  ȟ‐ (2.12) 

A system under strain acquires some anisotropy energy due to the change in the magneto-

elastic energy. Under small deformation, one can expand G(ɱMȟʀ) in a power series of ɻ and 

ʀ to get an expression for the strain induced anisotropy. It is important to note that during 

the fabrication of ultrathin films/multilayers, there can be huge strain due to the epitaxial 

growth on a substrate with different lattice parameters. So, this strain induced anisotropy 

plays a crucial role in ultrathin films. It is also evident that under strain the symmetry of 

the material will be lowered. So, new terms in the anisotropy are expected which may be 

forbidden in the unstrained state. 

On the other hand, as the magneto-elastic energy is linear with respect to ʀ, the system tries 

to lower its energy by acquiring an anisotropic non-zero strain. This is known as the 

magnetostriction. The strain depends on the direction of magnetization and the magnitude 

is given by the competition between the elastic and magneto-elastic energy terms. 
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2.3.2.  Magnetic anisotropy at microscopic level - Dipolar interaction  

While investigating the microscopic origin of magnetic anisotropy, we will first start with 

the dipolar interaction. For an itinerant FM like Fe, Co and Ni, the expression for the dipole-

dipole Hamiltonian is given after Jansen [105] :  

꞊  
‘

ς
 Ὠὶ Ὠὶ

ρ

ȿὶ ὶȿ
 □ ὶȢ□ ὶ  σ

ὶ ὶȢ□ ὶ ὶ ὶȢ□ ὶ

ȿὶ ὶȿ
 

where άὶ is the magnetization density operator expressed in terms of µB per unit 

volume. The corresponding energy Edip is calculated under Hartree approximation. Now, for 

3d transition metals, the magnetization distribution around each atomic shell is almost 

spherical. Hence, while calculating Edip, we can safely ignore the higher order multipolar 

terms and keep the dipolar term only to obtain for the ith atom: 

 Ὁ  
‘

ς
 

ρ

ὶ
 άȢά  σ

ὶȢά ὶȢά

ὶ
 (2.13) 

Under the assumption of dominating exchange interaction, eqn. (2.13) is further simplified 

as: 

 Ὁ  
‘

ς
 
άȢά

ὶ
 ρ  σὧέί—  (2.14) 

where, ʃij is the angle between ɱM and the direction uij of the atom pair (i, j). 

2.3.2.1. Dipolar shape anisotropy 

A close look to eqn. (2.14) reveals that the energy converges very slowly as r ij -3. Hence, the 

dipolar field Hdip(i) on a moment mi depends significantly on the moments located at the 

boundary of the sample, giving rise to the shape anisotropy. According to Lorentz, Hdip can 

be calculated by dividing the sample in two parts as shown in Fig. 2.2: i) a spherical cavity 

of radius R where the discrete moment distribution is retained and ii) the rest of the 

sample, where the discrete moment distribution can be approximated by a continuous 

distribution of magnetization M(r ). If the magnetization is uniform, then only the surface 

carries some pseudo charges. In that case, we have: 
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 Ὄ Ὥ  Ὄ  Ὄ  Ὄ  (2.15) 

 

Fig. 2.2: Schematic describing Lorentz decomposition method to calculate the dipolar fields on a 

moment at a position i. 

Hcav is the field due to the dipoles inside the spherical cavity, Ὄ  
ψ

χ
“ὓ is the Lorentz field 

due to the charges on the cavity surface and Hd is the demagnetizing field due to the pseudo 

charges on the external surface. The first two terms in eqn. (2.15) converge rapidly and 

hence do not contribute to the shape anisotropy. The shape anisotropy is entirely 

controlled by the demagnetizing field Hd. The expression for the shape anisotropy is given 

by: 

 Ὃ     
ρ

ς
 Ὠὠ ὓᴆὶȢὌᴆὶ (2.16) 

The magnitude M(r)  is constant throughout the sample except at the interface. Due to the 

presence of a different material, the magnitude of M(r)  is modified due to proximity effect. 

Hence, again it is possible to split the total shape anisotropy into volume and surface terms. 

2.3.2.2. Dipolar crystalline anisotropy 

The first two terms in eqn. (2.15) contribute to the magnetocrystalline anisotropy. As 

can be seen from eqn. (2.14), dipolar energy involves terms of order 2 with respect to ɱM. 

However, in structures with higher symmetry like cubic, terms of order 2 are forbidden but 
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allowed in structures with lower symmetry like hcp. So the contribution of dipolar 

interaction to the magnetocrystalline anisotropy is zero in case of cubic systems but non-

zero in case of hcp systems. However, under strain, the symmetry of cubic systems is 

lowered (as discussed in section 2.3.1.3.) and in that case one might have the contribution 

of dipolar interaction also to the crystalline anisotropy. 

2.3.3.  Magnetic anisotropy at microscopic level ɀ Spin-orbit coupling  

The Pauli Hamiltonian or the Schrödinger equation with relativistic correction is given by: 

 ꞊  
ὴ

ςά
 Ὡ   

ὴ

ψά ὧ
 
Ὡü

ψά ὧ
ὨὭὺȢ╔  

Ὡü

τά ὧ
 ⱭȢ╔ ▬ (2.17) 

Here, the first two terms are the non-relativistic kinetic energy and potential energy, third 

term is the relativistic mass-velocity correction, fourth term is the Darwin term and the last 

term takes care of the SO coupling. However, the orbital motion is directly linked to the 

lattice and hence this term contributes significantly to the magnetocrystalline anisotropy.  

The SO term survives only near the nucleus. Hence, here also the potential can be safely 

approximated to be spherically symmetric. Then, the SO Hamiltonian can be expressed as: 
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(2.18)  
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Since in FMs, the magnetism is due to the d electrons, ʊɉÒɊ can be replaced with the radial 

average ʊ over d-orbital. Hence eqn. (2.18) finally reads: 

꞊  ‚ ■Ȣ▼ 

The effect of the SO coupling is to remove the quenching of orbital angular momentum. As a 

result, the value of the gyromagnetic ratio g changes from 2. However, as the effect is rather 

small, g always remains close to 2. 
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Now, as already mentioned, the effect of this term is small, hence a popular way is to use 

the perturbation theory to analyze this effect. To calculate the anisotropy constant of order 

n, one needs to use perturbation theory of order n. It is sufficient to use 2nd order 

perturbation theory for hcp structures and ultrathin films and it is evident that 4th order 

perturbation theory is required for cubic systems. 

For 2nd order perturbation theory, the change in energy is given by: 

 
ЎὉ

ȿἂὩὼὧȿ꞊ ȿὫὶἃȿ

Ὁ Ὁ
 

 

(ÅÒÅ Ȱgrȱ ÁÎÄ Ȱexcȱ ÒÅÆÅÒ ÔÏ ÔÈÅ ÇÒÏÕÎÄ ÁÎÄ ÅØÃÉÔÅÄ ÓÔÁÔÅÓȢ 4ÈÕÓȟ Á ÖÅÒÙ ÃÒÕÄÅ ÅÓÔÉÍÁÔÅ ÏÆ K1 

for uniaxial system is given by: 

 ὑ ͯ 
‚

ὡ
 (2.19) 

W being the width of the d band. For a cubic system, using 4th order anisotropy: 

 ὑ ͯ 
‚

ὡ
 (2.20) 

So, in general, anisotropy constant of order n is given by the nth power of  and hence 

converges rapidly. 

2.3.4.  Perpendicular magnetic anisotropy (PMA)  

The PMA is presently a very interesting topic of research [106-109]. In section 2.3.1.2., we 

have introduced PMA. Strong PMA can be realized in Co based MLs where the Co layer 

thickness is less than 12 Å. The PMA is significant in X/Co/X MLs where X = Pd, Pt, Au and 

Ir, whereas this effect is quite weak for X = Cu and Ag. The investigation of origin of PMA 

has attracted huge attention. Few proposed explanations for this are: reduced coordination 

symmetry, altered electronic structure, localized epitaxial strain at the interface and 

electronic band-structure interactions. For a bare Co film, the out-of-plane Ὠ  and dxz, dyz 

states located near the Fermi energy (EF) show less dispersion due to less overlap of 

neighboring Co atoms. However, because of strong interaction between Co atoms in the 
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film plane, the in-plane dxy and Ὠ  states show significant dispersion. In contact with a 

non-magnetic material, the energies and wave-functions of out-of-plane states change due 

to interfacial hybridization. These hybridizations are sensitive to the local interface 

structure and affect the SO coupling perturbation, which in turn changes the 

magnetocrystalline anisotropy energy. The PMA increases with the strength of the 

hybridization.  

Pd d bands have higher energy than Cu d bands. The energies of the Pd d states are close to 

that of the antibonding out-of-plane Co d states and at the same time, in contact with Co, 

the Pd 4d orbitals have lesser localization. As a result, strong hybridization occurs at the 

Co/Pd interface within -1.5-0.5 eV with respect to EF. These hybridized states are shifted 

upwards in terms of energy. Now, it is known that the anisotropy energy is closely related 

to the anisotropy of the orbital magnetic moment which is simply the difference of parallel 

and perpendicular orbital moments: Ў ά ά
ᴁ

 ά .  Because of the strong 

hybridization at Co/ Pd interface, a significant spin polarization of the Co d band occurs and 

ά  is significantly enhanced. This enhanced perpendicular moment causes PMA by 

modifying the SO coupling.  

In contrast, the interface Cu d states have more localized orbitals and much lower energy 

with respect to the Co d orbitals. Hence, they have less overlap, i.e., weak hybridization 

which in turn weakens the PMA. 

2.3.5.  Exchange anisotropy  

Exchange bias or exchange anisotropy was discovered in 1956 by Meiklejohn and Bean 

[110] . This type of anisotropy is found in a FM if the interface of a FM/AFM (AFM: 

Antiferromagnet) ML is cooled in the presence of a static magnetic field H through the Néel 

temperature (TN) of the AFM. The Curie temperature (TC) of the FM should be larger than 

TN. The exchange anisotropy is a unidirectional anisotropy. The hysteresis loop of the ML 

system, when field cooled at temperature T < TN, has an increased coercivity HC and at the 

same time, shifts along the field axis. This loop shift is generally termed as the exchange 

bias HE. Both these effÅÃÔÓ ÄÉÓÁÐÐÅÁÒ ÁÔ 4 ḗ TN. This confirms that the presence of the AFM 

is essential to observe the exchange anisotropy. The exchange bias properties disappear if 
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the FM/AFM interface is cooled at zero field from demagnetized state. However, the 

properties are retained if it is cooled at zero field from a remanent state. 

The unidirectional nature of the exchange anisotropy can be explained by incorporating 

exchange interaction at the interface [111] . As shown in Fig. 2.3(i), the spins in the FM get 

aligned to the applied bias field H at TN < T < TC, while the spins in the AFM remain 

randomly oriented. As the sample is cooled to T < TN in the presence of H, the spins in AFM 

at the FM/AFM interface gets aligned along the direction of the spins in the FM due to 

exchange coupling as illustrated in Fig. 2.3(ii). The rest of the spins rearrange themselves 

according to the antiferromagnetic ordering to produce zero net magnetization. Now, as we 

start to reverse H, the spins in the FM starts to rotate. For sufficiently high anisotropy, the 

spins in the AFM do not rotate. 

 

Fig. 2.3: Schematic diagram of spin configuration of an FM-AFM bilayer at different stages. 

As elaborated in Fig. 2.3(iii), the interfacial exchange interaction at the FM/AFM interaction 

tries to align the spins in the FM along the direction of the spins in the AFM at the interface, 

i.e., exert a microscopic torque on the spins in the FM. Therefore, the spins in the FM have 

only one stable configuration implying unidirectional anisotropy. Thus, higher H is 

required to fully reverse the spins in the FM layer in FM/AFM bilayer than in a bare FM of 

similar thickness. Fig. 2.3(iv) presents the case where the spins in the FM are fully 

reversed. Now if H is brought back to the original direction, then the spins in the FM will 

rotate at smaller fields due to the interaction with the AFM. This interlayer exchange 

interaction hence gives rise to an additional field and as a result, the hysteresis loop is 

shifted in the field axis. 
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2.4. Energy terms in f erromagnetic systems  

Both static and dynamic properties of a magnetic system depend on the interplay between 

different energy contributions present. The total energy of a FM in the presence of an 

external field can be written as: 

Ὁ  Ὁ Ὁ Ὁ Ὁ  

Where: 

EZ = Zeeman energy 

Edemag = Magnetostatic energy  

Eex = Exchange energy  

Eani = Magnetocrystalline anisotropy energy 

2.4.1.  Zeeman energy 

The energy of a magnetic system with magnetization M in the presence of an external field 

H is given by: 

 Ὁ ╜Ȣ╗ (2.21) 

In the continuum limit, this becomes: 

 Ὁ ╜Ȣ╗Ὠὠ (2.22) 

Hence the Zeeman energy reaches its minimum value when M is aligned along H. 

2.4.2.  Magnetostatic energy  

Magnetostatic fields arise naturally from a magnetization distribution because of the 

influence of its own field. This effect results in magnetization structures (e.g. magnetic 

domains) on a length scale larger than few atomic spacing. Inspite of being much weaker 

than the exchange interaction, it plays a crucial role in FMs. The corresponding energy can 

be written as: 

 Ὁ
ρ

ς
╗▀Ȣ╜ (2.23) 

where Hd is the demagnetizing field expressed in term of the demagnetizing factors NdÓȭȡ 
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 Ὄ  ╝▀Ȣ╜ (2.24) 

Combining eqns (2.23) and (2.24), we have: 

 Ὁ  
ρ

ς
ὔὓ  (2.25) 

In the continuum limit, eqn. (2.23) changes to: 

 Ὁ
ρ

ς
╗▀Ȣ╜Ὠὠ (2.26) 

2.4.3.  Exchange energy 

As described in section 2.2.2., the exchange interaction originates from the overlapping 

electronic wavefunctions. This can be phenomenologically described by the Heisenberg 

exchange Hamiltonian. Considering nearest neighbor interaction only, the exchange 

Hamiltonian of an atom i with its neighbors can be written as: 

 ꞊ ς ὐ╢Ȣ╢ (2.27) 

If the exchange is isotropic and equal to a constant value J, then  

 ꞊ ςὐ ╢Ȣ╢ (2.28) 

Hence, for the entire sample, the exchange energy will be: 

 Ὁ ςὐ ╢Ȣ╢ (2.29) 

In the continuum model, eqn. (2.29) can be written as: 

 Ὁ ὃ □ɳ Ὠὠ (2.30) 

where m is a continuous vector quantity and A is called the exchange stiffness constant 

defined as: 

 ὃ
ςὐὛ

ὥ
 (2.31) 
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where a is the lattice constant. The typical values of A for Ni, Co, Fe and permalloy 

(Ni80Fe20) are 9 × 10-12 J/m, 30 × 10-12 J/m, 21 × 10-12 J/m and 13 × 10-12 J/m, respectively. 

2.4.4.  Magnetocrystalline anisotropy energy  

As discussed in section 2.3., anisotropy reflects the existence of a preferential direction of 

magnetization in a material. Following eqn. (2.9), the expression for anisotropy energy for 

a cubic system can be written as: 

 Ὁ  ὑτ  ὑυυ
φφ
φ φ

φχ
φ χ

φυ
φ ὑφυ

φφ
φχ
φ (2.32) 

On the other hand, using eqn. (2.10), one can deduce the expression for anisotropy energy 

for a uniaxial system: 

 Ὁ  ὑτ  ὑυίὭὲ—  ὑίὭὲ— (2.33) 

 

2.5. Magnetic domains and domain -walls  

Every system tries to remain in the minimum energy state. Now, considering eqn. (2.25), it 

is evident that M has to be reduced to minimize the magnetostatic self-energy. As a result, 

the system tries to break into domains. In each domain, the property of spontaneous 

magnetization is retained and the exchange interaction dominates which aligns spins in 

certain direction. A sample will be in multidomain or single domain state depending on the 

applied bias field and/or dimensions. One can have different types of domain patterns in 

various samples. Few examples are: checkerboard domain pattern, circular domain, wavy 

domain, surface domain and fir-tree domain. Bubble domains are a special kind of circular 

domains created in ferromagnetic films with PMA in the presence of a perpendicular bias 

field. Formation of stripe domains is observed in magnetic thin films with a rotatable 

magnetic anisotropy. 

The spins do not change their directions abruptly from one domain to another. As 

elaborated in Fig. 2.4, the spins gradually change direction from domain I to domain II. The 

reason is that the exchange energy increases with the increase in angle between 

neighboring spins. An abrupt change in the angle would result in a huge increase of 

exchange energy. So, to minimize the total free energy of the system, there exists a 
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transition region from domain I to domain II and this region is called as the domain-wall 

(DW). 

 

 

Fig. 2.4: Different types of domain-walls - (a) 1800 domain-wall, (b) 900 domain-wall and (c) Bloch 

wall. 

If the normal component of magnetization is continuous across the DW, then the DWs are 

primarily classified into two types: i) 1800 DWs, illustrated in Fig. 2.4(a), which separate 

two domains with opposite spin directions and ii) 900 DWs, illustrated in Fig. 2.4(b), which 

separate two domains with spins making an angle 900. The existence of surface free poles 

does not affect the rotation of spins in bulk samples. However, they have significant effect 

in thinner samples.  Due to this contribution, in case of very thin films, spin rotation in a 

plane parallel to the film surface involves less magnetostatic energy than the spin rotation 

in a plane parallel to the wall. The first case is called as the Néel wall, schematically shown 

in Fig. 2.4(a), and the second one is called the Bloch wall and is shown in Fig. 2.4(c). 

 

2.6. Magnetization reversal and various reversal modes  

Magnetization reversal is one among the various magnetic processes which have attracted 

tremendous attention. The time required for an element to switch its magnetization 

direction is becoming important as the operational speeds of the devices have now reached 

the GHz regime. The reversal mechanism and associated modes are of particular interest. 
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These reversal modes depend primarily on the shape of the element and the direction of 

the applied field.  

Below a critical size, when an element is in the single domain state, the magnetization 

reversal occurs in unison over the whole element [112-113]. The calculations for the 

critical size are done by using the Ring model. Energies of the single domain configuration 

and a configuration which tends to a flux closure structure are compared at a zero external 

field.  

 

 

Fig. 2.5: Illustration of flux closure structure assumed in the ring model. 

Assuming flux closure structure as shown in Fig. 2.5, the expression for the critical size is 

given by [114] : 

 
ὔὓ Ὑ

φὃ
ὰὲ
τὙ

ὥ
ρ 

(2.34) 

Where Ms = saturation magnetization, Rc = critical radius, a = lattice constant, Nz = 

demagnetizing factor along the polar axis and A = exchange stiffness constant. However, 

there are three very important issues with this model: 

i)  This model assumes that once the system is in the single domain state at zero field, it 

will always remain in the saturated state for all field values ɀ which is not always true. 

ii)  The configurations, which are used for the calculation of Rc, are to a good 

approximation close to the minimum energy state but actually not strictly in the 

minimum energy state always. This affects the stability of the states and may lead to 

erroneous results. 

iii)   The method of comparing energies does not allow the existence of hysteresis and 

hence, loses its reliability as hysteresis is of fundamental interest in a FM. 
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As a result, in most cases, this model significantly overestimates the coercivity. Avoiding 

these serious issues, various reversal modes in magnetic structures can be investigated 

under few very simple assumptions: 

i)  The element does not have structural imperfections. 

ii)  Exchange energy (Eex), anisotropy energy (Eani), Zeeman energy (Ez) and magnetostatic 

energy (Edemag) are considered, other energy terms are neglected. 

iii)  The analyses are valid only below the Curie temperature. 

iv)  Only static ferromagnetism is considered. 

Under these assumptions, the magnetic properties of structures like infinite cylinders, 

spheres or prolate ellipsoids can be studied quite accurately. Consider an infinite cylinder of 

radius R and cylindrical co-ordinates (r, ʒ, z) (as shown in Fig. 2.6 with respect to the 

Cartesian co-ordinates) with the bias field H applied along the Z direction. For H higher 

than the saturation field, the cylinder will be in saturated state, i.e., in single domain state. 

As H is decreased, the minimum energy state can be obtained by finding proper direction 

cosine vector ɻi(r, ʒ, z). However, for an infinite cylinder, using symmetry considerations, 

the rigorous job of finding ɻi for every H value can be avoided. In that case, the reversal can 

occur via three mechanisms as illustrated in Fig. 2.6: 

(b)  Coherent rotation 

(c) Curling  

(d)  Buckling  

 

Fig. 2.6: (a) Cylindrical co-ordinate system used. (b)-(d) Various magnetization reversal modes in 

an infinite cylinder: (b) coherent rotation, (c) curling and (d) buckling. 
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2.6.1.  Coherent rotation of magnetization  

The expression for the coercive field (Hc) can be easily obtained in this case [113, 115]. 

Suppose the angle between the long-axis (Z direction, in our case) and H is ʃ, Nz and Ni are 

the demagnetizing factors along Z direction and any other direction perpendicular to Z 

respectively as shown in Fig. 2.7.  

 

Fig. 2.7: Schematic showing the directions of the applied bias field and the demagnetizing factors in 

an infinite cylinder with respect to the co-ordinate system used. 

For infinite cylinder, Nz = 0 and Ni = 2ʌ. The energy of the system is then, 

 Ὂ
ρ

ς
ὓ ὔὧέί— ὔίὭὲ— Ὄὓ ὧέί— (2.35) 

The contributions of the demagnetizing factors are incorporated in the first term whereas 

the second term takes into account the contribution of the external field H. Minimization of 

Fmag with respect to ʃ gives:  

 
ὨὊ

Ὠ—
ὓ ὔ ὔ ὧέί—ίὭὲ—  Ὄὓ ίὭὲ— π (2.36) 

 ὓ ὔ ὔ ὧέί— Ὄ 
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Fig. 2.8: Hysteresis loops for applied field (a) parallel, (b) perpendicular and (c) at 450 to the long-

axis of an elongated particle. 

Hence, the maximum coercive field can be obtained for the limiting case — π (similar to 

the case shown in Fig. 2.8). Putting ὔ ς“ ὥὲὨ ὔ π, this becomes:  

 Ὄ ς“ὓ  (2.37) 

2.6.2.  Magnetization curling  

Curling mode is favorable as it reduces the magnetostatic self-energy of the system due to 

its vortex-like flux closure structure. However, it involves more exchange energy as ὓɳ

π. In this case, the reversal occurs via rotation of spins from Z axis in a plane perpendicular 

to the radius. Hence, the rotation angle ʖ is independent of ʒ and z, and depends on r only. 

Setting Ὁ π, we have the total energy per unit volume[114] : 

 Ὁ
ρ

“Ὑ
Ὁ Ὁ ς“ὶὨὶ (2.38) 

Where a is the lattice constant. By substituting the direction cosines,  

 ίὭὲὧέί•ȟ  ίὭὲίὭὲ•ȟ  ὧέί 

we obtain, 

Ὁ ὃ ὨὨὶϳ ρ ὶϳ ίὭὲ 

and 

Ὁ Ὄὓ ὧέί 

Along with these two equations, we make the following substitutions: 
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ὼ ὶὙϳ ȟ Ὑ ὃȾ ὓϳ ȟ Ὓ ὙὙϳ ȟ Ὤ
Ὄ

ς“ὓ
 

Using above equations, eqn. (2.38) can be written as: 

 Ὁ
ςὃ

Ὑ
ὼ
Ὠ

Ὠὶ

ίὭὲ

ὼ
ς“ὛὬὼὧέί Ὠὼ

Ⱦ

 (2.39) 

Using Euler differential equation, this integral can be minimized: 

 
Ὠ

Ὠὼ

ρ

ὼ

Ὠ

Ὠὼ
Ὤ“Ὓ

ὧέί

ὼ
ίὭὲ π 

(2.40) 

The solution reaches minimum for a certain range of h values for the trivial solution   π. 

The value of h, at which the solution starts to deviate from the minimum, is called as the 

reduced nucleation field hn. For small angles Ḻρ, eqn. (2.40) can be linearized to Bessel 

equation: 

 
Ὠ

Ὠὼ
ὼ
Ὠ

Ὠὼ
Ὤ“Ὓ ὼ  π 

(2.41) 

The solution is a combination of Bessel and Neumann functions of the first order. 

Assuming ὥςὙϳ Ḻρ, a simple form of the nucleation field hn is obtained with a valid 

approximation of  π at ὼ π: 

Ὤ ρȢπψὛ  

An alternative solution of eqn. (2.41) can be obtained by graphical methods and it states 

that the magnetization reverses completely at  “, the second trivial solution of eqn. 

(2.40). 

2.6.3.  Magnetization buckling  

In this case, the spin rotation is along X direction and the deviation is a periodic function 

(period = 2T) of Z. The angle of deviation ʖ is defined as: 

   ÃÏÓ ςά ρ
“

Ὕ
ᾀ (2.42) 

Substituting the direction cosines and solving for the total energy, one obtains the 

expression for the nucleation field: 

Ὤ ρȢςωὛ  
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Among the three mechanisms, the system chooses the one with the most positive hn. It is 

observed that for Ὓ ρȢρ, curling is the favorable mechanism whereas buckling occurs for 

Ὓ ρȢρ. However, the transition from curling to buckling mode is not abrupt. The 

mechanism is quite complicated for S = 1, where a mixed mechanism occurs and reduces hn. 

Coherent rotation is actually a special case of buckling for ὛḺρȢ In long cylindrical 

nanowires, vortex wall assisted reversal is observed. This is often termed as localized 

curling mode. At the end of the wire, a vortex is nucleated and it traverses through the wire 

reversing the entire magnetization. As the diameter reduces, transverse wall mode 

becomes the primary mechanism for magnetization reversal. This mode is often called as 

the corkscrew mode. However, reversal involving vortex wall mode is faster than the 

corkscrew mode [116-117]. 

Similarly, calculations can be performed for spheres or prolate ellipsoids and depending on 

the structure one can have different magnetization reversal modes like fanning [118]  etc. 

 

2.7. Magnetization dynamics at v arious t ime-scales and the 

Landau-Lifshitz -Gilbert (LLG) equation  

Magnetization dynamics occurs over a broad range of time-scales ranging from µs to fs and 

is schematically shown in Fig. 2.9. The slowest dynamics is the domain-wall motion. The 

typical time-scale of this process is few ns to hundred µs. Precession of magnetization is a 

faster dynamics [119]  and it occurs within 10-100 ps and gets damped in sub-ns to tens of 

ns time. So the spin-waves in ferromagnetic materials can propagate within few hundreds 

of ps to tens of ns before it gets damped out. Within similar time-scales, we have two more 

phenomena: reversal of spins as used in magnetic recording (few ps ɀ few hundred ps) and 

vortex core switching (few tens of ps ɀ several ns). Apart from the fundamental exchange 

interaction (~ 10 fs), SO coupling and spin-transfer-torque (~10 fs ɀ 1 ps), the fastest 

magnetization dynamics is the laser induced ultrafast demagnetization. When a 

femtosecond laser pulse falls on a magnetized ferromagnetic sample, an ultrafast 

demagnetization is observed [120]  within about 500 fs. The physics behind this ultrafast 

demagnetization is still a topic of intense debate. Different physical mechanisms are 
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considered to play an important role for the demagnetization process. This includes the 

excitation of stoner pairs [121] , SO coupling [122]ȟ ÃÏÕÐÌÉÎÇ ×ÉÔÈ ÔÈÅ ÅÌÅÃÔÒÏÍÁÇÎÅÔÉÃ ǢÅÌÄ 

via a terahertz emission [123] , and scattering of spins with impurity centers or phonons 

[124]. The demagnetization is followed by a very fast partial recovery of magnetization 

within 1 -10 ps. This occurs due to the exchange of energy from hot electrons and spins to 

the lattice. This can be phenomenologically described by a three temperature model [120, 

125]. After this fast recovery, there is a slow recovery of magnetization due to the diffusion 

of electron and lattice heat to the surroundings (such as substrate) [126-127]. 

 

Fig. 2.9: Magnetization dynamics at various time-scales. 

The precessional motion is guided by the Landau-Lifshitz-Gilbert (LLG) equation. The LLG 

equation can be derived using the spin commutation relations on the spin operator and the 

Zeeman Hamiltonian and combining that with the Classical Mechanics and 

Electromagnetism [128] . Here, we will present the final form only. When the magnetization 

(M) of the sample is at an angle to an effective external field (Heff), then it experiences a 

torque and starts to precess around Heff and finally gets aligned to Heff. The LLG equation is 

derived from quantum mechanical arguments [129-130]. The first form of the equation as 

suggested by Landau and Lifshitz was: 

 Ὠ□

Ὠὸ
□ ╗▄██ 

(2.43) 
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with  □ ╜ ὓϳ   

where ɾ is the gyromagnetic ratio. 

 

Fig. 2.10: Magnetzation precession about the applied bias field (a) without damping and (b) with 

damping. 

This equation implies an undamped precession of the tip of the magnetization vector 

around Heff. However, this is in contrast to the practical situation where M finally gets 

aligned to Heff. So, a damping term has to be added to the eqn. (2.43). Landau and Lifshitz 

proposed the damping term to be [131] : 

( )
effHmm ³³-l  

Whereas, Gilbert suggested [132-133] 

ö
÷

õ
æ
ç

å
³

dt

dm
ma  

Hence, incorporating the damping term, we arrive at the LLG equation: 

 
Ὠ□

Ὠὸ
□ ╗▄██ □

Ὠ□

Ὠὸ
 (2.44) 

Here in the equation, the first term governs the precessional motion of the magnetic 

moment whereas the second term takes into account the damping. ɾ is the gyromagnetic 

ratio and ɻ is the Gilbert damping. 
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2.8. Ultrafast demagnetization  

The discovery of ultrafast demagnetization in 1996 [120]  in Ni films led to tremendous 

research as it resulted in two new challenges - i) understanding of magnetization dynamics 

in an extremely non-equilibrium regime and ii) controlling the material properties in the 

sub-picosecond timescale which will lead to significant progress in the spintronics 

industry. After 1996, this ultrafast demagnetization was observed in many materials. 

However, in spite of its technological importance, the underlying physical mechanism 

remained highly controversial. There are various theories proposed for this and below, we 

will discuss about few of them. 

2.8.1.  The three temperature model  

In 1996, the first observation of the ultrafast demagnetization in Ni under the excitation of 

a 60 fs laser pulse was explained phenomenologically by a three-temperature model (3TM) 

[120] . This is basically an extension of the two-temperature model introduced by S. I. 

Anisimov in 1974 [134] . In 3TM, it is assumed that the system consists of three thermalized 

reservoirs for exchanging energy, namely, the electron, lattice and spin systems at 

temperatures Te, Tl and Ts respectively. The absorbed energy creates hot electrons within 

the system. During this transient hot electron regime, spin dependent electron scattering 

modifies the spin population. Hence this induces a spin dynamics associated with Ts 

different from Te and Tl and leads to the ultrafast demagnetization. The temporal evolution 

of the system can be described by three coupled differential equations: 

 ὅ Ὕ
ὨὝ

Ὠὸ
Ὣ Ὕ Ὕ Ὣ Ὕ Ὕ ὖὸ (2.45) 

 ὅ Ὕ
ὨὝ

Ὠὸ
Ὣ Ὕ Ὕ Ὣ Ὕ Ὕ  (2.46) 

 ὅὝ
ὨὝ

Ὠὸ
Ὣ Ὕ Ὕ Ὣ Ὕ Ὕ  (2.47) 

With  Ce = Electronic specific heat of the material concerned 
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Cs = Magnetic contribution to the specific heat 

Cl = Lattice contribution to the specific heat 

         gel = Electron-lattice interaction constant 

         gsl = Spin-lattice interaction constant 

         ges = Electron-spin interaction constant 

       P(t) = Laser source term 

2.8.2.  Elliott -Yafet (EY)-type of phonon scattering  

The 3TM model discussed in the previous section provides a phenomenological description 

only and does not consider the transfer of angular momentum. The ultrafast transfer of 

angular momentum was first proposed by Zhang and Hübner [135]  without incorporating 

the lattice degree of freedom. To explicitly incorporate the dissipation of angular 

momentum during the ultrafast demagnetization, the 3TM model is extended [125, 136]. 

Throughout the calculations, it is assumed that the electronic system is in full internal 

equilibrium. It is proposed that the spin relaxation is mediated by EY-like processes, with a 

spin-flip probability asf for electron-phonon momentum scattering events.  The equation 

for magnetization dynamics thus becomes: 

 
Äά

Äὸ
Ὑά
Ὕ

Ὕ
ρ άÃÏÔÈ

άὝ

Ὕ
 (2.48) 

Where  m = M/ Ms  

         Tc = Curie temperature 

         R = Material specific scaling factor for demagnetization rate with 

Ὑ θ ὥ
Ὕ

ʈ
 

        µat = Atomic magnetic moment 
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Hence, the excess energy of the electron system provides the energy for the 

demagnetization and the angular momentum is dissipated via the interaction with the 

lattice. 

2.8.3.  Spin-flip Coulomb scattering  

This is another theory based on the EY interactions. The EY mechanism states that due to 

the presence of spin-orbit (SO) interaction, the spin does not remain a good quantum 

number. So, whenever an electron is scattered in a momentum-dependent scattering 

mechanism, the spin admixture is changed. In the previous section, the (quasi)elastic 

electron-phonon scattering was considered to be responsible for the EY mechanism. One 

can think of the electron-electron Coulomb scattering [137]  also. Not being a (quasi)elastic 

process, this scattering process offers more phase space for transition from minority to 

majority bands than for electron-phonon scattering. The model developed describes the 

scattering dynamics by Boltzmann scattering integrals for the momentum-dependent 

dynamical distribution functions in various bands. 

2.8.4.  Relativistic quantum electrodynamic processes  

This theory primarily focuses on what happens at the very first stage when a femtocsecond 

laser beam falls on a saturated FM material [138] . According to this theory, at the very 

beginning, the photon field interacts with electronic charges and spins. The material 

polarization induced by the photon field interacts coherently with the spins and modifies 

the angular momentum non-linearly in less than 50 fs. The origin of this coherent 

interaction lies in relativistic quantum electrodynamics, beyond the SO interaction 

involving ionic potentials. In the second stage, relaxation of electrons and spins to 

thermalized populations takes place and incoherent processes like demagnetization occurs. 

This can be clearly distinguished from the previously mentioned coherent interaction. 

Finally, for longer time delays, the energy exchange between charges and spins with the 

lattice becomes important.  

2.8.5.  Laser induced spin -flip  

This theory [139-140] combines ab initio electronic many-body theory with quantum 

optics to give more insight on the coherent process occurring at the very beginning when 
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the laser light falls on the material (as discussed in the previous section). In this theory, 

calculations show that for every elementary on-site process of optically induced 

magnetization switching, light acts as a local angular momentum reservoir at ultrashort 

time-scales. Light does not take away the total angular momentum change in the material 

but takes a part of it (with the use of orbital momentum via SO interaction as a converter) 

and triggers its redistribution. The entire process is extremely complicated as the light 

absorbed at every single site does not involve only the driving laser pulse but also the 

emitted light from the neighboring sites. 

2.8.6.  Super-diffusive spin  transport  

Spin-dependent transport of laser-excited electrons is proposed to be another channel for 

the dissipation of angular momentum during the ultrafast demagnetization [141-142]. This 

theory takes into account multiple, spin-conserving electron (e-) scattering events and 

electron cascades created by inelastic scattering. The demagnetization is described by 

developing transport equation for the super-diffusive flow of spin-polarized electrons. On 

absorbing a photon, an e- jumps to sp-like band from the d band. As the mobility of sp-like e-

s are more than the d band e-s, in this model, d e-s are treated as quasilocalized. The theory 

assumes the optical excitation to be spin conserving. Considering that the probability of the 

emission direction is isotropic and integrating over all possible angles, the statistical 

averaged flux   (number of e-s per unit time) is calculated. For a distributed source of 

excited electrons, the total first-generation flux due to all e-s with spin ʎ and energy E is: 

 ɮᾀȟὸ Ὠᾀ ὨὸὛ ᾀȟὸ‰ᾀȟὸȠᾀȟὸ  (2.49) 

Sext = Sext(ʎ, E, z, t) is the electron source term and ‰Ὓ ḳ  . Similarly, the second-

generation flux S[2] can be calculated. Finally, the equation describing the fast transport of 

the laser-excited e-s can be derived: 
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ᾀ
‰ Ὅ Ὓὲ Ὓ  

(2.50) 

Where Ὅ is the identity operator and Ὓὲ Ὓ , n[1] is the density of first-generation e-s. 

The super-diffusive transport may give rise to ultrafast demagnetization due to two 

reasons: 1) laser-excited e-s in sp bands have high velocities and 2) the lifetimes of the 
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excited spin majority and minority e-s are different. As a result of the second point, the 

excited majority carriers in 3d FMs are more mobile than the minority carriers which may 

lead to a deficit of majority carriers in the magnetic film and a transfer of magnetization 

away from the surface. 

 

2.9. Ferromagnetic resonance and the macrospin  model: Kittel 

formula  

Ferromagnetic resonance (FMR) is a phenomenon in which an alternating magnetic field is 

applied to a FM material under a steady bias field in such a way that the ac field is 

perpendicular to the bias field and the angular frequency of the ac field is equal to the 

frequency of precession of magnetization in the FM resulting in a resonance. In that case, 

the magnetization in the FM material will precess with the resonance frequency absorbing 

power from the ac field. FMR was first experimentally observed by J. Griffiths [143]  in a 

measurement analog to the Purcell-Torrey-Pound nuclear resonance experiment. 

Surprisingly it was found that the resonance frequency (ʖ0) was quite higher than the 

expected Larmor frequency (ʖL), as given by the following equation, under the same 

effective field (Heff): 

  Ὄ  (2.51) 

The explanation of the anomaly was given by Charles Kittel [144-145]. He found that one 

needs to consider the dynamical coupling caused by the demagnetizing field. All his 

calculations are done under the macrospin formalism where it is assumed that the 

magnetization is uniform throughout the sample. In this case, the magnetic moments of the 

entire sample can be replaced by a giant macrospin. 
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Fig. 2.11: Co-ordinate systems used for (a) an ellipsoid, (b) a plane and (c) a cylinder.  

For a FM material with magnetization M under a bias field Heff, the equation of motion is 

given by eqn. (2.43): 

 
Ὠ╜

Ὠὸ
╜ ╗▄██  

For a general ellipsoid as shown in Fig. 2.11, let us assume that the demagnetizing factors 

along three principal axes X, Y and Z are Nx, Ny and Nz respectively. If the bias field is along Z 

(Hz) and the rf field is along X (Hx), then the effective values of the magnetic field 

components is given by [144] : 

 Ὄ  Ὄ ὔὓ  (2.52) 

 Ὄ  ὔὓ  (2.53) 

 Ὄ  Ὄ ὔὓ  (2.54) 

Substituting eqns (2.52) to (2.54) in eqn. (2.43): 

 
Ὠὓ

Ὠὸ
Ὄ ὔ ὔ ὓ ὓ  (2.55) 

 
Ὠὓ

Ὠὸ
ὓὌ ὔ ὔ ὓὓ ὓὌ  (2.56) 
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Ὠὓ

Ὠὸ
ḙπ (2.57) 

By considering time dependent variation of M and H (exp(ÊʖÔ)), the equation of resonant 

frequency is given by: 

   Ὄ ὔ ὔ ὓ Ὄ ὔ ὔ ὓ  (2.58) 

The expressions for the resonance frequency for some standard shapes (under the co-

ordinate system convention as shown in Fig. 2.11) are listed below [144, 146]: 

Table 2.1: Eigen frequencies for some standard shapes. 

Shape 
Magnetization 

direction 

Demagnetizing Factors 

Eigen frequencies 

Nx Ny Nz 

Infinitely 

thin plane 

Tangential 0 4ʌ 0 ( )[ ]2
1

0 4 zzz MHH pgw +=  

Normal 0 0 4ʌ [ ]zz MH pgw 40 -=  

Infinitely 

thin 

cylinder 

Longitudinal 2ʌ 2ʌ 0 ( )zz MH pgw 20 +=  

Transverse 2ʌ 0 2ʌ ( )[ ]2
1

0 2 zzz MHH pgw -=  

Sphere - 4ʌ/ 3 4ʌ/ 3 4ʌ/ 3 zHgw=0  

 

2.10.  Spin-waves  

Spin-waves (SWs) were first introduced by Bloch as the low-lying excitations above the 

ground state in ordered magnetic materials [147] . If one moment is disturbed from its 

equilibrium position in an array of exchange and dipolar coupled spins, then by the 

magnetic field produced by this moment, the neighboring moments will also be disturbed. 

Thus the disturbance will propagate as a wave through the system. This is called the SW. In 
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terms of quantum mechanics, SWs are actually the eigenmodes of the exchange 

Hamiltonian of the system [148] . The Hamiltonian is written as: 

 Ὄ ςὐ ╢░Ȣ╢▒ (2.59) 

Where Si is the spin operator in units of ü for the ith atom. The quantum equation of motion 

for Sm is: 

Ὥᴐ
Ὠ╢□
Ὠὸ

╢□ȟὌ  

έὶȟ Ὥᴐ
Ὠ╢□
Ὠὸ

ςὐ ╢░Ȣ╢▒╢□ ╢□ ╢░Ȣ╢▒  

έὶȟ Ὥᴐ
Ὠ╢□
Ὠὸ

ςὐ ╢□Ȣ╢▒╢□ ╢□ ╢□Ȣ╢▒  

 έὶȟ Ὥᴐ
Ὠ╢□
Ὠὸ

ςὐ ╢▒ ╢□ ╢□  (2.60) 

Using the commutation relation ╢ ╢ Ὥ╢, we obtain: 

 ᴐ
Ὠ╢□
Ὠὸ

ςὐ╢□ ╢▒ (2.61) 

For small distortions, neglecting the higher order terms in the series expansion of eqn. 

(2.61), we have the equation of motion (in a simple cubic lattice with lattice constant a) for 

the spin as a classical quantity: 

 ᴐ
Ὠ╢

Ὠὸ
ςὐὥ ╢ ᶯ╢ (2.62) 

Extending eqn. (2.62) one obtains that for any lattice of cubic symmetry having Z nearest 

neighbors with Rn as the separation between nearest neighbors 

 ᴐ
Ὠ╢

Ὠὸ
ὐ
ὤὙ

σ
╢ ᶯ╢ (2.63) 
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Let ╢ ╢ Ⱡ, where, S0 is the unperturbed spin vector and ʀ represents a SW of small 

amplitude. Substituting in eqn. (2.63) and assuming ʀ/ S0 << 1, we get: 

 
Ὠ‐

Ὠὸ
ὤὙὛ ὐσᴐϳ ᶯ‐ (2.64) 

The above equation is a wave equation and the solutions, i.e., the SWs have the following 

form: 

‐ ‐ÅØÐ Ὥὸ ▓Ȣ►  

Where, 

 ᴐ ὤὙὛ ὐσϳ Ὧ (2.65) 

Hence, we arrive at the fundamental relation between the wave number and frequency of a 

37Ȣ 4ÈÅ 37 ÉÓ ÑÕÁÎÔÉÚÅÄ ÁÎÄ ÔÅÒÍÅÄ ÁÓ ȰÍÁÇÎÏÎÓȱ ÉÎ ÁÎÁÌÏÇÙ ×ÉÔÈ ÔÈÅ ÑÕÁÎÔÉÚÅÄ ÌÁÔÔÉÃÅ 

ÖÉÂÒÁÔÉÏÎÓ ȰÐÈÏÎÏÎÓȱȢ 37Ó ÃÁÎ ÂÅ ÕÓÅÄ ÔÏ ÃÁÒÒÙ ÉÎÆÏÒÍÁÔÉÏÎ ÉÎ ÔÈÅ ȰÍÁÇÎÏÎÉÃ ÃÒÙÓÔÁÌÓȱȢ 

They are more compatible to the nano-technology as the wavelength of SWs is lesser than 

that of the light-wave of same frequency. Similar to the phonons, magnonic bands and band 

gaps are also observed in the magnonic crystals. The magnonic band structure can be 

controlled to a large extent by controlling the sample structure and the external magnetic 

field. The study of SWs is a very useful tool to probe the dynamic properties of magnetic 

materials. Classically, the spin dynamics is governed by the Landau-Lifshitz equation 

(without damping) under the influence of an effective magnetic field Heff, which 

incorporates the contributions from both exchange and dipolar interactions. Depending on 

the wavelength range of interaction, one can have exchange dominated SWs, dipolar-

exchange SWs or dipolar SWs. 

2.10.1.  Exchange SWs 

For SWs with short wavelengths (ʇ) i.e., with long wave-vector k, the interaction is 

primarily exchange dominated. Due to the strong exchange interaction, all spins are 

parallel in the ground state. The Heisenberg exchange interaction energy on the pth spin is 

given by: 
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ςὐὛȢὛ Ὓ  

The torque on that spin is given by: 

 
ὨὛ

Ὠὸ

ςὐ

ᴐ
Ὓ Ὓ Ὓ Ὓ  (2.66) 

For small amplitude of excitation, we have: ὛȟὛ ḺὛ ÁÎÄ Ὓ ḙὛ. Considering harmonic 

solutions: 

Ὓ άὩ Ƞ Ὓ ὲὩ  

We can derive the dispersion relation for a lattice with lattice constant a and wave-vector 

k: 

 ᴐ τὐὛρ Ὧὥ (2.67) 

At long wave-length limit, ka << 1 and eqn. (2.67) reduces to: 

 ᴐ ςὐὛὥ Ὧ (2.68) 

The dispersion of exchange SW is isotropic in nature. 

It can be shown easily [146, 149] that the exchange energy of a SW varies with Dk2,  

  ϳ Ὄ τ“ὓ ὈὯ (2.69) 

where Ὀ ςὃὓϳ , A being the exchange stiffness constant and Ms is the saturation 

magnetization. 

2.10.2.  Exchange SW in thin films - perpendicular standing spin -wave modes 

Incorporating the Zeeman and volume dipolar energies, the SW dispersion relation is given 

by the famous Holstien-Primakoff [150]  relation (and later, by Herrings and Kittel [148]  in 

a more rigorous way): 

  ϳ Ὄ ὈὯ Ὄ ὈὯ τ“ὓίὭὲ—  (2.70) 
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Here, ʖk is the SW frequency, ɾ is the gyromagnetic ratio and ʃk is the polar angle between 

H and k. For SW propagation parallel to H, ʃk = 0 and eqn. (2.70) reduces to: 

  Ὄ ὈὯ  (2.71) 

The above equation does not contain any contribution from the dipolar interactions. These 

types of pure exchange dominated SW modes are often observed in thin films, where they 

propagate perpendicular to the film surface and form standing wave pattern. They are 

termed as perpendicular standing SW (PSSW) modes. The wave vector k  perpendicular to 

the film is quantized and assumes values  Ὧȟ
ὰ“
Ὠ (l = positive integer and d = film 

thickness) for both pinned and unpinned boundary conditions. For general boundary 

conditions [146] , the expression for k ,l is quite complicated. 

2.10.3.  Dipolar SWs 

Referring to eqn. (2.70), for any — π, we have contributions from dipolar interaction 

along with the exchange interaction. If the wavelength of the SWs becomes long (give range 

of values), then we have primarily dipolar SWs. Conditions under which the exchange 

interaction and electromagnetic induction can be neglected were explained by Walker 

[151] . The magnetostatic condition assumed is valid over a considerable wavelength range. 

The dispersion relations for magnetostatic modes are obtained by the simultaneous 

ÓÏÌÕÔÉÏÎ ÏÆ -ÁØ×ÅÌÌȭÓ ÅÑÕÁÔÉÏÎÓ ÁÎÄ ÔÈÅ ÅÑÕÁÔÉÏÎ ÏÆ ÍÏÔÉÏÎ ÏÆ ÍÁÇÎÅÔÉÚÁÔÉÏÎ ɉÔÈÅ ,,' 

equation) under proper boundary conditions [152] .  

)Î ÔÈÅ ÍÁÇÎÅÔÏÓÔÁÔÉÃ ÌÉÍÉÔȟ -ÁØ×ÅÌÌȭÓ ÅÑÕÁÔÉÏÎÓ ÒÅÁÄȡ 

 ᶯ Ὄ π 

(2.72) 

 ȢɳὌ τ“ὓ π 

The magnetization may be written in the form: 

 ╜ Ὑȟὸ ╜▼ □ ╡ȟὸ (2.73) 
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Here, m (R, t) is the variable part of the total magnetization. If the precession angle is small, 

the m (R, t) << Ms, and can be expanded in a series of plane waves of magnetization, or 

SWs: 

 □ ╡ȟὸ □ ὸὩ▓Ȣ╡ (2.74) 

Under this approximation, the LLG equation can be linearized and solved to obtain a 

discrete set of dispersion curves. We define the co-ordinate system such that the X-axis is 

perpendicular to the film and the external field H along Z-direction is in-the-plane of the 

film. Due to broken translational symmetry at the boundaries, the modes for a finite slab of 

thickness d are modified with respect to eqn. (2.70) giving rise to two sets of modes [153-

154] ɀ 1) surface modes and 2) volume modes. 

Let us define: 

 ɱ (
τʌ-  

(2.75)  ɱ ɱ ɱ ρ  

 ɱ ɱ ρ
ς 

The component kx no longer remains a continuous variable but takes on discrete values as 

determined by the boundary conditions. The series of modes, lying between    and   , are 

the bulk SW manifold in the low k limit. For k and Ms collinear in the film plane, a mode 

with negative dispersion is obtained. This is called the backward volume magnetostatic 

(BWVMS) mode and the corresponding dispersion relation is given by [155-156]: 

   Ὄ Ὄ τ“ὓ
ρ Ὡ

ὯὨ
 (2.76) 

This mode becomes the usual FMR mode or the Kittel mode    for k = 0. Again, if k is in the 

plane of the sample and Ms is perpendicular to the sample, then the corresponding mode is 

the forward volume magnetostatic (FWVMS) mode with the dispersion relation: 
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   Ὄ τ“ὓ Ὄ τ“ὓ
ρ Ὡ

ὯὨ
 (2.77) 

When both k and Ms are in-the-plane of the sample but perpendicular to each other, we get 

the magnetostatic surface wave (MSSW) mode or the Damon-Eshbach mode with the 

unique properties - 1) surface character, 2) non-reciprocal propagation, 3) disappears 

beyond a critical angle — ÔÁÎτ“ὓ Ὄϳ  and 4) frequencies above the upper edge of 

the SW manifold. The dispersion relation is given by [155] : 

   ὌὌ τ“ὓ ς“ὓ ρ Ὡ  (2.78) 

The amplitude is primarily concentrated near the surface and decays exponentially away 

from the surface.  

For ὯᴼЊ,  Ὄ ς“ὓ  (2.79) 

For Ὧ π,  ὌὌ τ“ὓ  (2.80) 

Observe that, as Ὧᴼπ, the mode reduces to the Kittel mode. Hence, the surface mode 

becomes a volume mode of the sample for very small values of k.  

 

2.11.  Magneto-optical Kerr effect (MOKE)  

The Faraday effect [157]  is the first ever observed magneto-optical effect which states that 

when a linearly polarized beam is transmitted through a magnetized material, the plane of 

polarization of the beam is rotated to give an elliptically polarized light. Later, in 1877, it 

was found that the same thing happens in the reflection geometry also. Upon reflection 

from a magnetized sample, a plane polarized light can be converted to an elliptically 

polarized light. This phenomenon is called the Kerr effect [158]  and the corresponding 

rotation of the plane of polarization is called the Kerr rotation. As defined in Fig. 2.12(a), 

Both the Kerr rotation (ʃk) and ellipticity (ʀk) give a measure of the magnetization of the 

sample. Ever since, after its discovery, MOKE has found to be a very efficient technique to 

probe magnetization dynamics at various time-scales and image magnetic domains. This 
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effect is significantly enhanced when the magnetized material is a ferromagnetic one [159] . 

The magneto-optical interaction introduces an orthogonal component k in the electric field 

vector of the reflected light both in- and out-of- phase to that of the reflected light r . The in-

phase component gives rise to the Kerr rotation whereas the out-of-phase component is 

responsible for the Kerr ellipticity [160] . Depending on the relative orientations of the 

plane of incidence and magnetization (M) of the sample, there are three important 

geometries of MOKE as illustrated in Fig. 2.12[(b) -(d)]: i) longitudi nal MOKE, ii) transverse 

MOKE and iii) polar MOKE. In the longitudinal case, M lies in the sample plane and parallel 

to the plane of incidence. In the polar geometry, M is perpendicular to the sample plane. 

The longitudinal and polar Kerr effects are characterized by a rotation of the plane of 

polarization; the amount of rotation is proportional to the component of magnetization 

parallel to the plane of incidence. The Kerr rotation (ʃk) and ellipticity (ʀk) can be expressed 

as ʃk +É ʀk = k/ r, when k>>r [160-161]. The longitudinal and polar MOKE occur for both p- 

and s-polarized lights whereas the transverse effect occurs only for p-polarized light. In the 

transverse geometry, M lies in the sample plane but perpendicular to the plane of 

incidence. This effect involves a change in the reflectivity of the light polarized parallel to 

the plane of incidence, not a rotation of the polarization. This change in reflectivity for the 

transverse effect depends upon the magnetization component perpendicular to the plane of 

incidence. 

 

Fig. 2.12: (a) Geometry for the Kerr rotation (ʃk) and Kerr ellipticity (ʀk). (b-d) Different MOKE 

geometries ɀ (b) Longitudinal MOKE, (c) Transverse MOKE and (d) Polar MOKE. i = incident electric 

field vector, r = reflected electric field vector, k = induced (due to MOKE effect) orthogonal 

component in the reflected electric field vector (both in and out of phase to r). 
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As a powerful tool for probing the ultrafast magnetization dynamics, it caught huge 

attention of researcher. There are many theories which explain the origin of magneto-

optical effects in FMs. This includes the band theory of metals [162]  and macroscopic 

theory considering off-diagonal terms in the dielectric tensor [163-164]. 

2.11.1.  Physical origin  

The physical origin of magneto-optic effects may be explained by the magnetic circular 

dichroism effect.  Consider the incident light is linearly polarized along the +X direction and 

is propagating along Z direction as shown in Fig. 2.13. This linearly polarized light can be 

expressed as a superposition of a right -circularly polarized (RCP) and left-circularly 

polarized (LCP) light. In absence of any external field, the expression of the linearly 

polarized light reads as [165] : 

 Ὁ
Ὁ

ς
ὩǶ ὮὩǶὩ

Ὁ

ς
ὩǶ ὮὩǶὩ  (2.81) 

With 

Ὑὅὖ ὴὥὶὸ ὥάὴὰὭὸόὨὩ Ὁ ὒὅὖ ὴὥὶὸ ὥάὴὰὭὸόὨὩ Ὁ  

 

Fig. 2.13: The incident light - linearly polarized along the +X direction and propagating along Z 

direction. 

As the light propagates through the medium, the electric field generated sets electrons into 

motion. The RCP electric field leads to right-circular electron motion and LCP electric field 
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drives the electrons in left-circular electron motion. In absence of an external magnetic 

field, the radii of these two circular motions become equal leading to a zero difference in 

the dielectric constants. However, in presence of an external magnetic field, this scenario 

changes. The electrons will feel an additional Lorentz force due to the external magnetic 

field. This will in turn affect the radii of the left- and right-circular path. As a consequence, 

there will be a finite difference in the dielectric constants of the left- and right-circularly 

polarized modes [161] . The refractive indices of RCP and LCP lights also turn out to be 

different in the presence of the external magnetic field. The expressions for the refractive 

ÉÎÄÉÃÅÓ ÉÎ ÐÒÅÓÅÎÃÅ ÏÆ Á ÆÉÅÌÄȟ ÆÏÌÌÏ×ÉÎÇ ,ÁÒÍÏÒȭÓ ÔÈÅÏÒÅÍȟ ÁÒÅ ÏÂÔÁÉÎÅÄ ÁÓȡ 

 ὲ  ὲ   (2.82) 

7ÈÅÒÅȟ ÔÈÅ ȰϹȱ ÓÉÇÎ ÒÅÆÅÒÓ ÔÏ ÔÈÅ 2#0 ÐÁÒÔ ÁÎÄ Ȱ-ȱÒÅÆÅÒÓ ÔÏ ÔÈÅ ,#0 ÐÁÒÔȢ 4ÈÅ ÁÍÐÌÉÔÕdes of 

the RCP and LCP reflected components are given by [166] : 

 Ὁ
ὲ ρ

ὲ ρ
Ὁ  

(2.83) 

 Ὁ
ὲ ρ

ὲ ρ
Ὁ  

Hence, the amplitude (and phase also) of each component is altered upon reflection. So, the 

reflected beam no longer remains a linearly polarized beam, but becomes an elliptically 

polarized light ɀ hence, gives rise to the Kerr effect. The angle, by which the major axis of 

the polarization ellipse is rotated from the original linear polarization axis, is the Kerr angle 

ʃk.  

2.11.2.  Phenomenological origin  

The dielectric tensor  ÁÎÄ ÏÐÔÉÃÁÌ ÓÕÓÃÅÐÔÉÂÉÌÉÔÙ ʔ ɀ are the two parameters, which can 

describe the optical response of a material completely. The dielectric tensor can be 

decomposed in a symmetric and an antisymmetric part. For an isotropic medium, the three 

eigenvalues are same and the dielectric tensor becomes a dielectric constant. The normal 

modes of the symmetric part, being linearly polarized lights, do not give rise to magneto-

optic effects [167] . The generalized form of  ÃÁÎ ÂÅ ÏÂÔÁÉÎÅÄ ÕÓÉÎÇ %ÕÌÅÒȭÓ ÆÏÒÍÕÌÁȡ 
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ρ Ὥὗά Ὥὗά

Ὥὗά ρ Ὥὗά
Ὥὗά Ὥὗά ρ

 (2.84) 

Where ὗ Ὥ ϳ  is the magneto-optic constant and □ ά ȟά ȟά  is the unit vector 

of magnetization. The normal modes of this antisymmetric part are the left   and right 

  circularly polarized lights, expressed as: 

  ρ ὗ□Ȣ▓ 

(2.85) 

  ρ ὗ□Ȣ▓ 

The difference between these two gives rise to the magneto-optic effects. The Fresnel 

reflection matrix R is used to derive the expression for the Kerr effect. The off-diagonal 

ÔÅÒÍÓ ÏÆ ÔÈÉÓ ÍÁÔÒÉØ ÏÒÉÇÉÎÁÔÅ ÆÒÏÍ ÔÈÅ 3/ ÃÏÕÐÌÉÎÇȢ 3ÏÌÖÉÎÇ -ÁØ×ÅÌÌȭÓ ÅÑÕÁÔÉÏÎs for the 

matrix in eqn. (2.84), R, in the basis of s and p-polarized lights, is obtained as: 

 ╡  
ὶ ὶ
ὶ ὶ  (2.86) 

The complex Kerr angles for s- and p- polarized lights are: 

 Ὸ ḳ— Ὥ‐
ὶ

ὶ
 

(2.87) 

 Ὸ ḳ— Ὥ‐
ὶ

ὶ
 

The expressions for Kerr rotation for different MOKE geometries can be found in [164] . We 

shall present here the final expressions of the Kerr angle for few cases for a thin magnetic 

film. For three mediums ɀ medium 0, medium 1 and medium 2, we denote the incident and 

transmitted angles by ʃ0, ʃ1, ʃ2 and refractive indices by n0, n1 and n2. 

¶ Polar configuration (mz = 1, mx = my =0): 

The expressions for the complex Kerr angles are: 

Ὸȟ

ὶ

ὶ

ὧέί—

ὧέί— —
Ȣὧέί—Ȣɮ 
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Ὸȟ

ὶ

ὶ

ὧέί—

ὧέί— —
Ȣὧέί—Ȣɮ 

With 

ɮ
τ“ὲὲὗὨ

‗ὲ ὲ
ȟ Ὠ ὸὬὭὧὯὲὩίί έὪ ὸὬὩ άὥὫὲὩὸὭὧ άὩὨὭόά 

¶ Longitudinal configuration (my = 1, mx = mz =0): 

The expressions for the complex Kerr angles are: 

Ὸȟ

ὶ

ὶ

ὧέί—

ὧέί— —
Ȣ
ίὭὲ—

ίὭὲ—
Ȣɮ 

Ὸȟ

ὶ

ὶ

ὧέί—

ὧέί— —
Ȣ
ίὭὲ—

ίὭὲ—
Ȣɮ 

2.10.3. Quantum mechanical origin  

In quantum mechanics, the Kerr effect is explained [168]  in terms of microscopic electronic 

structure based on the Fermi Golden rule [169]  or by the Kubo formalism [170] . 

Simultaneous occurrence of exchange splitting and SO coupling is responsible for the Kerr 

effect. The MOKE is related to the off-diagonal components of the optical conductivity 

tensor. This tensor has the form: 

 „

„  „  π

„  „  π

π π „ 

 (2.88) 

Here, the Z-axis is perpendicular to the sample. The complex Kerr angle is defined as: 

 Ὸ ḳ— Ὥ‐ (2.89) 

For a film of thickness d, its expression is obtained as: 

 Ὸ
Ὥ„

„

τ“Ὠ

‗
 (2.90) 
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Here, „  is the optical conductivity of the substrate and ʇ is the wavelength of light. This 

expression is valid only for ‗ḻὨ. 

The real part „   and the imaginary part „   of the conductivity tensor are even and 

odd, respectively, with respect to ʖ and are linked by the Kramers-Kronig relations. The 

dissipative part of the off-diagonal component of the conductivity tensor (for ʖ > 0), for an 

optical transition from the initial state i to the final state f due to the absorption of a 

photon, is given by: 

 
„ 

“Ὡ

τᴐά ɱ
Ὢ‐ ρ Ὢ‐ ἂὭȿὴȿὪἃ ἂὭȿὴȿὪἃ

ȟ

  

(2.91) 

where ὴ ḳὴ Ὥὴ , ÆɉʀɊ is the Fermi-Dirac function, ɱ is the total volume and ᴐ ḳ

‐ ‐. The factor    takes energy conservation into account. The matrix elements 

ἂὭȿὴȿὪἃ and ἂὭȿὴȿὪἃ correspond to dipolar electric trasitions for right and left circularly 

polarized lights. Clearly, „   is proportional to the difference of absorption probabilities 

of the right and left circularly polarized lights and hence, gives rise to the Kerr effect.
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3. Numerical methods  

3.1. Introduction  

For uniformly magnetized samples such as continuous thin films, the magnetization 

dynamics can be investigated under the macrospin formalism described in section 2.9. of 

chapter 2. The non-linear ordinary differential LLG equation is linearized under small angle 

approximation to extract the spin-wave (SW) frequency and other material parameters. 

However, for materials with finite size, the situation is significantly different. Finite 

boundaries result in the occurrence of uncompensated dipoles at the surface. These dipoles 

produce a demagnetizing field opposite to the external field. The resultant internal 

magnetic field becomes inhomogeneous with profile depending on the sample geometry. 

This demagnetizing field is primarily the origin of the dipolar anisotropy and its 

determination is extremely crucial for the investigation of SWs. This, in turn, affects the SW 

spectra significantly. Many existing literatures point at the importance of taking this 

demagnetizing field into account for a proper understanding of the magnetization 

dynamics [171-175]. Subsequently, various methods have been developed to determine the 

local demagnetizing field profile for samples of various shapes [64, 176-180]. One of the 

most popular methods is the micromagnetic simulations. The micromagnetics was 

developed by scientists to bridge the gap between the macrospin formalism and the 

discrete spin model (quantum mechanical approach). However, micromagnetic simulations 

are basically some sort of numerical experiments and hence, are applicable for samples 

with small dimensions only. On the other hand, the existing theoretical models, under some 

assumptions, determine the SW spectra and allow correlating the physical parameters of 

the modeled system with the SW spectra. Below, we shall discuss briefly about two such 

theoretical models, namely the Discrete Dipole Approximation (DDA) method and Plane 

Wave Method (PWM). We shall also discuss about two micromagnetic simulators which we 

have used for the analyses of the experimental results presented in this thesis. 
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3.2. Discrete dipole approximation (DDA) method  

In this method, the system under study is considered as a set of discrete magnetic dipoles 

‘► regularly arranged in sites r  of a crystalline structure [181-183]. Say, X-Y plane defines 

the base of the system and Z is the normal direction as shown in Fig. 3.1.  

 

Fig. 3.1: Example of a square rod under the DDA model. The rod has a dimension 2La 2La (N-1)a, 

where a is the lattice constant. All the moments in each lattice plane point to the Z direction due to 

the applied bias field H0. Ms is the static magnetization of the sample and □ ╜ ὓϳ . The 

magnetostatic waves are assumed to propagate along the Z direction. 

The dipolar energy is calculated by summing the contributions from each dipolar lattice 

plane parallel to the base. According to classical formula [184] , the magnetic field ▐ⱬ 

produced by all dipoles at a site ⱬ is given by: 

 

▐ⱬ
ρ

τ“

σ► ⱬ ‘►Ȣ► ⱬ ‘►ȿ► ⱬȿ

ȿ► ⱬȿ
►ⱬ

 

 

(3.1) 
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The lattice planes parallel to the base are numbered by ὲᶰộπȟὔ ρỚ. Sites within each 

plane are denoted by ►᷆ ὥὴǶήǶ with integers ὴȟήɴ ộὒȟ ὒỚ. Hence, the position of a 

magnetic dipole in the system, with lattice constant a, is given by: 

 ►ḳ ►᷆ȟὥὲḳὥὴȟήȟὲȟ ὴȟήɴ ộὒȟ ὒỚ ὥὲὨ ὲᶰộπȟὔ ρỚ (3.2) 

Therefore, we have N(2L+1)2 number of magnetic moments in the system. It is assumed 

that the Z axis is the only allowed direction of propagation and magnetic field h along Z is 

calculated. Hence, ” ὥπȟπȟὲ  where ὲᶰộπȟὔ ρỚ and reindex the dipolar field ▐ ḳ

▐ⱬ. Now, 

 ► ⱬ ὥὴǶήǶ ὲ ὲ Ὧ (3.3) 

It is further assumed that all the magnetic moments, within a particular plane, are identical, 

i.e., 

 Ⱨ ḳⱧ ȟȟȟÆÏÒ ÁÎÙ ὴ ÁÎÄ ή (3.4) 

This assumption also implies that magnetic excitations propagating in-plane are excluded. 

In the next step, a symmetric structural matrix with elements Ὀȟ  is introduced and 

defined as: 

 Ὀȟ ḳ  

ρ
ςὴ ή ὲ ὲ

ὴ ή ὲ ὲ Ⱦ
ȟ

 (3.5) 

Exclusion of the reference point [0, 0, nȭɎ ÆÒÏÍ ÔÈÅ ÓÕÍÍÉÎÇ ÉÓ ÉÎÄÉÃÁÔÅÄ ÂÙ ÔÈÅ ÐÒÉÍÅ 

symbol. The magnetic field, in terms of this matrix, can be written as: 

 ▐ⱬḳ▐
ρ

τ“
Ὀȟ

Ƕ‘ Ƕ‘ ςὯ‘

ὥ
 (3.6) 

In this model, magnetization is introduced in a phenomenological manner. For the case of a 

simple cubic lattice, it can be defined as  ╜ Ⱨ ὥϳ . Then, eqn. (3.6) becomes: 
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 ▐
ρ

τ“
Ὀȟ Ƕὓ Ƕὓ ςὯὓ  (3.7) 

Eqn. (3.5) defines the dipolar matrix D with elements Ὀȟ . Magnetic mode properties are 

deduced with the help of this matrix. This matrix is symmetric: Ὀȟ ḳ Ὀȟ . Defining 

ὲ ὲ, the measure of the distance between two planes, with π ὲ  ὔ ρ, equation 

(3.5) can be rewritten as: 

 

Ὀ ḳὈȟ ḳ Ὀȟ ḳὈ  

ρ
ςὴ ή 

ὴ ή  Ⱦ
ȟ

 

 

(3.8) 

 

Let us assume that the sample is under an external magnetic field H0 along the Z axis. If H0 

is strong enough to orient all moments precessing about Z axis, then the magnetization 

vector can be decomposed into two components: i) static part Ms parallel to Z axis and ii) 

dynamic part m lying in the X-Y plane as shown in Fig. 3.1: 

 ╜ ὓὯ □  (3.9) 

Ms is homogeneous throughout the sample and ȿ□ȿḺὓ . Similarly, ▐  can also be 

decomposed into static and dynamic parts: ▐ ▐ ▐ . Using eqn. (3.7), one can 

deduce: 

 ▐
ρ

ς“
Ὀȟ ὓὯ  

(3.10) 

  ▐
ρ

τ“
Ὀȟ □  

The dynamics of a magnetic moment is governed by the Landau-Lifshitz (LL) equation 

(without damping, eqn. (2.43)): 

 ╜

ὸ
‘╜ ╗ ȟ  (3.11) 
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The effective magnetic field ╗ ȟ  acting on a magnetic moment in the plane Îȭ is 

primarily a superposition of H0 and ▐ in the magnetostatic limit.  

 ╗ ȟ ╗ ▐ Ὄ Ὤ Ὧ ▐  (3.12) 

Combining eqns (3.9), (3.11) and (3.12), LL equation becomes: 

 □

ὸ
‘ ὓὯ □ Ὄ Ὤ Ὧ ▐  (3.13) 

The above equation is solved under linear approximation. The problem finally reduces to 

an eigenvalue equation. The eigenvalues give the frequencies of the magnetostatic modes 

propagating along the direction of the applied field. 

 

3.3. Plane wave method (PWM)  

The PWM is an extremely useful method for determining excitation spectra in systems with 

discrete translational symmetry [185-189]. The conceptual simplicity and its applicability 

to any type of lattice, any shape of scattering centers and various dimensions of the 

periodicity make this method popular among researchers. Its formulation is based on the 

expansion of the eigenvectors in terms of superposition of plane waves. 

For the calculation of SW spectra in magnonic crystals (MCs), we will start with the 

phenomenological LL equation as mentioned in eqn. (3.11). In this case, M and Heff are 

functions of position vector r  and time t, so  

 
╜ ►ȟὸ

ὸ
‘╜ ►ȟὸ ╗▄██►ȟὸ (3.14) 

SW dispersion is calculated using the equation mentioned above. As discussed in the 

previous section, the effective magnetic field consists of the Zeeman field (ὌὯ), anisotropy 

field, exchange field (Hex) and the magnetostatic field (Hd). Both M and Hd can be 

decomposed into a static and a dynamic part: 
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 ╜ ►ȟὸ ὓὯ □ ►ȟὸ 

(3.15) 

 Ὄ Ὄ ὶ Ὤ ὶȟὸ 

)Î ÔÈÅ ÍÁÇÎÅÔÏÓÔÁÔÉÃ ÁÐÐÒÏØÉÍÁÔÉÏÎȟ ÕÓÉÎÇ -ÁØ×ÅÌÌȭÓ ÅÑÕÁÔÉÏÎÓȟ ×Å ÈÁÖÅȡ 

 ᶯ ▐ ►ȟὸ π 

(3.16) 

 Ȣɳ▐ ►ȟὸ □ ►ȟὸ π 

The exchange contribution can be written in terms of the exchange length ʇex as: 

 ╗ ►ȟὸ Ȣɳ‗ ►ȟὸɳ ╜ ►ȟὸ 

(3.17) 

where, ‗
ςὃ

‘ὓ
 

A is the exchange stiffness constant. Hence, neglecting anisotropy, the effective field takes 

the form: 

 ╗ ►ȟὸ ὌὯ Ȣɳ‗ ►ȟὸɳ ╜ ►ȟὸ ▐ ►ȟὸ (3.18) 

Eqn. (3.14) is solved with this effective field under linear approximation. In PWM, the 

search is all about a solution in the form of monochromatic SW: □ ►ȟὸͯ Ὡ , ʖ being the 

wave frequency. The dynamic component of Hd also has the same form of time 

dependence: ▐ ►ȟὸ ▐ ►Ὡ . 

Using linear approximation, from eqns (3.14) and (3.16), we get: 

 

Ὥɱά ►
ρ

Ὄ
ὓ Ȣ‗ ά ► ά ►

ρ

Ὄ
ά ► Ȣ‗ Ȣὓ

ὓ

Ὄ

►

Ὠώ
π 

(3.19) 

 
Ὥɱά ►

ρ

Ὄ
ὓ Ȣ‗ ά ► ά ►

ρ

Ὄ
ά ► Ȣ‗ Ȣὓ

ὓ

Ὄ

►

Ὠὼ
π 

(3.20) 
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ᶯ►
ά ►

ὼ

ά ►

ώ
π (3.21) 

ʕ(r ,t) is the magnetostatic potential and ɱ is a dimensionless parameter called as the 

reduced frequency defined as: 

  


ȿȿ‘Ὄ
 (3.22) 

In the MC, it is assumed that Ms and ʇex values are periodic functions of the in-plane 

ÐÏÓÉÔÉÏÎ ÖÅÃÔÏÒ ×ÉÔÈ Á ÐÅÒÉÏÄ ÅÑÕÁÌ ÔÏ ȰaȱȢ 

 ὓ ► ╪ ὓ ►ȟ    ‗ ► ╪ ‗ ► (3.23) 

Eqns (3.19)-(3.21) will be solved by the PWM. Following Bloch theorem we have, the 

solution of a differential equation with periodic coefficients can be represented as a 

product of plane wave functions and a periodic Bloch function: 

 □ ► □▓►Ὡ
▓Ȣ► □▓╖Ὡ

▓ ╖Ȣ►

╖

 (3.24) 

 

 ► ▓►Ὡ
▓Ȣ► ▓╖Ὡ

▓ ╖Ȣ►

╖

 

where ά▓► ╪ □▓► ÁÎÄ ▓► ╪ ▓► (3.25) 

k is a wave-vector in the first Brillouin zone and G denotes the reciprocal lattice vector. The 

next step is the Fourier transform to map the coefficients Ms and ʇex in eqns (3.19)-(3.21) 

into the reciprocal space using the formula: 

 ὓ ► ὓ ╖Ὡ╖Ȣ►

╖

 

(3.26) 

 ‗ ► ‗ ╖Ὡ╖Ȣ►

╖
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When a finite no. of reciprocal lattice vectors are used in the above equations, then the 

problem reduces to an eigenproblem which can be expressed in a matrix form: 

 ὓ□▓ Ὥɱ□▓ (3.27) 

The eigenvalues are ɱ. Eqn. (3.27) is solved numerically. However, it is important to put the 

solutions, obtained by this method, to the convergence test. 

 

3.4. Micromagnetic simulation s 

Micromagnetism, in a broader sense, is a tool for studying a wide variety of phenomena 

involving magnetization reversal and dynamics. It is a continuum theory which describes 

the behavior of magnetization in a significant length-scale which is large enough to replace 

atomistic magnetic moments by a continuous function of position and small enough to 

reveal the transitions between magnetic domains. A huge improvement in the availability 

of large-ÓÃÁÌÅ ÃÏÍÐÕÔÅÒ ÐÏ×ÅÒ ÉÎ ÔÈÅ ÍÉÄ ρωψπȭÓ ÌÅÄ ÔÏ Á ÔÒÅÍÅÎÄÏÕÓ ÐÒogress in the field 

of micromagnetic simulations. Numerical simulations based on the finite difference method 

(FDM) or finite element method (FEM) help to establish a correlation between the local 

arrangement of magnetic moments and the microstructural features on a length scale of 

several nanometers. 

In micromagnetic simulations, the LLG equation (eqn. (2.44)) is solved assuming the 

magnetization to be a continuous function of position and deriving relevant expressions for 

different  energy terms involved (section 2.4. of chapter 2). The stable equilibrium state is 

ÏÂÔÁÉÎÅÄ ÂÙ ÍÉÎÉÍÉÚÉÎÇ ÔÈÅ ÔÏÔÁÌ 'ÉÂÂȭÓ ÆÒÅÅ ÅÎÅÒÇÙ ×ÉÔÈ ÒÅÓÐÅÃÔ ÔÏ ÔÈÅ ÍÁÇÎÅÔÉÚÁÔÉÏÎȢ 

Apart from the magnetostatic contribution, all other energy terms depend only locally on 

ÔÈÅ ÍÁÇÎÅÔÉÚÁÔÉÏÎȢ 4ÈÕÓ ÄÉÒÅÃÔ ÅÖÁÌÕÁÔÉÏÎ ÏÆ ÔÈÅ ÔÏÔÁÌ 'ÉÂÂȭÓ ÆÒÅÅ ÅÎÅÒÇÙ ÉÓ ÅØÐÅÎÓÉÖÅ ÉÎ 

terms of both memory space and time. The magnetostatic field is a long-range interaction 

and hence its calculation consumes a lot of time. This long-range nature of the interaction 

can be eliminated by introducing a magnetic vector potential. This long-range interaction 

free energy functional leads to effective numerical algorithm requiring only limited 

memory. The expression for the total free energy of the system can be written as: 
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Ὁ

ὃ

ὓ
ὓɳ ὑ όȢ

ὓ

ὓ
ὓȢὌ

ρ

ς‘
ᶯ ὃ ὓ Ὠὠ (3.28) 

Ms, A and K1 are respectively the saturation magnetization, exchange stiffness constant and 

anisotropy constant. The first term in eqn. (3.28) is the contribution from the exchange 

interaction, second term takes into account the uniaxial (along uc) magnetocrystalline 

energy, the third term is the Zeeman coupling term and the last term is the magnetostatic 

term. As the computation of the last term consumes huge time and memory, extremely 

simplified and regular microstructures (whose periodicity can be used to make the 

calculation fast) can be used. However, this may introduce artifacts into the simulated 

results. The computation of the demagnetizing field from the magnetic volume and surface 

charges is proportional to N2 in terms of both storage and computation time, where N is the 

no. of cells into which a system is discretized in FDM or FEM calculations. Fast adaptive 

algorithms are used in numerical micromagnetics using fast Fourier transform (FFT) or 

multipole expansion on regular computational grids to speed up the computation. It is 

evident that this method will not be applicable for finite element based codes due to 

irregular mesh structure. 

 

Fig. 3.2: Discretization of a sample into (a) cuboidal cells following finite difference method (FDM) 

and (b) tetrahedral cells following finite element method (FEM). 

There are different simulator packages available as listed below [190] : 

Table 3.1: Different simulator packages. 

 Name of 

Simulation 
Developer 

Calculation 

Method 
Source Websites 
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Code 

Free 

Software 

Packages 

Object 

Oriented 

Micromagne

tic 

Frameworks 

(OOMMF) 

M. Donahue 

and D. Porter 
FDM 

http://math.nist.gov/

oommf/  

NMAG 
H. Fangohr and 

T. Fischbacher 
FEM 

http://nmag.soton.ac.

uk 

MAGPAR Werner Scholtz FEM 

http://magnet.atp.tu

wien.ac.at/scholz/ma

gpar 

Commercial 

Software 

Packages 

LLG 

Simulator 

M. R. 

Scheinfein 
FDM 

http://llgmicro.home.

mindspring.com/  

MicroMagus 
D.V. Berkov 

and N. L. Gorn 
FDM 

http://www.microma

gus.de/ 

 

To solve a particular problem, one has to choose the appropriate solver to get reliable 

results [6, 35, 191-204]. A thumb rule is that micromagnetic simulations are valid for time 

scales > 1 ps and length scales > 1 nm. All the micromagnetic simulation works presented 

in this thesis are done by FDM by using either the OOMMF software or the LLG 

micromagnetic simulator software. Below, we will discuss briefly about the FDM, the 

general algorithm followed in numerical simulations to solve the LLG equation, and OOMF 

and LLG softwares. 

FDM is a popular method to find approximate solutions of partial differential equations. 

The partial derivatives of a function u(r, t) is replaced by finite difference quotients 
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ЎὼȟЎώȟЎᾀ ÁÎÄ Ўὸ in FDM and this process is known as discretization process with the 

corresponding error as the discretization error. 

 όὼ Ўὼȟώȟᾀȟὸ  όὼȟώȟᾀȟὸ Ўὼ
όὼȟώȟᾀȟὸ

ὼ
  
Ўὼ

ς

όὼȟώȟᾀȟὸ

ὼ
Ễ (3.29) 

A set of partial differential equations are converted to a set of algebraic equations by the 

discretization process. The solution or derivative is specified on the boundaries. The 

approximate solution at any other point is obtained by solving these algebraic equations 

ÎÕÍÅÒÉÃÁÌÌÙ ÂÙ ÓÏÍÅ ÉÔÅÒÁÔÉÖÅ ÍÅÔÈÏÄ ÌÉËÅ %ÕÌÅÒȭÓ ÏÒ 2ÕÎÇÅ-Kutta methods.  

In order to solve the LLG equation, first the sample is divided into a number of identical 

cuboidal cells with dimension < the exchange length ʇex of the corresponding material. Each 

cell is assigned a single spin. In each cell, all differential operators are replaced by FD 

operators.  

For the calculation of the hysteresis loop: First, the sample is saturated by applying a high 

magnetic field HȢ 4ÈÉÓ ÓÔÁÔÅ ÃÏÒÒÅÓÐÏÎÄÓ ÔÏ ÔÈÅ ÓÔÁÔÅ ×ÉÔÈ ÍÉÎÉÍÕÍ 'ÉÂÂȭÓ ÆÒÅÅ ÅÎÅÒÇÙȢ ! 

change in the external field by ЎὌ amount changes the energy surface by ЎὉ amount, 

hence, drives the system out of the equilibrium condition. Unless ЎὌ is sufficiently high to 

change the energy by ЎὉ amount, the position of the system will be close to some local 

minimum of energy. Once the curvature of the energy surface is altered by ЎὉ amount, this 

local minimum vanishes and the system starts to find another minimum energy state 

following eqn. (2.44). The hysteresis loop is calculated by the repeated minimization of 

energy for the increasing and decreasing applied field.  

For the calculation of magnetization dynamics: To obtain the time evolution of 

magnetization, eqn. (2.44) is integrated for each cell. After each time step, the local field is 

calculated in each computational cell. To compute the contribution from the exchange 

interaction, the first term in eqn. (3.28) is discretized to obtain the following approximate 

expression: 

 
Ὄ ȟ

ςὃ

ЎὼȢὓ
ὓ

ᶰ

 (3.30) 
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NN signifies nearest neighbors. The approximation of using finite difference quotients is 

valid only for small angle of precession. The expression for the contribution of the 

magnetocrystalline anisotropy is given as: 

 Ὄ
ςὑ

ὓ
ό ╜Ȣ◊  (3.31) 

To calculate the demagnetizing field, in FDM, a dipole is assumed at the center of each cell. 

The demagnetizing field is given by net field generated by these dipoles: 

 Ὄ
Ўὼ

‘τ“

ὓ

Ὑ
σ
Ὑ ὓȢὙ

Ὑ
 (3.32) 

With all these, the Zeeman contribution is added to calculate the local field. 

The Object Oriented Micromagnetic Framework (OOMMF) software was developed by 

Mike Donahue and Don Porter at the National Institute of Standards and Technology, MD in 

1999 [205] . All the calculations performed in OOMMF are at T = 0 K. This software relies on 

the C++ compiler. The problem is specified with all the necessary input parameters and 

ÉÎÉÔÉÁÌ ÃÏÎÄÉÔÉÏÎÓ ÉÎ Á ȰȢÍÉÆȱ ÆÉÌÅ ×ÒÉÔÔÅÎ ÉÎ ÔÈÅ 4ÃÌȾ4Ë ÓÃÒÉÐÔȢ $ÕÒÉÎÇ ÔÈÅ ÓÉÍÕÌÁÔÉÏÎȟ ÔÈÅ 

magnetization confÉÇÕÒÁÔÉÏÎÓ ÁÔ ÖÁÒÉÏÕÓ ÓÔÅÐÓ ÁÒÅ ÕÐÄÁÔÅÄ ÂÙ ÔÈÅ ȰÅÖÏÌÖÅÒÓȱȢ 4ÈÅ //--& 

has primarily two types of evolvers: 1) time evolvers (to handle the LLG equation) and 2) 

minimization evolvers (to find the local minimum on the energy surface through direct 

minimizatioÎ ÔÅÃÈÎÉÑÕÅÓɊȢ %ÖÏÌÖÅÒÓ ÁÒÅ ÐÁÉÒÅÄ ÕÐ ×ÉÔÈ ÃÏÒÒÅÓÐÏÎÄÉÎÇ ȰÄÒÉÖÅÒÓȱ ÔÏ ÓÏÌÖÅ Á 

particular problem. Evolvers implement some standard methods to solve the LLG ordinary 

differential equation. The drivers determine the completion of a simulation stage/run using 

specified stopping criterion in the input MIF file. The stopping criterion is basically set on 

the convergence value of the maximum torque □ ╗, where □  ╜ ὓϳ . This is achieved 

by setting a stopping value for the individual stage time or Ὠ□ Ὠὸϳ  in such a way that the 

value of the maximum torque goes well below 10-6 A/m. 

The LLG micromagnetic simulator [206]  is another simulation package based on FDM but 

runs only on Windows operating systems. It is a full 3-D simulation tool. Unlike OOMMF it 

can incorporate temperature dependence in the simulations by providing an equivalent 
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random magnetic field. This feature is extremely useful as quasistatic magnetic properties 

depend significantly on temperature. It can compute equilibrium  magnetization 

distribution s in small particles and in thin films, as well as fundamental properties, such as 

the coercive field, stray fields, switching time, interlayer coupling strength, vortex and 

domain-wall lengths. It can also simulate the structure and response of magnetic devices, 

such as magnetic random access memory, spin valves, AMR and GMR heads, and magnetic 

sensors. Another advantage of LLG is it can compute standard magnetic imaging contrast 

mechanisms realized in Lorentz microscopy, electron holography, SEMPA, and magnetic 

force microscopy. LLG micromagnetic simulator also provides a very easy, yet precise and 

detail control over the input parameters for complicated structures (e.g., ML structures) 

unlike OOMMF or NMAG. Here also the convergence criterion is set on the maximum 

torque m×H << 10-6 A/m, where m = M/ Ms, which was always reached within the allowed 

relaxation time. On top of all these features, LLG has various options for an attractive 

visualization of the simulated results. 

 

3.5. Calculations of power and phase profiles of resonant 

modes 

To investigate the power and phase profiles of the resonant modes, we have used the 

Dotmag software developed by our group [201-202]. This software uses the output files 

ÆÒÏÍ ÔÈÅ //--& ÓÏÆÔ×ÁÒÅȢ //--& ÇÅÎÅÒÁÔÅÓ Á ÎÕÍÂÅÒ ÏÆ ȰȢÏÍÆȱ ÆÉÌÅÓ ×ÈÉÃÈ ÃÏÎÔÁÉÎ ÔÈÅ 

information about the magnetization distribution at a particular time. These files can be 

used to plot the spatial distribution of magnetization in the sample. However, at a 

particular time, the profiles show a magnetization map which is a superposition of multiple 

resonant modes present in the system with proper powers and phases. The extraction of 

the power or phase profile for a particular resonant mode is a non-trivial job. To perform 

this job, first, one spatial co-ordinate (either x or y or z) of the time-dependent 

magnetization is fixed and discrete Fourier transform is performed with respect to time in 

the Dotmag software. The output files can be now plotted to obtain the space dependent 

power and phase at discrete frequencies (f). The frequency resolution depends on the total 
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simulation time window and the spatial resolution depends on the discretization used 

during the micromagnetic simulations. During the fast Fourier transform (FFT), if we fix 

the z co-ordinate at ᾀ ᾀ to obtain the power and phase distribution in the X-Y plane, then 

we have: 

 ὓ Ὢȟὼȟώ ὊὊὝὓ ὸȟὼȟώ  (3.33) 

The power and phase profiles for a particular resonant mode at Ὢ Ὢ can then be 

expressed as: 

 

Power: ὖ ȟ ὼȟώ ςπ ὰέὫὓ Ὢȟὼȟώ  (3.34) 

Phase: ɮ ȟ ὼȟώ ÔÁÎ
Ὅάὓ Ὢȟὼȟώ

ὙὩὓ Ὢȟὼȟώ
 (3.35) 
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4. Fabrication, synthesis, characterization and 

measurement techniques  

4.1. Introduction  

The key challenges to study the static and dynamic magnetic properties of magnetic thin 

films and nanostructures are the synthesis or fabrication of high quality magnetic thin films 

and nanostructures and their proper characterization. Technology demands fabrication of 

nanomagnets with narrow size dispersion and in an ordered array over a macroscopic 

length scale. The intrinsic static and dynamic magnetic properties depend significantly on 

the interface quality along with crystallinity, chemical purity and spatial and chemical 

uniformity of the nanostructures. The other challenge is to develop cost-effective 

fabrication techniques for high yield. Various fabrication/synthesis techniques have been 

developed to prepare high quality magnetic nanostructures. Depending upon the 

requirement, different techniques are used for the sample fabrication for different 

measurements. Also, a variety of physical properties of the nanostructures needs to be 

studied thoroughly before any application. Hence, different techniques were used to 

characterize the surface/interface properties, crystallinity or chemical purity of the 

samples. Only after a satisfactory characterization, the samples are used for investigating 

the quasistatic and/or ultrafast magnetization dynamics. In this chapter, we will discuss 

briefly about some state of the art fabrication and characterization techniques which were 

used in the works presented in this thesis. We will also discuss about the static and time-

resolved magneto-optical Kerr effect microscopes which were developed during the course 

of this thesis and used to measure the static and dynamic magnetic properties presented in 

this thesis. 
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4.2. Fabrication  

4.2.1. Sputtering  

Sputtering is particularly suitable for preparing good quality magnetic thin films and 

multilayers (MLs). It is, basically, a multiple collision process involving a cascade of moving 

target atoms and is schematically shown in Fig. 4.1. It was invented more than 150 years 

ago [207]  ÁÓ ȰÃÁÔÈÏÄÅ ÓÐÕÔÔÅÒÉÎÇȱȢ )Î ÓÐÕÔÔÅÒÉÎÇȟ ÈÉÇÈ ÅÎÅÒÇÙ ÐÁÒÔÉÃÌÅÓ ÁÒÅ ÕÓÅÄ ÔÏ ÓÕÐÐÌÙ 

kinetic energy to the target to eject material which is subsequently deposited on the 

substrate. These energized particles remain in the system as a glow diffuse plasma. The 

plasma is formed due to the ionization of a gas between the cathode and the anode. In 

terms of the power source used to generate the plasma and the way of manipulating it, the 

sputtering systems are categorized. We have used the magnetron sputtering. The plasma is 

actually partially ionized gas consisting of cations, anions and neutral atoms. The overall 

charge is neutral. In sputtering, the target material is the cathode and the substrate serves 

as the anode. The breakdown of some inert gas sustains the plasma. Argon is the most 

widely used working gas. There are two very advantageous properties of the argon gas ɀ i) 

it has larger mass as compared to neon and helium and ii) it is less expensive as compared 

to xenon and krypton. The sputter yield S, i.e., the efficiency of the inert gas for sputtering 

out materials from the target is proportional to the ratio masses of the inert gas (m1) and 

the target (m2) [208] : 

 Ὓθ
ά ά

ά ά
 (4.1) 

Several conditions have to be fulfilled to have steady plasma. At the beginning, the 

deposition chamber is evacuated to achieve a base pressure of about 10-7 - 10-8 Torr. This 

helps in reducing impurity content in the sputter deposited material. After achieving a 

satisfactory base pressure, the argon is introduced in the chamber to attain a deposition 

pressure of few mTorr. In the next step, a negative dc potential of few hundred mV is 

applied to the cathode. Once an electron acquires sufficient kinetic energy to travel towards 

the anode, it collides with the argon atoms to form argon ion which, in turn, ignites the 

plasma. In a magnetron sputtering system, a magnetic field is used to trap secondary 
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electrons emitted near the surface. It helps to increase the deposition rate, decrease 

impurity concentration and achieve deposition at lower substrate temperature. This 

magnetic field causes the electrons, emitted from the cathode, to travel in a cyclic path 

between the cathode and the anode. As a result, the working gas, i.e., argon gas undergoes a 

greater rate of ionization, and hence, a greater rate of sputtering is achieved as compared 

to the conventional (without magnetron) sputtering. 

 

Fig. 4.1: Schematic of the sputtering technique. 

4.2.2. Focused ion beam (FIB) milling  

Focused ion beam (FIB) milling [209]  is a popular tool for fabricating nanoscale patterned 

ÓÁÍÐÌÅÓȢ 7Å ÈÁÖÅ ÕÓÅÄ ÔÈÅ &%) (ÅÌÉÏÓ .ÁÎÏ,ÁÂΆ φππ $ÕÁÌ "ÅÁÍ ɉ&)"Ⱦ3%-Ɋ ÔÏ ÆÁÂÒÉÃÁÔÅ 

patterned samples like ferromagnetic antidots in our work. This machine is equipped with 

an extremely high resolution %ÌÓÔÁÒΆ ÅÌÅÃÔÒÏÎ ÃÏÌÕÍÎ ×ÉÔÈ Á &ÉÅÌÄ %ÍÍÉÓÓÉÏÎ 'ÕÎ ɉ&%'Ɋ 

electron source.  The capabilities of the FIB for small probe (diameter ~ 5 nm) sputtering 

are achieved by the liquid metal ion source (LMIS). We have used Ga as LMIS because of the 

following advantages of Ga: 

1. Low melting point. 
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2. Low volatility.  

3. Low vapor pressure. 

4. Excellent electrical, mechanical and vacuum properties. 

5. Emission characteristics enable high angular intensity with a small energy spread. 

To obtain pattern, the sample is first mounted on a stage and inserted inside the chamber. 

The chamber is then evacuated to a pressure down to 10-6 Torr.  The electron pole is placed 

exactly vertical to the chamber whereas the ion pole is tilted by 450 with respect to the 

electron pole/chamber [Fig. 4.2(a)]. After achieving the desired vacuum, the sample stage 

is tilted by 520 to reach the eucentric point as shown in Fig. 4.2(b). In the next step, the 

electron and ion source voltages (30 kV) are turned on. A particular portion of the sample 

is then identified which will be patterned and then it is scanned by the Ga ions. After that, 

the desired pattern is drawn by varying the X, Y and Z coordinates. Here, the Z coordinate 

controls the thickness. The ion beam current is then adjusted according to the requirement. 

It must be kept in mind that too much of ion beam current can damage the sample 

significantly. Finally, the ion beam mills out the material from the exposed areas according 

to the drawn pattern, thus creating the desired patterned sample.  

 

Fig. 4.2:  Arrangement of the electron gun, ion gun and sample in the chamber (a) before and (b) 

after the evacuation. 
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4.3. Synthesis 

Magnetic nanowires (NWs), studied in the course of this thesis, were synthesized by the 

electrodeposition technique. Electrodeposition technique for fabrication of nanostructure 

uses a nanoporous membrane for deposition of material through the pores. It is a very 

efficient and cost-effective method [87]  to produce large aspect ratio NWs at large scales 

with different diameters, lengths, and crystallinity.  

 

Fig. 4.3: A typical electrodeposition cell. 

The limit to which a material can be used as template is defined by its reactivity with the 

electrolyte used for deposition. Almost any solid matter can be deposited inside the pores 

of a template. By depositing metals into the pores, NWs with a diameter predetermined by 

the template pore diameter can be formed.  

Electrodeposition is the process of producing a coating, usually metallic, on a surface by the 

action of electric current. The deposition of a metallic coating onto an object is achieved by 

putting a negative charge on the object to be coated and immersing it into a solution which 

contains a salt of the metal to be deposited (in other words, the object to be plated is made 

the cathode of an electrolytic cell). A schematic of a typical electrodeposition cell is 

presented in Fig. 4.3. The metallic ions of the salt carry a positive charge and are thus 

attracted to the object. When they reach the negatively charged object (that is to be 

electroplated), it provides electrons to reduce the positively charged ions to metallic form. 



73 
 Chapter 4 

Gold coated anodic aluminium oxide (AAO) (Whatman/Synkera Technologies) [210]  and 

polycarbonate track etched (PCTE) (Whatman) membranes attached either on gold coated 

glass slides or copper strips are used as the working electrode in our study. A 250ml 

beaker is used for containing the electrolyte solution. It is covered by a glass plate through 

which electrodes are inserted into the solution.  Platinum foil serves as the counter 

electrode and saturated calomel electrode (SCE) as the reference electrode in our study. A 

Potentiostat (Chi600b) was used to apply constant potentials for appropriate durations for 

material deposition. The deposition potential is determined from the cyclic voltammetry 

curve. Chronoamperometry is used to perform the deposition. In chronoamperometry the 

potential of the working electrode is varied and the resulting faradaic current occurring at 

the electrode (caused by the potential step) is monitored as a function of time. Cobalt and 

Nickel nanowire arrays have been deposited through PCTE membranes (of average pore 

diameter 100 nm) and AAO templates (of average pore diameters of 35 and 55 nm). The 

electrolytic solution used contains Nickel or Cobalt Sulphate (NiSO4, 7H2O or CoSO4, 7H2O) 

salt, Boric Acid (H3BO3) and Sodium Lauryl Sulphate (SLS). The details are given below: 

Table 4.1: Chemical composition of the electrolytic solution. 

VOLUME OF THE SOLUTION 100 ml 

CoSO4.7H2O/ NiSO4.7H2O 0.842 g 

H3BO3 0.742 g 

SLS 1 g 

 

SLS was used for wetting of the membrane pores. This is essential to avoid trapping of air 

bubbles inside the nanopores as the trapped air bubbles will prevent deposition of material 

through pores. Moreover these trapped bubbles disturb the optimized parametrs which 

lead to unbalancing of electrochemical processes. At first, cyclic voltammetry was 

performed to select the proper deposition potential of the material concerned. The 

deposition potential used is -1.0V for both Co and Ni. Using this potential, Ni and Co were 
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deposited through PCTE and AAO for different deposition times to get NWs of varying 

length. To release the NWs for further investigation, the PCTE membrane was soaked in 

dichloromethane and AAO template in different concentrations of NaOH for different times. 

Various methods were tried to dissolve the membrane (both AAO and PCTE) after 

deposition in order to get NWs free for further characterization. The schematic of the 

fabrication procedure is shown schematically in Fig. 4.4. 

 

Fig. 4.4: Nanowire fabrication procedure: (a) gold coating on one face of the template by sputtering. 

(b) Deposition of metal ions through the pores of the template. (c) Nanowires after dissolution of 

templates. 

 

4.4. Characterization techniques  

4.4.1. Scanning electron microscopy (SEM)  

The scanning electron microscope (SEM) is a popular tool to study surface topography and 

morphology of samples. In a typical SEM, the phenomenon of thermionic emission or an 

electric field is used to generate a stream of electrons from a cathode. We have used both 

types of scanning electron microscopes. For first case, the source of the electrons is an 

electron gun fitted with a tungsten filament cathode, whereas, the electrons are emitted 

from a field emission cathode in the second case. Narrower electron beam profile can be 

achieved with the field emission process, which results in a better spatial resolution than 

the thermionic emission electrons. The energy of the electrons can be varied from few 

http://infohost.nmt.edu/~mtls/instruments/Fesem/basic%20concepts1.htm
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hundreds eV to few tens of keV. A gradient of electric field is used to accelerate the emitted 

electrons.  

 

Fig. 4.5: Schematic diagram of the scanning electron microscope (SEM). 

The beam first passes through two electromagnetic lenses, termed as condenser lens (Fig. 

4.5) and then through an electromagnetic scanning coil and finally, is focused onto the 

sample [211] . When deflected by the scanning coil in the X and Y directions (i.e., in the 

plane of the sample), the beam performs a raster scan over a rectangular area of the sample 

surface. Upon interaction with this highly energetic electron beam, different types of 

electrons including secondary electrons, backscattered electrons and Auger electrons are 

emitted or scattered from the sample due to the elastic and inelastic collisions. Energy is 

also emitted in the form of characteristic X-rays and visible light (cathodo-luminescence). 

The secondary electrons, produced by inelastic scattering of incident electrons with the 

atoms of the sample are detected by a detector. By comparing the intensity of these 

secondary electrons to the scanning primary electron beam, an image of the sample surface 

is constructed and displayed on a monitor. SEM images have large depth of field due to a 

http://infohost.nmt.edu/~mtls/instruments/Fesem/basic%20concepts1.htm
http://infohost.nmt.edu/~mtls/instruments/Fesem/fesem_types_of_signals.htm
http://infohost.nmt.edu/~mtls/instruments/Fesem/fesem_types_of_signals.htm
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very narrow electron beam. As a result, SEM has the capability  of producing three-

dimensional images, which are quite important for investigating the surface structure of a 

sample. The samples are generally mounted rigidly on a specimen stub with the help of a 

carbon tape. The samples should be electrically conductive at the surface and electrically 

grounded to prevent the accumulation of electrostatic charge at the surface. We have used 

Ȱ&%) 15!.4! ςππȱ ÁÎÄ Ȱ&%) (ÅÌÉÏÓ .ÁÎÏ,ÁÂ φππȱ SEMs to characterize our samples. 

4.4.2. Energy dispersive X -ray (EDX) 

A powerful tool for the elemental analysis or for investigating the chemical purity of a 

sample is the Energy dispersive X-ray (EDX) spectroscopy. The principle of operation of an 

EDX spectrometer is shown schematically in Fig. 4.6.  

 

Fig. 4.6: Interaction of accelerated electrons with a sample and emission of X-rays is shown 

schematically. 

At the ground state, every atom contains a number of electrons moving around the nuclei 

and arranged in different shells. In this technique, a high energy beam of charged particles, 

like electrons, protons or sometimes X-rays, is used to stimulate the sample and to eject out 

electrons from an inner shell, thus creating a hole. Electrons from outer shells with higher 

energies jump to the inner shell to fill up the hole. The difference of energy of these two 

levels is radiated in the form of an X-ray. Since the atomic structure of each element is 

unique, the energy of the emitted X-rays, which is basically the characteristics of an 



77 
 Chapter 4 

eÌÅÍÅÎÔȭÓ ÁÔÏÍÉÃ ÓÔÒÕÃÔÕÒÅȟ ÉÓ ÁÌÓÏ ÕÎÉÑÕÅ ÉÎ ÎÁÔÕÒÅȢ A Si (Li) detector is used as an energy 

dispersive spectrometer to measure the energy and number of the emitted X-rays. The 

element is identified from the peak energy values of the X-rays and the relative heights of 

the peaks give the atomic percentage of the element in the sample. In general the EDX 

spectrometer is attached to the SEM. We have used an EDX spectrometer from EDAX 

attached with  Ȱ&%) 15!.4! ςππȱ 3%-Ȣ 

4.4.3. X-ray diffraction (XRD)  

The XRD technique exploits the diffraction pattern generated from a crystal upon X-ray 

radiation. The diffraction pattern contains information about the crystal structure. We have 

ÕÓÅÄ Ȱ0!.!,94)#!, %80%24 02/ȱ 8-ray diffractometer for the characterization of 

samples used in this thesis. The Kɻ radiation (X-ray) from a copper target with an average 

wavelength (lɊ ÏÆ ͯ ρȢυτρψ C ÉÓ ÕÓÅÄ ÉÎ ÁÌÌ ÍÅÁÓÕÒÅÍÅÎÔÓȢ  

 

Fig. 4.7: Schematic diagrams of (a) X-ray diffraction and (b) X-ray diffractometer are shown. 

The atoms, within the crystalline material under study, elastically scatter the incident X-

ray. The incident angle of X-ray is varied between a range of angles in small steps and the 

corresponding reflected intensities are measured by a detector placed at the reflected 

angle. When incident angle (ʃɊ ÓÁÔÉÓÆÉÅÓ "ÒÁÇÇȭÓ ÃÏÎÄÉÔÉÏÎ ɉςd ÓÉÎʃ Ѐ ʇ) (Fig. 4.7(a)), then X-

rays are reflected from regular arrays of atoms and constructively interfere to give rise 

intensity peaks in the diffraction pattern [212] . The intensities of the reflected X-rays are 

measured as a function of the angle of the reflected beam with respect to the direction of 

the incident beam. In our measurements, the X-ray source is kept fixed while the sample 
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moves at half the rate of the detector to maintain the ʃ-2ʃ geometry (Fig. 4.7(b)). As each 

element has a set of unique d-spacings, conversion of the diffraction peaks to d-spacings 

allows identification of the elements present in the sample. Typically, this is achieved by 

comparison of d-spacings with standard reference patterns (i.e., ICSD or Inorganic Crystal 

Structure Database). 

4.4.4.  X-ray reflectivity (XRR)  

The basic principle behind the X-ray reflectivity (XRR) technique is to reflect a beam of X-

rays from a flat surface and subsequently to measure the intensity of X-rays reflected in the 

specular direction as shown in Fig. 4.8. This effect does not depend on the periodicity of the 

electron density as decided by the crystal structure. However, it significantly depends upon 

the average electron density across the interface. Hence, this phenomenon occurs for both 

crystalline and non-crystalline materials. The plot of the specularly reflected X-rays versus 

the angle of incidence with respect to the surface is called as the reflectivity curve. 

Reflectometry is an X-ray technique to measure the reflectivity curve of a material. It is also 

called as the Grazing Incidence X-ray Reflectivity (GIXR) or reflectivity. It is a very efficient 

technique to measure surface layer characteristics, such as thickness, roughness and 

density using the reflectivity curve. During the measurements, it is assumed that the angle 

of incidence is equal to the angle of detection. The beam direction is fixed in the instrument 

and the angle of incidence is changed by rotating the sample. This is known as the ʖ 

rotation. The rotation of the detector arm away from the incident beam direction is a 

measure of the scattering angle and is denoted by 2ʃ. In this technique, a coupled  ς—ϳ  

scan is performed from an angle nearly zero degree to a few degrees. Until the critical angle 

for the total external reflection is reached, the X-ray barely penetrates into the material. 

This critical angle depends on the electron density of the surface layer. As soon as the angle 

of incidence exceeds the critical angle, X-ray starts to penetrate into the material and this 

penetration depth increases rapidly with angle. Consequently, absorption of X-ray also 

increases and the intensity of the specularly reflected radiation decreases. The critical 

angle is the starting point of the rapid fall of intensity observed in the reflectivity curve. The 

profile of the curve immediately before the critical angle is ideally a plateau and 

determined by the size and flatness of the sample and measurement parameters. If the 

http://en.wikipedia.org/wiki/X-ray
http://en.wikipedia.org/wiki/X-ray
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electron density is inhomogeneous at the surface, then the intensity drop at the critical 

angle may become less than the ideal case. Some instrumental parameters such as the 

wavelength spread and the divergence of the incident beam also affects the sharpness of 

the critical edge. As the incident beam penetrates into the sample, a proportion of the 

incident beam is specularly reflected at every interface, within the penetration depth, in 

which the electron density of the material changes. Waves reflected back outwards towards 

the surface the material may be re-reflected towards the bulk. Oscillations in the reflected 

amplitudes are created. They interfere to give rise to complicated interference patterns. 

These patterns are related to the angle of incidence, and the depths of the interfaces with 

respect to each other and the surface. As the angle of incidence increases further, the 

absorption increases and the specularly reflected intensity is eventually reduced below the 

background and no useful reflectivity information can be obtained beyond this point. 

 

Fig. 4.8: The principle of X-ray reflectivity (XRR). 

4.4.5. Vibrating sample magnetometer (VSM)  

The variation of magnetic moment (magnetization, M) as a function of applied magnetic 

field (H) or temperature (T) [213]  can be measured quite efficiently by a Vibrating Sample 

Magnetometer (VSM). The schematic diagram of a VSM is shown in Fig. 4.9. The working 

ÐÒÉÎÃÉÐÌÅ ÏÆ 63- ÉÓ ÂÁÓÅÄ ÏÎ ÔÈÅ &ÁÒÁÄÁÙȭÓ ÌÁ×ȟ ×ÈÉÃÈ ÓÔÁÔÅÓ ÔÈÁÔ ×ÈÅÎÅÖÅÒ ÔÈÅÒÅ ÉÓ Á 

change in magnetic flux through a coil, an electromotive force (emf) is induced in the coil. 

Mathematically, 



80 
 Chapter 4 

 ɞ ὲὥ
Ὠὄ

Ὠὸ
 (4.2) 

where ɞ  is the induced emf, a is the area of coil and n is the number of turns in the coil. 

Using B = H + 4ʌM, we get: 

 ɞ ὲὥτ“
Ὠὓ

Ὠὸ
 (4.3) 

if H remains unchanged. 

Now, if the initial M is negligible compared to the induced magnetization, then we have the 

induced emf proportional to the magnetization of the sample: 

 ɞ Ὠὸ ὲὥτ“ὓ (4.4) 

For the measurement of the static magnetic properties, the sample is placed inside a 

uniform magnetic field produced by two pole pieces of an electromagnet (Fig. 4.9).  

 

Fig. 4.9: Schematic diagram of Vibrating Sample Magnetometer (VSM). 

The sample is mounted on a vertical nonmagnetic plastic/quartz rod connected to a 

piezoelectric transducer assembly located above the magnet. The transducer converts a 
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sinusoidal electric signal (generated by an oscillator/amplifier) into a sinusoidal vertical 

vibration of the sample rod which results in a sinusoidal oscillation of the sample in 

presence of the magnetic field. Hence, a voltageȟ ÐÒÏÐÏÒÔÉÏÎÁÌ ÔÏ ÔÈÅ ÓÁÍÐÌÅȭs magnetic 

moment, is induced in the stationary pickup coils located in between the pole pieces. 

However, this voltage does not depend on the strength of the applied magnetic field as the 

magnetic field is stationary. Typically, the induced voltage is measured through the use of a 

lock-in amplifier  using the output of the piezoelectric signal as its reference signal. The M-H 

or M-T curves of a ferromagnetic material can be obtained by measuring induced voltage as 

a function of magnetic field (H) of an external electromagnet or temperature (T) of the 

sample. 

 

4.5. Measurement techniques  

4.5.1. Introduction  

Initially, after its discovery, MOKE [158]  found its application primarily in the investigation 

of hysteresis loops. Ever since the first implementation of the time-resolved magneto-

optical Kerr effect to probe the dynamics of magnetic thin films in 1991 [214] , this 

technique has evolved as a very powerful means of studying the magnetization dynamics 

[35, 96, 160, 191-194, 196-197, 200, 203, 215-219]. There are a number of variants of the 

TR-MOKE technique, out of them the all-optical TR-MOKE has several advantages including 

the absence of special and complicated sample fabrication process and a very high 

temporal resolution limited only by the pulse-width of the laser. The temporal resolution 

enabled the measurement of ultrafast demagnetization [120] , various relaxation processes 

[220]  and coherent precession of magnetization in a single measurement. The 

simultaneous spatio-temporal resolution enabled the measurement of dynamics of single 

nanomagnets well beyond the diffraction limit  [192, 221]. All the experimental results on 

the magnetization dynamics presented in this thesis were obtained by using an all-optical 

TR-MOKE microscope. 
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4.5.2. Time resolved magneto -optical Kerr effect (TR -MOKE) microscope 

4.5.2.1. Components required for the construction of the TR-MOKE microscope 

Two photographs of the all-optical TR-MOKE microscope, in our lab in the S. N. Bose 

National Centre of Basic Sciences, Kolkata, India, are presented in Fig. 4.10.  

 

Fig. 4.10: (Upper panel) A photograph of the all optical time-resolved magneto-optical Kerr effect 

(TR-MOKE) microscope in our laboratory in the S. N. Bose national Centre for Basic Sciences. 

(Lower panel) An enlarged view of the detection procedure. The important components in the set 

up are labeled in the figures.  

This is an all-optical measurement in a sense that both the excitation and detection of the 

magnetization dynamics in the samples are done optically. The TR-MOKE set up was 

developed during the course of this thesis. Few important components are labeled in the 
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photograph. Although there are few components which are always kept unaltered, some 

components are regularly changed/modified according to the experimental requirement. 

Below, we list the essential components required to set up the TR-MOKE microscope.  

Table 4.2: Components of the TR-MOKE magnetometer. 

Sl. No. Name Company Model  

1 Optical Table Newport RS 4000TM 

2 Optical Table Enclosure Custom Made  - 

3 
Diode Pumped Solid State 

(DPSS) Laser 
Spectra Physics 

Millenia Pro 10s (with 

diode laser: model J80) 

4 Ti-sapphire Laser Spectra Physics Tsunami 

5 Second Harmonic Generator Spectra Physics 3980 

6 Retro-reflector Newport UBBR1-2S 

7 Delay Stage Newport (M-)IMS series 

8 
Delay Stage Motion 

Controller 
Newport EPS301 

9 
Optical chopper and its 

 Controller 
Thorlabs 

MC1F60,  

MC2000 

10 Polarizer Thorlabs GTH5M 

11 Microscope Objective (MO) Newport M-10X, M-40X, M-60X 

12 
Piezo Electric x-y-z stage and 

its Controller 
Thorlabs BPC203, NanoMax-TS 

13 CCD Camera & Monitor Samsung SDC-313B 
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14 Optical Bridge Detector 

(OBD) 

Neoark 

Corporation 

NDT-40110GTP 

15 Dielectric Mirrors  Thorlabs BB1-E02 

BB1-E03 

16 Spectral Filters Thorlabs FGB37 

FGL610 

 17 Attenuators, Neutral Density 

Filters 

Thorlabs NE40B 

NDL-10C-4 

18 Beam Splitters (Non-

polarized) 

Thorlabs and 

Newport 

EBS1 (50:50) 

EBP1 (70:30) 

19 Lenses Thorlabs LA1608 

LA1708 

20 Lock-in Amplifiers Stanford Research 

Laboratory 

SR830 

21 Mirror Mounts  Thorlabs KS1, KM100 

22 Lens Mounts Thorlabs LMR1/M 

23 Polarizer Mounts Holmarc PMC-25 

24 Linear Stage Holmarc TS-90-Mu10-01 

25 Manual X-Y Stages Holmarc TS-90-Mu10-02 

26 Oscilloscope Agilent DS05032A 

27 Digital Multimeter  Rishabh RISH Multi 15S 

28 Spectrometer Ocean Optics USB4000 

29 IR Viewer Newport IRV2-1700 

30 Beam Height Home Made - 



85 
 Chapter 4 

31 Beam Block Home Made - 

32 Power Meter Newport, Coherent 407A, 

 FieldMate 

 

4.5.2.2. Description of lasers 

The entire set-up involves three lasers. A diode pumped solid state laser (DPSS) with 

maximum power 10 W (adjustable) and wavelength ʇ = 532 nm is used to pump a Ti-

sapphire oscillator. Regenerative acousto-optic mode locking mechanism is used inside the 

Ti-ÓÁÐÐÈÉÒÅ ÏÓÃÉÌÌÁÔÏÒ ÏÒ ÔÈÅ Ȱ4ÓÕÎÁÍÉȱ to produce the output laser pulses of ~70 fs pulse 

width at 80 MHz repetition rate. The wavelength of the oscillator is tunable from 700 ɀ 

1080 nm, however, we kept it fixed at around 800 nm during our experiment as our Si-

based detectors are most sensitive near that wavelength. The fundamental beam is divided 

into two parts. The intense part goes through a second harmonic generator (type-I BBO 

crystal) to produce the second harmonic (ʇ = 400 nm), which is used to pump the sample. 

The time-delayed fundamental is used to probe the dynamics. Below we will briefly discuss 

the components and working principles of these lasers [222-226]. 

× DIODE LASERS 

 The CW output of the diode laser bars, consisting of twenty diode lasers, is collimated with 

a cylindrical microlens of high numerical aperture (N.A.) and the highly asymmetric output 

beam is coupled into a fiber bundle by the so called FCbar technology, which is a highly 

efficient method of coupling the output of diode laser in fiber. Typically 85-90% light of 

diode laser is coupled into the fiber bundle. This output is directly fed to the Millenia 

through the fiber [224] . 

× DIODE PUMPED SOLID STATE (DPSS) LASER OR MILLENIA 

¶ Working principle 

Nd3+ ions doped in a Yttrium Vanadate crystalline matrix (Nd:YVO4) serves as the gain 

medium in the Millenia. The monochromatic output of the diode laser overlaps with the 

absorption spectra of the Nd3+ ion. Consequently, the diode laser pumps the Millenia with 
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high efficiency. The efficiency of the Millenia is further improved by focusing the diode 

laser output on a volume in the active medium of the Millenia in such a way that it matches 

with the radius of TEM00 mode of the Millenia (mode matching) [Fig. 4.11(a)] . The Nd3+ is a 

four level system where a photon of wavelength (l) = 1064 nm is emitted due to the 

transition of an electron from 4F3/2  level to 4I1/2  level. There are also transitions at 1319, 

1338 and 946 nm. However, at room temperature they have lower gain along with a higher 

threshold value than the 1064 nm transition and the wavelength selection optics limit the 

oscillation to 1064 nm [224] . A part of the output is fed back to the pump laser driver to 

provide a constant output in power mode operation. A shutter placed outside the cavity 

acts as a beam blocker [Fig. 4.11(b)] which can be opened by the controller. The 90° 

polarization rotation aligns the polarization axis of the output beam vertically.  

 

Fig. 4.11: (a) Schematic diagram of mode matching between diode laser mode volume and TEM00 

mode volume of Millenia. (b) Schematic diagram of Millenia laser head. The figures are reproduced 

from Ref. [224] . 
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¶ Frequency doubling 

A lithium triborate (LBO) nonlinear crystal is used to convert the infrared output with l = 

1064 nm to visible light with l = 532 nm.  As the efficiency of the LBO crystal is sensitive to 

temperature, it is important to maintain the crystal at the appropriate phase-matching 

temperature to optimize its efficiency and to keep the output fixed at l = 532 nm. This is 

achieved by using a temperature regulating oven. As the crystal itself keeps the 

fundamental and the second harmonic beams collinear (noncritically phase-matched), a 

rigorous alignment of the Millenia cavity is not required. Again a large acceptance angle 

makes it insensitive to any slight misalignment within the Millenia. Though the LBO crystal 

has lower nonlinear coefficient than other materials, these advantages make it very useful 

for frequency doubling in the Millenia. 

The expression for the second harmonic power is given by [224]  : 

 ὖ ᶿ
Ὠ ὖὰ‰

ὃ
 (4.5) 

where deff is the effective nonlinear coefficient, Pʖ is the fundamental input power, l is the 

effective crystal length, [ ] is the phase matching factor and A is the cross sectional area of 

the beam in the crystal. 

×  MODE LOCKED TI-SAPPHIRE LASER OR TSUNAMI 

¶ Working principle 

Ti-sapphire is a lasing medium that is obtained by doping the sapphire crystal (Al2O3) with 

titanium ions (Ti3+). The absorption transitions occur over a broad range of wavelengths 

from 400 nm to 600 nm. Hence, this system is efficiently pumped by the output of the 

Millenia. The fluorescence band also extends over a broad range from 600 nm to 1000 nm. 

However, the short wavelength end of fluorescence and long wavelength end of the 

absorption spectrum overlap with each other [Fig. 4.12] making lasing action possible only 

for ʇ > 670 nm. 
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Fig. 4.12: Absorption and emission spectra of Ti-sapphire crystal. The figure is reproduced from 

Ref. [222] . 

¶ Ten-fold mirror cavity 

In a mode-locked laser like Tsunami, to achieve a repetition frequency of ~80 MHz, it is 

essential to have a cavity longer than that in a CW laser. The longer cavity length is realized 

by a ten-mirror folded arrangement in the Tsunami as presented in Fig. 4.13.  

 

Fig. 4.13: A schematic of the beam path inside the folded cavity of Tsunami. The figure is 

reproduced from Ref. [222] . 
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However, though this arrangement optimizes the space available, it makes pumping more 

complex. It may even introduce astigmatism in the beam if the focusing mirror is used at an 

angle other than the normal incidence. But this can be virtually eliminated by a proper 

selection of angles of the cavity focus mirrors and the rod-length. 

For further stability of the cavity, clean and dry nitrogen gas (purity = 99.999%) is 

constantly purged to the laser head to remove dust and water vapor. A chiller unit is also 

provided to keep the Ti-sapphire rod at constant temperature for long term stable 

performance.  

¶ Group velocity dispersion and wavelength selection 

Following the Heisenberg uncertainty principle (time-bandwidth product of a Gaussian 

pulse is 0.44), we know, shorter the pulse, greater the difference between lowest to highest 

frequencies within a pulse. As the refractive index (n) is a function of frequency, there is a 

distribution of n in a pulse and hence a distribution of velocities. This variation of transit 

time as a function of the frequency, i.e., the wavelength is called as the group velocity 

dispersion (GVD). If lower frequencies travel faster than the higher frequencies, then that is 

called positive GVD and the corresponding pulse is said to be positively chirped and vice 

versa. Also, nonlinear n introduces an intensity dependent index at high intensities. 

 

Fig. 4.14: The four prism arrangement used for dispersion compensation in Tsunami laser. 
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In Tsunami laser, positive GVD is compensated by a four prism arrangement as shown in 

Fig. 4.14. The net intracavity GVD is tuned by translating prisms P2 and P3 perpendicular to 

their bases. More optical material can be inserted into the cavity by translating P2 and P3 

further into the intracavity beam and net intracavity GVD becomes less negative. The 

different spectral components of the pulse are spatially spread between prisms P2 and P3. 

This results in a convenient wavelength selection by moving a slit between these two 

prisms in the direction of the spectral spread. The output bandwidth and hence the pulse 

width can be controlled by varying the slit width. 

× SECOND HARMONIC GENERATOR (SHG) 

A barium beta borate (BBO) crystal is used to double the frequency of the output of the 

Tsunami in a second harmonic generator (SHG). A BBO crystal also has higher conversion 

efficiency than an LBO crystal. This crystal does not require any heater. A schematic 

diagram of SHG and the optical path inside are shown in Fig. 4.15 [223] .  

 

Fig. 4.15: A schematic diagram of the SHG unit and the optical path inside it are shown. The figure is 

reproduced from Ref. [223] . 
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The mirrors M 1 and M2 direct the output beam, while mirror M3 focuses the beam to a small 

waist into a critically phase matched (angle tuned) type I second harmonic generator. The 

BBO crystal produces horizontally polarized second harmonic beam, whereas the residual 

fundamental beam remains vertically polarized. The prism P1 separates out the second 

harmonic and residual fundamental beams. Because of the highly reflective coating on P1 at 

residual fundamental IR wavelength, the fundamental beam is reflected, whereas the 

second harmonic beam is diffracted to prisms P2 and P3. These prisms have anti-reflection 

(AR) coating at second harmonic wavelength. This prism pair redirects the second 

harmonic beam roughly parallel to the fundamental beam along with compensating the 

beam ellipticity.  

A thin BBO crystal is used for the following advantages: 

1. Minimizes the pulse broadening problem due to group velocity dispersion (GVD).  

2. No compensating crystal is required. 

3. Only a single SHG crystal is required to match the phase over the entire tuning range 

(690 nm to 1090 nm).  

As it can be observed from eqn. (4.5) that the conversion efficiencies of SHG crystal is 

inversely proportional to the cross sectional area of beam in the crystal, the conversion 

efficiency can be further increased by minimizing the beam waist. The pair of lenses (L1 and 

L2), with telescopic configuration, helps to achieve an optimum beam waist. However, the 

BBO crystal is slightly hygroscopic. Hence, it is sealed in a small cylinder with AR-coated 

windows and filled with an index matching fluid. 

4.5.2.3. Description of the set up 

As seen from the photograph in Fig. 4.10, the entire set up is developed on an L-shaped 

optical table (two Newport RS4000 series tables are joined) with vibration isolation. The 

optical table is an essential part of any highly sensitive optical experiment like TR-MOKE 

microscopy. The optical table used in our set up is made of vertically bonded closed cell 

honeycomb core sandwiched in between two sheets of ferromagnetic material (4.8 mm 

thick). This helps to increase the stiffness constant of the table and decrease the mass to 

increase the resonant frequency of the table well above the external mechanical and 
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acoustic vibration frequency. Therefore, the external vibrations cannot resonate the table 

easily. To damp out the vibrations and acoustic modes of the table fast, the core of the table 

is filled up by broadband and tuned hydraulic dampers. The mechanical vibrations 

originating from the ground is eliminated by placing the table on top of vibration isolation 

in floating condition. The flatness of the table surface is ± 0.1 mm over 600 × 600 mm2 area. 

There is a square grid of circular holes with 25 mm pitch for mounting of the lasers, optics 

and detectors. 

A schematic diagram of the TR-MOKE microscope is shown in Fig. 4.16. The solid state laser 

(Millenia) is pumped by an array of diode lasers to produce a maximum output power 10 W 

(adjustable) and wavelength ʇ = 532 nm. The output of the DPSS pumps the Ti-sapphire 

laser (Tsunami). As mentioned earlier, regenerative mode locking mechanism produces a 

train of laser pulses with ~ 70 fs pulse width and maximum average power of 2 W at a 

repetition rate of 80 MHz (25 nJ/pulse). Though, the output wavelength can be tuned from 

690 nm to 1080 nm, the output is kept fixed at around 800 nm in our experiments for 

stable operation and for better spectral response of the Si based detectors at that 

wavelength. 

The output red beam from the Ti-sapphire oscillator has a spot size of ~ 2 mm and is 

vertically polarized. This beam is split  into two parts (70:30) by a beam splitter (B1). The 

intense part goes through the second harmonic generator (type-I BBO crystal) to produce 

the second harmonic (ʇ = 400 nm), which is used to pump the sample. The linearly 

polarized time-delayed fundamental is used to probe the dynamics. A broadband mirror 

Mb1 is placed outside the SHG which reflects a beam within the wavelength range 400 ɀ 750 

nm, to filter out the residual fundamental beam. A spectral filter (Fb) is placed in the path of 

the pump beam to further reduce any residual fundamental beam present in the pump 

beam, because a slight amount of the fundamental beam mixed with the pump beam can 

produce a very noisy signal. After getting reflected from two more highly reflecting mirrors 

(Mb2 and Mb3), the pump beam travels through a variable neutral density filter also called 

an attenuator (A2). The attenuator is coated with a reflecting material such that the 

reflectivity of the material changes gradually from one end to other end causing a gradual 
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change in the optical density. The transmitted pump fluence can be controlled by moving 

the attenuator horizontally with the help of a linear stage. 

 

Fig. 4.16: A schematic diagram of an all optical time-resolved magneto-optical Kerr effect (TR-

MOKE) microscope with collinear pump-probe geometry. 
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The pump beam goes through a fixed optical path and is modulated by a mechanical 

chopper at a frequency of 2 kHz. The chopper frequency is used as the reference signal for 

the lock-in-amplifiers for a phase sensitive detection. Initially, t he probe beam is guided 

through a fixed optical path by using a set of highly reflecting mirrors (Mr1, Mr2, Mr3 and 

Mr4). Here also, we have a variable attenuator (A1) to adjust the fluence of the probe beam. 

The probe beam goes through a variable delay line fitted with a retro -reflector, which is 

used to vary the optical path of probe beam. The broadband hollow retro-reflector is placed 

on the delay line which reflects the incident beam in such a way that the reflected beam 

becomes antiparallel to the incident beam. The probe path can be varied by moving the 

retro -reflector back and forth on the delay stage. This is generally done by a motion 

controller and a PC interfaced with the delay stage through GPIB connection. The difference 

between the optical paths of the pump and probe beams corresponds to the time-delay in 

this experiment. In the next step, a pair of lenses L1 (f1 = 75 mm) and L2 (f2 = 200 mm) 

arranged in a telescopic arrangement is used to collimate the beam and increase its 

diameter to ~ 5 mm so that it fills the back-aperture of the microscope objective. The beam 

is then passed through a Glan-Thompson polarizer with extinction coefficient of 100,000:1, 

which refines the polarization state of the probe beam to a very high quality.  

Subsequently, the modulated pump beam and linearly polarized probe beam are spatially 

combined with the help of a 50:50 non-polarized beam splitter B2 set at 450 to the optical 

path of the probe beam, which acts as a beam combiner. The beams are collinearly focused 

onto the sample under study using a single microscope objective (MO: M-40X, N.A. = 0.65). 

The collinearity is optimized with  the help of steering mirrors (particularly Mr6, Mr7, Mb1, 

Mb2 and Mb3). The combined beams pass through a 50:50 non-polarized beam splitter B3 

and a glass slide (G1) both set at 450 to the optical path before entering into the MO at 

normal incidence. It is essential to ensure that the sample is precisely normal to the axis of 

the microscope objective and also to the directions of the pump and probe beams. This is 

achieved by adjusting the tilt of the MO. The sample is generally held by using a suitable 

sample holder, which is mounted on a computer controlled piezo-electric scanning X-Y-Z 

stage. The probe beam is focused to a diffraction limited spot size (~ 800 nm) at the sample 

surface with the help of the MO and the Z-travel of the piezoelectric stage. The pump beam 
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is spatially overlapped with the probe beam after passing through the same MO and is 

carefully placed at the centre of the pump beam, where the later is slightly defocused with a 

spot size of ~ 1 µm due to the chromatic aberration as shown in Fig. 4.17(a). 

The back-reflected beams from the samples are collected and collimated by the same 

microscope objective (MO) and are reflected by the beam splitter B3 towards the detector. 

In this path, small parts of the back-reflected pump and probe beams are sent to a CCD 

camera (after reflection from a glass slide G2) for viewing the spatial overlaps of the pump 

and probe onto the sample. The remaining part is sent to an optical bridge detector (OBD) 

after filtering out the pump beam by a spectral filter (Fr). The optical bridge detector 

measures the Kerr rotation under a balanced condition and separates it from the total 

reflectivity signal. Consequently, the spin (Kerr rotation) and the charge and phonon 

(reflectivity) dynamics are isolated from each other. A white light is reflected by a glass 

slide (G1) placed in between B3 and MO and is focused onto the sample surface through the 

MO to view the sample structure with sub-mm spatial resolution such that we can locate the 

exact position where the pump and probe beams are focused onto the sample.  

 

Fig. 4.17: Schematic diagram of the collinear geometry of pump and probe beams focused by a 

microscope objective (MO) on the sample surface with (a) in -plane and (b) out-of-plane bias field 

(H) geometry.  
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Any ray with non-zero angles of incidence carries information about the longitudinal Kerr 

rotations, if any, present in the magnetization dynamics. However, in our measurements 

we have not used split photodiodes and hence, the longitudinal Kerr effect gets averaged 

out to negligible net value and we primarily measure the polar Kerr rotation. Still, there can 

be a finite longitudinal Kerr rotation component mixed with polar Kerr rotation if the 

incident beam is not perfectly normal to the sample/MO or the beam does not travel along 

the axis of the MO. 

 

 

Fig. 4.18: Schematic diagram of the optical bridge detector unit is shown.  

The geometries of dc bias magnetic fields for different samples are shown in Fig. 4.17. For 

samples with high perpendicular magnetic anisotropy (PMA) and nanowires, the bias field 

is applied at a small angle (~ 100) to the surface normal of the samples whereas for the rest 

of the samples, it is applied at a small angle (~ 15°) to the sample plane. Initially, a high 

field is applied along the normal to the sample (for high PMA samples and nanowires) or in 

the sample plane (for the rest of the samples) to saturate the magnetization. The magnetic 

field strength is then reduced to the bias field value to ensure that the magnetization 

remains saturated along the bias field direction. The bias field is tilted to have a finite 

demagnetizing field. This demagnetizing field is eventually modified by the pump pulse to 

induce the magnetization precession within the sample and we measure the corresponding 
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polar Kerr rotation for the out-of-plane component of the precession orbit of the tip of the 

magnetization vector. 

Fig. 4.18 presents the schematic diagram of the OBD used in the TR-MOKE measurements. 

There is a polarized beam splitter (PBS) at the entrance of the OBD, which splits the beam 

into two orthogonal polarization componets. These two parts with intensities IA and IB are 

then detected by two photodiodes A and B, respectively. The outputs of these two 

photodiodes are then preamplified (by pre-amplifiers PAs) and used as inputs for two 

operational amplifiers (Op-Amps) to measure the total signal A+B (i.e., IA+ IB) and the 

difference signal A-B (i.e. IA- IB). The outputs of these two Op-Amps are measured by the 

lock-in-amplifiers (SR830) in a phase sensitive manner with the chopper frequency as the 

reference frequency. Initially, in the absence of the pump beam, the optical axis of this PBS 

is set at 450 to the plane of polarization of the probe beam. Under this condition IA = IB, i.e., 

A-" Ѐ π ÁÎÄ ÔÈÅ ÄÅÔÅÃÔÏÒ ÉÓ ÓÁÉÄ ÔÏ ÂÅ ÉÎ Á ȰÂÁÌÁÎÃÅÄȱ ÃÏÎÄÉÔÉÏÎȢ In the next step, when the 

pump beam excites the sample, the plane of polarization of the probe beam is rotated due 

to the magneto-optical Kerr effect. Consequently, the optical axis of the PBS is no longer at 

450 to the plane of polarization of the probe beam. As a result IA Ё IB and A-" Ё πȢ 4ÈÅ ÌÉÎÅÁÒ 

magneto-optical Kerr rotation is proportional to  the sample magnetization and hence the 

signal A-B gives a non-invasive way of measuring the magnetization of the sample. Thus, by 

measuring A-B as a function of time,  magnetization dynamics over different time-scales are 

observed. This magnetization dynamics can be used to extract various material parameters 

including Gilbert damping, magnetic anisotropy, saturation magnetization, gyromagnetic 

ratio of ferromagnetic thin films, multilayers and confined structures. On the other hand, 

the time-resolved reflectivity of the sample gives us the charge and phonon dynamics.  The 

schematic diagram is shown in Fig. 4.18. The outputs (A-B and A+B) are regularly checked 

while aligning and optimizing the function of the OBD. In our set up the PBS and the two 

photodiodes A and B are mounted on a stage attached with a precision rotation mount, 

while the electronic signal processing is done in the circuit placed in a separate box using 

low noise amplifiers and connected by low noise cables and connectors. This improves the 

stability of the signal and the ease of optical alignment.  
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The collinear pump-probe geometry enables us to achieve a diffraction limited spatial 

resolution of about 800 nm along with a temporal resolution of about 100 fs limited by the 

cross-correlation between the pump and probe pulses. The balanced photodetector or OBD 

helps to achieve a very high measurement sensitivity of Kerr signal (~ µdeg) because a 

small variation of the Kerr rotation or ellipticity can be measured on top of a zero or 

negligible background.  

4.5.2.4. Development of TR-MOKE microscope and its alignment procedures 

The all-optical TR-MOKE microscope in our laboratory offers an excellent spatio-temporal 

resolution [217] . However, this requires very thorough and methodical high precision 

optical alignments of the set up. During the construction of the set up, a complete thorough 

alignment was performed. The TR-MOKE set up consists of highly sensitive lasers, a 

number of linear and non-linear optics, precision mounts and motion controlled stages. 

Hence, the entire set up is extremely sensitive to the vibration, temperature, humidity and 

dust level in the laboratory. Hence, a careful control of the lab conditions is necessary to 

avoid large long-term drift of the alignment. However, even with all precautions, small 

amount of misalignment of the laser and the optical components occur which leads to a 

degraded spatial resolution and reduced signal-to-noise ratio. As a result, systematic minor 

alignments are often required to achieve good quality signal from the set up before each 

measurement. Below, we discuss step by step systematic alignment procedure performed 

for the development and maintenance of the set up during the course of this thesis. 

At the very beginning, the optical tables with vibration isolations are installed on the 

ground floor of the laboratory. The flat surface of the table has to be exactly parallel to the 

horizontal base of the ground. The heights of the vibration isolation legs could be adjusted 

to make the flat surface horizontal. This is confirmed by a spirit level. The table is kept 

under floating condition with a low noise air compressor attached to the air line manifold 

feeding air to each of the isolator legs. It uses a laminar flow damping, which employs many 

tiny orifices, resulting in greater damping efficiency. The air volume between piston motion 

and damper airflow is minimized by the hybrid chamber design.  Moreover, it has built in 

leveling indicators, which provide visual feedbacks ensuring the table is properly floating 

at the correct level. The combination of broadband and tuned damping provided an 
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outstanding stability to the laser and the optical setup against the ground vibration as well 

as the acoustic noise. 

 

Fig. 4.19: A typical mode-locked power spectrum of the output beam from Tsunami.  

In the next stage, the lasers (Millenia, Tsunami) and SHG are installed on the optical table. 

An optimized diode current and temperatures of the diode laser are set first at which the 

performance of the Millenia is most stable. In the next step, the laser is switched on. From 

this time onwards, the cavity of the Tsunami is continuously purged with ultra high pure 

(99.999%) dry N2 gas till the completion of the experiment. It takes about 60-75 minutes 

(warm up time) for the laser to achieve a stable mode locking. All the routine alignments 

are done only after this warm up. The power spectrum of the output beam from the 

Tsunami is monitored first by a fiber optic spectrometer (Ocean Optics model no. 

USB4000). The central wavelength (ʇ0) of the spectrum is set close to 800 nm (Fig. 4.19) 

and the full width at half maxima (FWHM) is adjusted to greater than 12 nm by iteratively 

adjusting the micrometer drives of the slit for wavelength selection and the prisms for 

dispersion control  in the Tsunami. The laser output power is routinely optimized primarily 

by adjusting the cavity end mirrors and occasionally by the output couplers and GVD 

micrometer drive. The part of the fundamental beam, which is sent into the SHG for 

frequency doubling, is guided by the beam splitter B1 (Fig. 4.16). The beam path inside the 
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SHG is controlled externally by aligning the beam splitter B1 with t he horizontal and 

vertical screws attached to its mount and by adjusting the phase matching angle of the BBO 

crystal inside the SHG through the external micrometer screw. The output of the SHG 

serves as the pump beam in our experiment. A circular beam profile with uniform intensity 

distribution within the beam profile ( i.e., close to TEM00 mode) is essential for both pump 

and probe beams. Care has been taken in the alignment of the SHG to obtain this desirable 

pump beam profile. However, for the probe beam, a TEM00 mode is essentially observed.  

× ALIGNMENT OF THE BEAM BEFORE THE RETRO-REFLECTOR 

The weaker part of the fundamental beam serves as the probe beam. For the height 

adjustment (14.4 cm, from the top surface of the optical table) of both the pump and probe 

ÂÅÁÍÓȟ ×Å ÕÓÅ Á ÒÅÆÅÒÅÎÃÅ ÃÁÌÌÅÄ ÁÓ ÔÈÅ ȬÂÅÁÍ ÈÅÉÇÈÔȭȢ 5Ð ÔÏ ÔÈÅ ÒÅÔÒÏ-reflector, the probe 

beam is guided by four mirrors Mr1, Mr2, Mr3 and Mr4 (Fig. 4.16). The beam is always aligned 

in a rectangular path cutting across a set of holes on the optical table for the convenience of 

alignment. At first, the retro-reflector is removed and the beam is made parallel to a set of 

holes up to the other end of the optical table. The height of the beam, throughout the whole 

ÐÁÔÈȟ ÉÓ ÃÏÎÆÉÒÍÅÄ ÂÙ ÕÓÉÎÇ ÔÈÅ ÒÅÆÅÒÅÎÃÅ ȬÂÅÁÍ ÈÅÉÇÈÔȭȢ /ÎÌÙ ÁÆÔÅÒ ÔÈÁÔȟ ÔÈÅ ÒÅÔÒÏ-reflector 

is mounted on the delay stage. 

× ALIGNMENT OF THE RETRO-REFLECTOR 

The motivation behind the alignment of the retro-reflector is to align the axis of retro-

reflector and the axis of motion of the delay stage exactly parallel to the incident beam 

path. The procedure is schematically shown in Fig. 4.20(a)-(d). At first the delay stage is 

placed on the optical table in such a way that its axis becomes parallel to an imaginary line 

going through the set of holes. The Ȭbeam heightȭ is placed after Mr5. The beam is supposed 

to pass through the middle of the hole in the Ȭbeam heightȭ. When the retro-reflector is 

moved to the extreme left side (L) of the stage and the height (14.4 cm) and horizontal 

positions of the beam are adjusted by Mr3 with the help of screws, S1, S2 and S3, attached 

to its mount as shown in Fig. 4.20(b).  
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Next, the retro-reflector is moved to the extreme right side (R). The position of the beam on 

ȬÂÅÁÍ ÈÅÉÇÈÔȭ ×ÉÌÌ ÂÅ ÓÈÉÆÔÅÄ ÆÒÏÍ ÔÈÅ ÈÏÌÅ ÁÓ ÔÈÅ ÉÎÃÉÄÅÎÔ ÂÅÁÍ ÁÎÄ ÔÈÅ ÁØÉÓ ÏÆ ÔÈÅ ÄÅÌÁÙ 

stage may not be exactly parallel and the position of the beam is adjusted to its previous 

ÐÏÓÉÔÉÏÎ ɉÈÏÌÅ ÏÎ ÔÈÅ ȬÂÅÁÍ ÈÅÉÇÈÔȭɊ with the help of Mr4. 

 

Fig. 4.20: Schematic diagrams of (a) alignment procedure of the retro-reflector, (b) a kinematic 

mirror mount along with the screws on it and (c-d) alignment procedure of probe beam (c) just 

after the retro-reflector and (d) after the polarizer. 

The retro-reflector is again moved to L position and the beam position is adjusted by 

mirror M r3. This procedure is continued iteratively till the beam position remains 

unchanged when the retro-reflector is placed at two extreme ends of the delay stage. After 

that the Ȭbeam heightȭ is shifted to a much far away position from the retro-reflector 

(typically 3-4 m) and the above procedure is again performed for further improvement of 

the alignment of the retro-reflector. Once this is done, we may conclude that the incident 
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beam has become precisely parallel to the motion axis of delay stage and the alignment of 

the retro-reflector is considered to be complete. 

× ALIGNMENT AFTER THE RETRO-REFLECTOR 

After the retro-reflector the probe beam travels through a long path as shown in Fig. 4.16. 

Two mirrors M r5 and Mr6 are placed right after the retro-reflector for the alignment of the 

probe beam. The probe beam is reflected to Mr6 by Mr5 and is approximately made parallel 

to the line of holes on the optical table by Mr6Ȣ 4ÈÅ ȬÂÅÁÍ ÈÅÉÇÈÔȭ ÉÓ ÐÌÁÃÅÄ ÁÆÔÅÒ ÔÈÅ ÍÉÒÒÏÒ 

Mr6 at two positions (Fig. 4.20(c)) ÏÎ ÔÈÅ ÏÐÔÉÃÁÌ ÔÁÂÌÅ ÍÁÒËÅÄ ÁÓ ȬÐÏÓÉÔÉÏÎ ρȭȟ ×ÈÉÃÈ ÉÓ ÃÌÏÓÅ 

to Mr6ȟ ÁÎÄ ȬÐÏÓÉÔÉÏÎ ςȭȟ ×ÈÉÃÈ ÉÓ ÃÌÏÓÅ ÔÏ ÔÈÅ ÏÔÈÅÒ ÅÎÄ ÏÆ ÔÈÅ ÔÁÂÌÅȟ ÓÏ ÔÈÁÔ ÁÎ ÉÍÁÇÉÎÁÒÙ ÌÉÎÅ 

joining the two positions should be exactly parallel to the line of holes on the optical table. 

4ÈÅ ȬÂÅÁÍ ÈÅÉÇÈÔȭ ÉÓ ÆÉÒÓÔ ÐÌÁÃÅÄ ÁÔ ȬÐÏÓÉÔÉÏÎ ρȭÁÎÄ ÔÈÅ ÍÉÒÒÏÒ -r5 is adjusted to make the 

ÂÅÁÍ ÐÁÓÓ ÔÈÒÏÕÇÈ ÔÈÅ ÍÉÄÄÌÅ ÏÆ ÔÈÅ ÈÏÌÅ ÉÎ ÔÈÅ ȬÂÅÁÍ ÈÅÉÇÈÔȭȢ 4ÈÅ ȬÂÅÁÍ ÈÅÉÇÈÔȭ ÉÓ then 

ÓÈÉÆÔÅÄ ÔÏ ȬÐÏÓÉÔÉÏÎ ςȭ ÁÎÄ ÔÈÅ ÂÅÁÍ ÉÓ ÁÌÉÇÎÅÄ ÂÙ ÕÓÉÎÇ -r6Ȣ 4ÈÅ ȬÂÅÁÍ ÈÅÉÇÈÔȭ ÉÓ ÁÇÁÉÎ 

ÍÏÖÅÄ ÂÁÃË ÔÏ ȬÐÏÓÉÔÉÏÎ ρȭ ÁÎÄ ÔÈÅ ÅÎÔÉÒÅ ÐÒÏÃÅÓÓ ÉÓ ÒÅÐÅÁÔÅÄ ÕÎÔÉÌ ÔÈÅ ÂÅÁÍ ÉÓ ÆÕÌÌÙ ÁÌÉÇÎÅÄ 

at the two ÐÏÓÉÔÉÏÎÓ ÏÆ ÔÈÅ ȬÂÅÁÍ ÈÅÉÇÈÔȭȢ !ÆÔÅÒ ÔÈÁÔ ÔÈÅ ÂÅÁÍ ÉÓ ÃÏllimated and magnified by 

two convex lenses (L1 and L2) placed in a telescopic arrangement in the beam path. It 

should be ensured that the beam is passing through the centre of the lenses at normal 

incidence to avoid spatial chirping.  

The beam is then passed through the centre of a Glan-Thompson polarizer. The spatial 

profile (shape and intensity) of the transmitted beam is symmetric on both sides of the 

centre. The transmitted intensity from the polarizer is made maximum by setting the 

optical axis of the polarizer parallel to the polarization axis of the beam. The beam then 

reaches the MO along the path shown in Fig. 4.16 with the help of the mirror Mr7, the beam 

combiner B2 (50:50 beam splitter) and another beam splitter B3 (50:50). The dielectric 

coating of B2 faces the probe beam. The reflected beam from B2 is made exactly parallel to 

the array of holes on the optical table and the height is adjusted to 14.4 cm. For this 

alignment, again two positions on the optical table are marked (in the absence of the MO) 

as shown schematically in Fig. 4.20(d) and the alignment is achieved with the aid of Mr6, 

Mr7 and the Ȭbeam heightȭ in a similar fashion as mentioned previously.  
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× ALIGNMENT OF THE PUMP BEAM 

The pump beam is guided to B2 with the help of three mirrors Mb1, Mb2 and Mb3 as shown in 

Fig. 4.16. At zero delay, the optical path lengths of pump and probe beams should be equal. 

The desirable position of the zero delay is close to L (Fig. 4.16 and Fig. 4.20) so that we can 

have a maximum utilization of the length of delay stage as the time delay between the 

pump and probe beams. Before alignment of the pump beam, we calculated the optical path 

length of the pump and probe beams starting from the beam splitter B1 and ending at the 

beam combiner B2. For calculating the optical path of the pump beam the optical path 

inside SHG, shown in Fig. 4.15, should also be taken into account accurately. The optical 

path of probe was calculated by keeping the retro-reflector at L. The path length of pump 

beam is kept slightly longer (10-15 mm) than the path length of the probe beam when the 

retro -reflector is at L in order to get a negative delay (probe beam reaches the sample 

before the pump) between pump and probe beams. The difference between path lengths of 

pump and probe beams are adjusted by re-positioning the mirrors Mb1, Mb2 and Mb3. Once 

the positions of the mirrors are fixed, the alignment of the pump beam is initiated. Since we 

are working with collinear pump-probe geometry, the pump beam has to be made 

precisely collinear with the probe beam after B2. Consequently, with the help of Mb1, Mb2 

and Mb3, the pump beam after B2 is aligned in a similar manner as the probe beam as 

discussed in the last section. 

× ALIGNMENT OF THE MICROSCOPE OBJECTIVE (MO) 

The alignment of the MO is one of the most crucial steps which ensure a good spatial 

overlap of the pump and the probe beams. To align the MO, first, a white screen is placed 

perpendicular to the beam path (Fig. 4.21) and the incident position of aligned probe beam 

is marked on the screen in the absence of the MO. Then the MO is mounted in such a way 

that the incident beam almost fills the back aperture of the MO as shown in Fig. 4.21. The 

output beam from MO is made to incident on the white screen in a defocused condition. If 

the beam is incident exactly on the centre of the back aperture and passes through the axis 

of the MO, then the defocused beam on the white screen should be exactly circular with 

equal intensity and the marked position of incident beam without the MO should be at the 
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centre of the defocused beam. Any discrepancy implies that the incident beam on MO is not 

exactly centered. In that case the MO is moved either horizontally (for adjusting horizontal 

shift) or vertically (for adjusting vertical shift) to correct this misalignment. The intensity 

profile of the defocused spot is adjusted with the tilt of the axis of the MO till a symmetric 

intensity profile is achieved.  

 

Fig. 4.21: A schematic diagram showing the alignment procedure of the microscope objective. 

× ALIGNMENT OF THE OPTICAL BRIDGE DETECTOR (OBD) 

First, the probe beam is made parallel to the array of hole on the optical table with the help 

of mirror Mr 8 without the OBD. The OBD is then placed in such a way that the beam is 

incident on the centre of the front aperture of the OBD. The beam then falls on the two 

photodiodes and reflects back through the front aperture of the OBD. To ensure that the 

incident beam and the axis of the detector are collinear, the back-reflected beams are made 

collinear to the incident beam. This is achieved by placing an aperture in the incident beam 

path little  before the OBD and rotating the OBD around its horizontal and vertical axes to 

bring the back-reflected beams back to the aperture. The output voltages A, B, A + B and A ɀ 

B are also monitored for finer alignment of the detector. 
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4.5.2.5. Some Routine Alignments 

Generally, all the alignments mentioned above are not required to be performed 

daily. They are required during the construction of the set up. However, performances of 

the lasers generally degrade after few months (4-6 months) due the change in the 

environment. Hence, a routine alignment of the laser cavity has to be done and this may 

result into a significant walking of the output beam from the Tsunami.  In case there occurs 

a significant walking of the output of the Tsunami, the alignment procedures mentioned in 

the previous section (except the alignment of optical table) are required. In general, few 

steps as mentioned below are always followed, before starting daily experiments, to ensure 

a good alignment. 

¶ At first, the output power and spectra of Tsunami are maximized after adjusting the 

central wavelength (ʇ0 = 800 nm) and FWHM (~ 12 nm or more) with the help of 

external micrometer controllers of Tsunami.  

¶ The alignment of the retro-ÒÅÆÌÅÃÔÏÒ ÉÓ ÃÈÅÃËÅÄ ÂÙ ÐÌÁÃÉÎÇ ÔÈÅ ȬÂÅÁÍ ÈÅÉÇÈÔȭ after B2 

and by moving the retro-reflector from L position to the R position of the delay 

stage. If there is a shift of the probe beam with  the movement of the retro -reflector, 

then the alignment procedure explained in section 4.5.2.4. is performed. 

¶ The ÃÏÌÌÉÎÅÁÒÉÔÙ ÏÆ ÔÈÅ ÐÕÍÐ ÁÎÄ ÐÒÏÂÅ ÂÅÁÍÓ ÉÓ ÃÈÅÃËÅÄ ÂÙ ÐÌÁÃÉÎÇ ÔÈÅ ȬÂÅÁÍ 

ÈÅÉÇÈÔȭ ÁÆÔÅÒ ÔÈÅ ÂÅÁÍ ÃÏÍÂÉÎÅÒ ɉ"2). Both beams should go through the hole on the 

beam height. The overlap is further confirmed by observing their images in CCD 

camera. Any misalignment is fixed with the help of mirrors Mb1, Mb3 and Mr6, Mr7. 

¶ Next job is to check whether the pump and probe beams are co-axial with the MO or 

not. For that purpose, the MO is moved back and forth with the help of micrometer 

screw attached to the stage on which it is mounted. The pump and probe beams are 

focused and defocused with the movement of the MO, which can be monitored in the 

TV screen attached to the CCD camera. A movement of the centre(s) of the pump 

and/or probe spot(s) in the TV screen either along the horizontal direction or the 

vertical direction implies that the beam(s) is (are) not co-axial with the MO. In that 

case, the pump and/or  probe beams are made collinear with the help of the mirrors 

Mb1, Mb3 and Mr6, Mr7. 
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¶ Finally, the alignment of the OBD is confirmed by aligning the back reflected beam 

from OBD with the incident beam.   

On top of all these routine alignments, a fine tuning is required before starting the 

measurement. This is usually done by optimizing the reflectivity signal from some standard 

sample. We use a small piece of Si(100) wafer as the change in the reflectivity signal is 

significant in this sample. It is mounted on a sample holder with its polished surface facing 

the incident beams. The pump and probe fluences are chosen to be about 10 mJ/cm2 and 2 

mJ/cm2 by adjusting attenuators A1 and A2. The total reflectivity in the presence of the 

pump beam, just after the zero delay (by moving the stage to the position just after the zero 

delay), is checked. For a reasonably good alignment, this value should be above 600 mV in 

our set up. Otherwise, the overlap of pump and probe beams on the sample surface is 

improved by adjusting the mirrors Mb1, Mb3 and Mr6, Mr7. After achieving the desired 

alignment, the time-resolved reflectivity data from the Si wafer is measured for about ~ 

2000 ps. The cross-correlation of pump and probe is obtained to be around 100 fs by fitting 

a Gaussian function to the reflectivity signal at the zero delay. 

 

Fig. 4.22: The reflectivity signal obtained from a Si(100) wafer as a function of the time delay 

between the pump and the probe beams. The decay of the reflectivity signal after the zero delay can 

be fitted with a double exponential decay function to obtain the time constant of the longer decay 

which is about 220 ps in our case. 

0 500 1000 1500 2000

0

200

400

600

 

R
e
fl

e
c
ti

v
it

y
 (
m
V

)

Time delay (ps)



107 
 Chapter 4 

A typical reflectivity signal from the Si wafer is shown as a function of the time delay 

between the pump and the probe in Fig. 4.22. The reflectivity increases to a maximum 

value right after the zero delay and then decays exponentially as the time delay increases. 

The reflectivity for the standard Si sample used in our set up is found to decay with a time 

constant of about 220 ps for a good alignment of the retro-reflector and the pump and 

probe beams. A faster decay indicates poor spatial overlap of the pump and probe beams 

for longer time delay. In that case, the retro reflector is moved to longer time delays from 

the zero delay in steps and the reflectivity signal is optimized at each time delay with the 

help of the steering mirrors. In this way, the delay stage is aligned for longer time delays. 

After optimizing the reflectivity signal for 3 - 4 different time delays, the full time-resolved 

reflectivity signal is measured again to check the decay constant. The entire process is 

repeated unless the desired decay constant is obtained. Once the whole alignment is 

finished, the set up becomes ready for measurements. 

4.5.3. Static magneto -optical Kerr effect microscope (Static MOKE)  

The static magneto-optical Kerr effect (Static MOKE) microscope was used to measure the 

magnetic hysteresis loops from some arrays of magnetic dots. The schematic diagram of 

the set up is shown in Fig. 4.23.  

 

Fig. 4.23: A schematic diagram of static magneto-optical Kerr effect (Static MOKE) microscope along 

with the direction of the applied bias field H. 
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! (ÅɄNe laser of wavelength (l) = 632 nm was used for this measurement. The laser beam 

passes through a variable attenuator for controlling the intensity of the incident beam on 

the sample.  The intensity of the transmitted beam is controlled by moving the attenuator 

perpendicular to the beam with the help of a moving stage. The beam is polarized linearly 

by passing it through a Glan-Thompson polarizer with s-polarization. This polarized beam 

is then chopped at 2 kHz frequency by a chopper controlled by a controller unit. A lens is 

used to focus the beam on the sample. The reflected beam is collected by another lens and 

directed towards an optical bridge detector (OBD) as described in section 4.5.2. with the 

help of a mirror. The magnetic field is applied in the normal direction to the plane of the 

sample. In this geometry the polar Kerr rotation is measured. In absence of any magnetic 

field, first the balanced condition of the detector is obtained by rotating the axis of the 

polarized beam splitter (PBS) slightly away from 45°. To calibrate the OBD, the PBS is 

rotated by 1° on both sides of the balanced condition and the dc output of the detector is 

recorded. When the magnetic field is applied, the detector will no longer be in the balanced 

condition (i.e., A  ̧ B). The difference signal (A ɀ B), which is proportional to the 

magnetization of the sample, is measured as a function of the bias magnetic field to obtain 

the hysteresis loop and is converted to Kerr rotation by multiplying it with the calibration 

factor. The output signal is measured in a phase sensitive manner by using a lock-in 

amplifier with the reference signal from the chopper.  
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5. Literature s urvey  

5.1. Introduction  

Investigation of high frequency (ultrafast) magnetization dynamics in ferromagnetic thin 

films and confined structures, such as magnetic multilayers (MLs), antidot lattices (ADLs), 

nanodots, nanostrips, nanoparticles and nanowires (NWs) are interesting for both 

fundamental research and technological applications. Since the time-scale of the dynamical 

processes involved in various applications is in the sub-nanosecond regime, it is essential 

to understand the ultrafast magnetization dynamics in these structures down to sub-

nanosecond scale in order to optimize the operational speeds. 

The interface effects between layers in a periodically layered ultrathin magnetic and non-

magnetic structures give rise to some novel properties which are highly desirable in 

present and future technology. However, the dynamics depends significantly on the layer 

thicknesses. Depending upon the spacer layer thickness, one can have dipolar or dipole-

exchange or exchange dominated spin-wave (SW) modes in these systems. As a result, 

these structures offer rich magnetization dynamics, which is important to understand and 

needs to be controlled  for various applications including data storage, spin transfer 

torque-magnetoresistive random access memory (STT-MRAM), magnonic crystals and in 

magnetic meta-metarials with a negative refractive index in the high GHz frequency regime 

[227] . Consequently, a large amount of studies are being performed on the magnetization 

dynamics on magnetic MLs by various methods. In this thesis, we will concentrate on 

Co/Pd and Co/Pt MLs which are considered to be strong candidates for these studies due to 

their large perpendicular magnetic anisotropy (PMA) and strong spin-orbit coupling, and 

hence large magneto-optic Kerr effect. Consequently, patterning these MLs to nanoscales 

has also created large interest. Exchange-spring (ES) bilayers also emerged as promising 

candidates for storage and permanent magnet applications. The exchange coupling 

between soft and hard layers gives an option to modify its properties for different 

applications. The spin-twist structure introduced in the soft layer, due to the presence of 

the hard layer, affects the propagation of SWs. As a result, new SW modes are observed in 
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the ES regime as opposed to the rigid magnet regime and they depend strongly on the soft 

layer thickness [194] . These features have triggered considerable interest in the ES 

samples. On the other hand, ferromagnetic (FM) nanowires (NWs) have attracted 

significant attention due to its high and tunable shape anisotropy. Their dynamic 

properties significantly depend on the material as well as their diameter and aspect ratio. 

The finite width and packing density of the NWs play crucial role in determining their 

magnetization dynamics [228] . The shape anisotropy competes with the 

magnetocrystalline anisotropy of the material and the anisotropy due to the inter-wire 

magnetostatic interactions to modify the SW modes in the system. A mode localized in one 

particular region of the NW can be transferred to some other region by simply applying a 

dc spin-polarized current. Hence, these magnetic NWs offer a vast field of study. Below, we 

will briefly discuss about some previous studies of magnetization dynamincs in these 

structures.   

 

5.2. Magnetic multilayers  

Initial ly, studies were performed on MLs with thick spacer layer so that the constituent 

layers are not exchange coupled. Hence, in these structures purely dipolar collective modes 

were observed. A dipolar surface wave mode exists in each magnetic layer [229-231] and 

due to the dipolar stray fields, these modes may get coupled via the spacer layers and form 

collective excitations. The exchange interaction and surface anisotropies can significantly 

affect the SW modes. In ML, due to the presence of many interfaces, this effect is strongly 

enhanced. So, if the spacer layer is thin enough to allow coupling between the magnetic 

layers, then the SW spectra change significantly. In magnetic ML with ultrathin layers, the 

dipolar collective modes (except the stack surface mode) gets converted to exchange 

dominated modes (PSSW modes) in the full coupling limit. In case of Co/Pd MLs, theoretical 

calculations show that the effect of interlayer exchange coupling comes into play only when 

the layer thicknesses are < 50 Å. BLS experiments performed on [Co/Pd]30 ML with varying 

Co layer thickness [232]  show that when the individual Co layers are 32 atomic layers 

thick, collective dipolar SW excitations are observed. With decreasing thickness, the band-
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width of the collective excitations decreases upto a thickness of 4 atomic layers. Beyond 

this thickness, the surface mode frequency remains fixed, however, the frequency of the 

bulk mode increases. For in-plane magnetized Co(25Å)/Pt ML with varying Pt layer 

thickness also, studies confirm the presence of multimode spectra due to the coupling of 

the Co layers [233] . Theoretical calculations performed with a semi-classical model in the 

magnetostatic limit [234]  show surface SW modes in ultrathin films can be extremely 

sensitive to PMA at interfaces. For a stack of six 8.8 Å Co films separated by some non-

magnetic spacer layer of thickness 7.6 Å, when the surface anisotropy Ks < -0.4 erg.cm-2, the 

magnetization prefers an out-of-plane orientation. For this configuration, the surface mode 

merges into the bulk band whereas the lowest order bulk mode becomes strongly localized 

to the sample and becomes soft [235] . This rich SW spectra in MLs hence contain 

information on interlayer coupling, magnetic properties including saturation 

magnetization, g-factor, voloume and interface anisotropies and spatial variation of 

magnetic parameters [231-232, 234-235]. For example, epitaxial (100) textured Co(3-

5Å)/Pt(17Å) MLs show a broad band of collective SWs. The extracted volume (Kv) and 

interface (Ks) anisotropy values show that in these MLs Kv > Ks, and the SW spectra is 

determined by the in-plane anisotropy. On the other hand, in polycrystalline (111) textured 

Co(3-5Å)/Pt(17Å) MLs Kv < Ks, and hence these MLs show high PMA. In both cases, the 

broadening of SW spectra is found to be due to the variation of interlayer exchange 

coupling constant and local variation of Co layer thickness (which means local variation of 

effective anisotropy in presence of a strong interface anisotropy) [236-237]. Following 

these findings, several works on magnetization dynamics in magnetic MLs by various 

measurement techniques were started [22, 238-251]. Study of magnetization reversal of 

PMA Co/Pt ML in ultrashort time scale establishes the crucial role of anisotropy in 

determining the reversal behaviour [22, 245]. At the time of the magnetic field excitation, 

the lattice may freeze into phonon distorted state. This causes some local changes in the 

electronic band structure, which in turn modifies the anisotropy due to the spin-orbit 

coupling. As a result, instead of having a sharp region, a broad transition region between 

two magnetization states is observed. Broadband extraordinary Hall effect (EHE) 

microcircuits were also used to measure the high frequency magnetization dynamics of 

PMA MLs [246] . However, the breakthourgh in this research area is the all-optical 
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excitation and probing of magnetization dynamics in PMA Co/Pt MLs by TR-MOKE 

technique in 2007 [216] . A systematic study is performed with [Co(4Å)/Pt(8Å)] n MLs with 

varying no. of bilayer repeats (n). Due to high PMA, very fast precession frequncy is 

observed for all samples. The PMA values decrease with increasing n whereas the damping 

parameter ɻ increases with increasing n. The enhanced interaction between magnons and 

conduction electrons was suggested as a possible mechanism for the enhancement of ɻ 

with n. On the other hand, when the ɻ values were calculated from domain wall motion in 

Pt/Co/Pt films, they were found to be independent of Co layer thickness although PMA 

increases with decreasing thickness [249] . TR-MOKE measurements on Pt/Co/Pt films 

show that the PMA is inversely proportional to the Co layer thickness [250] . The ɻ values 

were also found to be dependent on Co layer thickness, but they do not follow any 

particular trend. On the other hand, in CoFeB buffered [Co(0.3 nm)/Pd]6 MLs with varying 

Pd layer thickness, it is found that the ɻ value depends on the Pd layer thickness also. The 

CoFeB buffer layer significantly affects both the precession frequency and ɻ of the films due 

to its in-plane anisotropy [252] .  

Not only the SW spectra, ɻ or PMA, in MLs one can even control the speed and efficiency of 

ultrafast demagnetization [253] . By using the spin-pumping mechanism [254-256], it has 

been found that it is possible to control the efficiency of spin-angular-momentum transfer 

by introducing a spacer between two ferromagnetic (FM) layers. If the mgnetizations in FM 

layers are parallel (P configuration), then there will be no spin current. But if the 

magnetizations are antiparallel (AP configuration), then there will be some non zero spin 

current. In Co/Pt MLs, by introducing different spacer layers (NiO or Ru), significant 

changes in the ultrafast demagnetization were observed. In case of Ru spacer layer, in AP 

configuration, larger magnetization loss along with ~25% faster demagnetization was 

observed as compared to the P configuration. This difference in the demagnetization times 

between the P and AP configurations was not observed when NiO spacer layer was used 

however, there was still a difference in the amount of demagnetization for P and AP 

configurations. The ~25% decrease in demagnetization time in AP state for Ru spacer layer 

was attributed to the direct spin-momentum transfer between two Co-Pt layers. 
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5.3. Exchange-spring magnets  

Though there are several studies of magnetization dynamics on magnetic MLs with PMA, 

there are only limited numbers of reports in the literatures on the magnetization dynamics 

of ES magnets and there have been no report on time-domain measurements on ES systems 

at all. Dynamical measurements on the Sm-Co/Fe ES bi-layers by BLS technique [57, 257] 

show interesting dependence of magnon frequency on the applied field. The Sm-Co layer 

thickness was fixed at 200 Å and the Fe layer thickness was varied from 25 to 200 Å and 

field dependence of the magnon frequency was measured. The cleanest spectra were 

obtained for Fe layer with thickness of 100 Å. The spectra were obtained for two 

configurations: applied field (H) along i) hard axis and ii) easy axis of the system. For fields 

along hard axis, the results were same for positive or negative fields, which can be justified 

by symmetry arguments. However, for fields applied along easy axis, the results for positive 

and negative fields were significantly different. The frequency first decreases with 

decreasing H upto H = -2.5 kOe where it attains a minimum value indicating the onset of the 

reorientation of the Fe film into a spiral structure. Beyond this if H is decreased further, the 

frequency starts to increase and shows a jump at H = -5 kOe due to the reversal of 

magnetization in the Sm-Co layer. Below this field, the frequency values are similar to those 

for the positive fields. The experimental results were qualitatively described by a simple 

theoretical model employing layer-by-layer permeability calculations [258] . An interfacial 

exchange field of 2.4 kOe in 100 Å Fe layer was obtained from the calculation. The presence 

of the hard layer also affects the in-plane anisotropy of the soft layer. To find the functional 

dependence of the in-plane anisotropy [259] , the FMR spectra of Sm-Co(x)/Fe(y) ES bi-

layers with (x,y)= (20,20) and (35,30) nm were recorded as a function of the in-plane angle. 

The spectra were characterized by symmetric line shapes. Sm-Co(20nm)/Fe(20nm) sample 

was measured at room temperature but Sm-Co(35nm)/Fe(30nm) was measured at 150 K 

to prevent Sm-Co from switching during the measurements. Measurements show the 

presence of three anisotropy contributions: i) an out-of-plane anisotropy dominated by 

shape effects, ii) a unidirectional exchange anisotropy originating from the strong interface 

interactions between Sm-Co and Fe layers and iii) a crystal field anisotropy consistent with 

that of epitaxial (211) Fe. By similar measurements in Sm-Co(20nm)/Fe(20nm) samples, 
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three SW modes were observed: one bulk and two surface modes [260]  in both in-plane 

(IPG) and out-of-plane (OPG) geometry. For IPG, the bulk mode was found to shift to lower 

field values and disappear at an angle of 400. 

Another very important candidate for the hard magnetic layer in an ES bi-layer is FePt. Its 

high thermal stability [261]  and large uniaxial magnetic anisotropy originate from the spin-

orbit coupling of the Pt and the hybridization between Pt 5d and Fe 3d states [262-263]. 

This high anisotropy and broad relaxation channel originating from the spin-orbit coupling 

results in high precession frequency and small relaxation time in FePt which is extremely 

desirable for technological applications. There are two very important studies on the 

ultrafast magnetization dynamics of L10-ordered FePt films [264-265]. In case of 6.5 nm 

thick FePt film, it was observed that the precession frequency did not show any monotonic 

dependence on the applied field H. However, the relaxation time increases slowly and ɻ 

decreases steadily with increasing H [264] . As one of the possible reasons of this 

dependence, inhomogeneity of the effective anisotropy in the sample was suggested. 

Whereas in the other study [265] , the precession frequency was found to increase 

systematically with increasing H, however, a slight decrease in the relaxation time with 

increasing H was observed. Another important finding of this work was that both the first 

and second order anisotropies in the FePt layer contribute in determining its magnetic 

behavior. However, later it was found that in L10-ordered FePt films, only first order 

anisotropy is important [266] . The presence of a small hard-axis hysteresis causes local 

fluctuations of the internal fields that influences the shape of the hard-axis hysteresis loop 

and often misinterpreted as a second order anisotropy. FMR measurements on 

FePt(10nm)/Fe(2 and 3.5nm) show how the magnetization dynamics depends on the soft 

layer thickness in an ES magnet [267] . For 2 nm thick Fe layer, the bi-layer behaves as a 

rigid magnet. However, when the Fe layer thickness is increased to 3.5 nm, the bi-layer 

behaves as an ES magnet and in addition to the rigid magnet mode; two additional SW 

modes are observed. Similar results were also obtained by micromagnetic simulations 

[268] . 
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5.4. Magnetic nanowires  

The study of SWs in magnetic NWs dates back to the 1991 when discrete modes in the SW 

spectrum of permalloy (Py) NW array were observed at a single value of wave-vector k. 

However, the origin of the modes was not identified at that time. The origin of this 

quantization was discovered later in 1998 [269] . BLS measurements on Py NWs revealed 

the existence of discrete SW modes in the low k region. Interestingly, these modes did not 

show any noticeable dispersion and behave like standing wave modes. They were observed 

over a continuous range of k for a wire of finite width. These modes were not much affected 

by the separation between the wires. Hence, it can be believed that these modes originate 

purely due to the finite width of the wires. More than one set of discrete modes were 

observed in the experiment. The lowest frequency modes appeared near zero k whereas 

higher frequency modes appeared at higher k values with an increase in the corresponding 

cut-off k. The frequency splitting of the discrete modes was found to decrease with 

increasing wave number. Beyond a certain value of k, continuous film like dispersion is 

obtained. It was proposed that each wire acts as an independent scattering centre. The SW 

modes, in that case, were described by truncated plane waves and hence, k was no more 

conserved. As the dynamic component of the magnetization was no longer a periodic 

function, the Fourier transform was non-zero over a continuous range of k and hence, the 

discrete modes were observed over a finite range of k. No clue of the zone folding effect due 

to the periodic nature of the NW arrangements was found.  

The quantization of modes were also supported by theoretical studies [270] . From FMR 

studies [271]  on Ni, Co and Py NWs, it was found that the resonance frequencies depend 

strongly on the material. The frequencies of Co were higher than that of Ni for all bias field 

values whereas the frequencies values of Py were in the intermediate range. It was found 

that above a certain critical field Hs, the frequency varied linearly with the applied field for 

all samples, whereas below Hs, there is a deviation from the linear relationship. In the linear 

regime, the samples were in saturated state and the dependence was well explained by the 

Kittel [144]  formula. On the other hand, the behavior below Hs was attributed to the 

unsaturated state of the NWs. The effect of dipolar coupling between the NWs was also 

characterized by the FMR technique [272-274]. The dipolar coupling acts as an additional 
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anisotropy which acts in a direction perpendicular to the wire axis. For an array of Py or Ni 

NWs, we have only the shape anisotropy along the wire axis. In that case, if the wire density 

is increased, the effective anisotropy will decrease. Eventually, the dipolar interaction may 

overcome the shape anisotropy and a cross-over between easy and hard directions of 

magnetization can be observed.  

To understand the results obtained experimentally, theoretical models were developed for 

the SW modes in circular NWs under the application of uniform microwave field [275-277]. 

Later, this theory was generalized for NWs with arbitrary cross sections [278] . Integral 

equations were developed using the extinction theorem to obtain both eigenvectors and 

eigenvalues. This theory also provided an insight to the effect of roughness on the SW 

modes [279] . It was found that to the first order, the roughness could cause a shift in the 

frequencies of the SWs in the magnetostatic limit. Theoretical calculations were performed 

to calculate the differential cross-section for inelastic magnon scattering of non-polarized 

neutrons [280] . The cross-sections for SWs of different forms, due to the delta-function 

dependence, were found to be strongly dependent on the direction of the wave-vector k. 

Further, studies on Py NWs by BLS showed that under the application of a small transverse 

field, a branch of low frequency SW modes appeared [281] . However, this branch did not 

exist for fields applied along the longitudinal direction. With increasing transverse field, a 

SW hybridization was observed in the vicinity of the switching field. A Hamiltonian-based 

microscopic theory for NWs with inhomogeneous magnetization showed that the 

appearance of this low frequency mode was a consequence of small easy-plane single-ion 

anisotropy at the NW surface. TR-MOKE microscopy was also used to measure the 

magnetization dynamics in electro-deposited Py NWs with high packing density and wire 

diameter much greater than the exchange length of Py [228] . The experimental data were 

supported reasonably well by the micromagnetic simulations. The competition between 

shape anisotropy and the anisotropy associated with the inter-wire magnetostatic 

interaction in the array was investigated. Simulations of the remanent state revealed the 

presence of antiferromagnetic alignment of magnetization in adjacent NWs and formation 

of vortex flux closure structures at the ends of each NW. As the applied bias field was 

increased from the remanent state, the ground state changes and accordingly, the profile of 
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the resonant mode changes from nonuniform to uniform nature within the plane of the 

wire. As a result, the frequency of the mode was found to decrease initially with increasing 

bias field. Resonant modes were also studied for fields applied in the direction 

perpendicular to the wire axis. The dependence of the SW spectra on the packing density 

and the dispersion relations for the modes propagating through the array for field parallel 

to the wire axis were also investigated. Finally, a tunneling of the end modes through the 

middle of the wire was observed due to the extended penetration of the dynamic 

demagnetizing fields into the middle of the wires and also due to the lowering of the tunnel 

barrier by the static demagnetizing field in the array.  

BLS spectra obtained from low aspect ratio Ni nanorods [282]  possessed two important 

features: 1) two-peak structure of BLS lines due to the presence of zones with high density 

of states in the spectrum of SW resonant modes localized in the nanorods and 2) high 

asymmetry between Stokes and anti-Stokes lines. To study the effective anisotropy field 

Hani in an array of FM NWs, anisotropy field distribution (AFD) method was implemented 

[283] . The resonant SW modes in arrays of Ni, Co and Py NWs were measured by FMR 

technique first. It was found that if the magnetocrystalline anisotropy of the system is 

negligible, then the AFD method provided an accurate estimation of Hani. Determination of 

Hani by AFD method included the interwire dipolar interactions also. However, if the 

magnetocrystalline anisotropy of the system was high, then complex magnetization 

processes other than the coherent rotation was observed when the magnetization was 

relaxed from its saturation state and the accuracy of the results obtained from the AFD 

method was found to decrease accordingly. FMR measurements along with first order 

reversal curve (FORC) analysis were performed to explore the anisotropy in Co94Fe5B1 NW 

arrays in which Co had two types of crystallinity ɀ 1) c-axis oriented parallel to the wire 

axis and 2) c-axis oriented perpendicular to the wire axis [284] . An apparent positive first 

order anisotropy constant was observed for case 1, whereas case 2 showed the presence of 

a negative uniaxial anisotropy. On the other hand, FMR studies on CoFeB NWs under the 

application of transverse magnetic field revealed the presence of two distinct modes [285] . 

These two modes were observed below saturation field and modeled as the response from 

two interacting populations of the wires, magnetized mirror-symmetrically to each other 
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relative to the plane of the array. Spatial profiles of the SW modes in cylindrical NWs were 

investigated by micromagnetic simulations [286-287]. Under the application of a spin-

polarized dc current, it was observed that apart from the edge mode, other SW modes 

disappeared from the system. Surprisingly, when the current exceeded a certain critical 

value, an edge mode transformed to the uniform mode of the NWs. As the edge mode varies 

linearly with bias field, a particular frequency can thus be chosen and transferred through 

the NW which is extremely desirable phenomenon in some present technological 

applications. 

Current and Oersted field induced domain wall dynamics in FM NWs have been a research 

field of intense interest due to their potential applications in race track memory [288-289]. 

However, this is beyond the scope of this thesis and hence is not introduced in details.
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6. Correlation between perpendicular magnetic 

anisotropy and G ilbert d amping in [Co/Pd] 8 

multilayers with variable Co l ayer thickness  

6.1. Introduction  

Magnetic multilayers (MLs) with perpendicular magnetic anisotropy (PMA) have attracted 

attention due to their potential applications in patterned magnetic media [14] , spin transfer 

torque magnetic random access memory (STT-MRAM) [290-291]  and magnonic crystals [3, 

292]. For applications in magnetic media and STT-MRAM devices, large precession 

frequency associated with the large PMA and a reliable and low damping constant ɻ are 

desirable. On the other hand, for applications in magnonic crystals, broadly tunable 

magnonic frequencies, and ɻ with physical and material parameters are essential. All 

potential applications demand large and broadly tunable precession frequencies, small ɻ 

values and a correlation between the PMA and ɻ. PMA is believed to originate from the 

interface anisotropy due to the broken symmetry and d-d hybridization [107]  at the Co/Pd 

and Co/Pt interfaces. The competition between interface and volume anisotropies results 

in a variation in PMA with the thickness of the Co layer (tCo) as has been reported in 

continuous [293]  and patterned [294]   magnetic MLs. Consequently, a large variation in the 

precession frequency in the picosecond magnetization dynamics of these MLs is expected. 

On the other hand, it has been predicted recently [250]   that there may be a linear 

correlation between PMA and damping based on existing theoretical works [104, 295].  The 

intrinsic Gilbert damping ɻ and PMA both have their origins in the spinɀorbit interaction 

and are approximately proportional to ‚ ὡϳ , where ʊ is the spinɀorbit interaction energy 

and W is the d-band width. However, no clear correlation between the PMA and ɻ has been 

observed so far [216, 249-250]. Mizukami et al. [250] observed an increases in ɻ with 

decrease in tCo but it was not inversely proportional to tCo. In this work, we studied the 

picosecond magnetization dynamics in [Co(tCo)/Pd(0.9 nm)]8 MLs with tCo varying between 

1.0 and 0.22 nm. We observed a systematic increase in the precession frequency and ɻ with 
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the decrease in tCo. The extracted PMA, from the macrospin modeling of the precession 

frequency, shows a linear correlation with ɻ. 

 

6.2. Sample fabrication  

The [Co(tCo)/Pd(0.9nm)] 8 MLs were fabricated on (100) oriented Si wafer with a native 

SiO2 surface layer by dc UHV magnetron sputtering with confocal sputter up geometry 

[294] . The Co target was tilted and arranged in a circle around the central Pd target. The 

substrate was rotated at 3 Hz during the deposition and placed at the focal point of the 

targets. The base pressure of the deposition chamber was 2 × 10-8 mbar and magnetron 

sputtering was performed at 3 mTorr Ar pressure. Ta(1.5nm)/Pd(3.0nm) seed layer was 

used to confirm the (111) texture with a mosaic spread of 70 full width at half maximum 

(FWHM). The samples were taken out of the chamber after the deposition of the Pd cap 

layer.  

 

6.3. Characterization and measurement of quasi static and 

ultrafast magnetization dynamics  

The interface qualities of the MLs were investigated by X-ray reflectivity (XRR) technique 

as described in section 4.4.4. of chapter 4. In this method, X-ray reflection intensity curves 

from grazing incident X-ray beam are collected to extract i) individual layer thickness in the 

ML and ii) surface and interface roughness. The electron density profile (EDP) can also be 

determined in different layers. However, this is beyond the scope of our study. We have 

used the Cu Kɻ X-ray beam of wavelength 1.54 Å for the XRR measurements. The static 

magnetic properties were investigated by both polar magneto-optical Kerr effect (P-MOKE) 

and vibrating sample magnetometry (VSM) at room temperature. In VSM, the magnetic 

field up to 16 kOe is applied in steps of 100 Oe in two different orientations during the 

measurements ɀ 1) along the normal to the ML and 2) in the plane of the ML.  
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The ultrafast magnetization dynamics was probed by time-resolved magneto-optical Kerr 

effect (TR-MOKE) measurements in a two-color pump-probe set up. The second harmonic 

(l = 400 nm) of a Ti-sapphire laser (Tsunami, SpectraPhysics, pulse-width < 70 fs) was 

used to pump the samples, while the time-delayed fundamental (l = 800 nm) laser beam 

was used to probe the dynamics by measuring the Kerr rotation by means of a balanced 

photo-diode detector, which completely isolates the Kerr rotation and the total reflectivity 

signals. The pump and the probe beams were focused and spatially overlapped onto the 

sample surface by a microscope objective with numerical aperture N. A. = 0.65 in a 

collinear geometry. A bias field (H) of variable amplitude is applied at a small angle (~ 10°) 

to the surface normal of the sample. The pump beam was chopped at 2 kHz frequency and a 

phase sensitive detection of the Kerr rotation was made by using a lock-in amplifier with a 

reference signal taken from the chopper. The optical bridge detector completely isolated 

the time-resolved Kerr rotation and the reflectivity data and there is no breakthrough of 

one signal into another. 

 

6.4. Results and discussions  

 

Fig. 6.1: X-Ray reflectivity data and the extracted thickness and interface roughness values for 

[Co(tCo)/Pd(0.9nm)] 8 MLs.  
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The average interface roughness and thickness values obtained after comparing simulated 

and experimental results of the XRR data are presented in Fig. 6.1 along with the 

corresponding XRR spectra. The average roughness value at the Co/Pd interface is about 

0.05 nm. However, there is a slight variation (although, not a systematic one) in the 

roughness values. Generally, in MLs, the magnetization dynamics gets affected by the 

interface roughness. Hence, here also we may see some effect of this variation in the 

roughness values on the magnetization dynamics. The measured thickness values, 

however, are close to the nominal values. 

Fig. 6.2(a) shows the results obtained from VSM measurements on the series of ML 

samples. The extracted magnetic anisotropy field (Hk) increases systematically with the 

decrease in tCo and exhibits a maximum at 0.22 nm, beyond which it decreases sharply. The 

saturation magnetization (Ms), on the other hand, decreases monotonically with the 

decrease in tCo over the entire range.   

 

Fig. 6.2: (a) Dependence of magnetic anisotropy field and the saturation magnetization on the Co 

layer thickness tCo in [Co/Pd]8 multilayer films, as measured by static magnetometry. (b) Hysteresis 

loops from the multilayer samples  obtained from polar MOKE measurement.  (c) The time-resolved 

reflectivity and Kerr rotation signals and the corresponding FFT spectra from the multilayer sample 

with tCo = 0.5 nm, showing the frequencies of phonon and the precession of magnetization, 

respectively.  
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Fig. 6.2(b) shows the magnetic hysteresis loops as measured by the PMOKE. Although the 

saturation magnetization cannot be characterized by using PMOKE but the anisotropy field 

obtained from the VSM data are confirmed by the PMOKE loops. 

Fig. 6.2(c) shows typical time-resolved reflectivity and the Kerr rotation data and the 

corresponding fast Fourier transform (FFT) spectra using a Welch window function from 

the ML with tCo = 0.5 nm at H = 1.72 kOe. The precessional dynamics appears as an 

oscillatory signal above the slowly decaying part of the time-resolved Kerr rotation after an 

ultra fast demagnetization within 600 fs, and a fast remagnetization within 10 ps. The time-

resolved reflectivity also shows an oscillation with  about 77 GHz frequency, originating 

from thermally excited strain waves [296] , which is well above the frequency of precession 

of 28 GHz for this sample, confirming that there is no cross-talk between these two signals. 

In addition, the precessional frequency shows a clear variation with the bias magnetic 

fields as opposed to the frequency of oscillation observed in the reflectivity signal.  

Table 6.1: Variation of demagnetization, slow and fast remagnetization times with tCo. 

Co layer thickness 

(tCo) 

(nm) 

Demagnetization 

time 

(fs) 

Fast remagnetization 

times 

(ps) 

Slow remagnetization 

times 

(ps) 

1.0 500 5.8 225 

0.75 500 6.2 350 

0.5 600 6.0 400 

0.36 600 5.5 280 

0.28 700 6.1 550 

0.22 700 4.8 490 
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Although, a slow increase of the demagnetization time, as shown in Table 6.1, is observed 

with deceasing tCo, there is no such trend for fast and slow remagnetization times for these 

MLs. However, the different values of these times for different samples can be attributed to 

the spins at different surface of the layers [297-298] and a variation of the spin-orbit 

coupling in these samples [299-301]. 

Fig. 6.3(a)-(b) show the time-resolved Kerr rotations and the corresponding FFT spectra 

for samples with different tCo. All samples show a single precession frequency due to the 

collective precession of the whole stack, which allows us to use the macrospin modeling of 

their frequency and damping. 

 

Fig. 6.3: (a) The time-resolved Kerr rotation data after background subtraction and (b) the 

corresponding FFT spectra are shown for [Co/Pd]8 films with different Co layer thickness tCo. The 

solid lines in Fig. 6.3(a) correspond to the fit with eqn. (6.2). The applied bias fields are also shown 

in the figure. 

The variation of precession frequency with the bias magnetic field is plotted in Fig. 6.4(a) 

for various values of tCo. The precession frequency increases sharply for tCo Ѕ 0.75 nm 
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indicating the sharp increase in the PMA in this range. The variation of the precession 

frequency with bias field is analyzed by the solution of the Landau-Lifshitz-Gilbert (LLG) 

equation [132, 302] (eqn. (2.44)) under macrospin model.  

 

Fig. 6.4: (a) The bias field dependence of experimental precession frequency (symbols) and the 

calculated frequencies (solid line) with eqn. (6.1) are shown for multilayers with different Co layer 

thickness. (b) The geometry for the macrospin model is shown. (c) The damping coefficient a 

(symbols: experimental data, solid line: linear fit) is plotted as a function of 1/tCo.  The extracted 

perpendicular magnetic anisotropy (Keff) and the saturation magnetization MS (filled squares: from 

TR-MOKE, open circles: from static magnetometry) are plotted as a function of tCo. The dashed line 

shows the calculated MS values, while the dotted line corresponds to the linear fit to Keff vs tCo. 

For the experimental geometry as shown in Fig. 6.4(b), the expression for precession 

frequency obtained after linearizing LLG equation under small angle approximation is 

given by   
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where g  is the gyromagnetic ratio, a is the damping coefficient, q and b are the angles made 

by the equilibrium magnetization (M) and the bias field with X-axis, Keff is the effective 

magnetic anisotropy and Ms is the saturation magnetization. q is obtained by minimizing 

the total energy of the system, while b is known from the experimental geometry. a is 

determined by fitting the time-resolved magnetization with a damped sine function 

 ( )fwt -=

-

teMtM

t

sin)0()(  (6.2) 

where
ap

t
f2

1
= , f is the experimentally obtained precession frequency and f is the initial 

phase of oscillation [303]. 

The calculated frequencies are plotted as solid lines in Fig. 6.4(a) and are in good 

agreement with the experimental data. a is found to be inversely proportional to tCo over 

the entire range, as shown in Fig. 6.4(c). The extrapolation of the linear fit to a vs. 1/tCo 

data upto 1/tCo = 0 gives a = 0.011, which is very close to the value for bulk Cobalt (0.01). In 

Fig. 6.4(d) we plot Keff and MS as a function of tCo, as extracted from the macrospin 

modeling. Keff is also found to be inversely proportional to tCo similar to a, indicating a clear 

linear correlation between a and Keff. For a comparison the MS values, as obtained 

independently from the static magnetometry, are also plotted as open circles in Fig. 6.4(d). 

The values of MS obtained from the TR-MOKE measurements almost coincide with those 

obtained from the VSM loops. We have also calculated the variation of MS with tCo and found 

that consideration of slight induced magnetization (15% of the Cobalt layer) of the Pd 

layers [16, 303] is essential for a good agreement between the experimental and the 

theoretical data (dotted line in Fig. 6.4(d)) .  
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Fig. 6.5: The damping coefficient a is plotted as a function of Keff (symbols) and the dotted line 

corresponds to the linear fit. 

In Fig. 6.5, we plot a as a function of Keff, which clearly shows that a is directly proportional 

to Keff with a slope of 4.33 x 10-8 cc/erg. The values of a obtained for [Co/Pd]8 MLs in this 
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and getting absorbed due to its small spin diffusion length, thereby enhancing a. This is 

usually accounted for by considering the variation of the relaxation frequency G = agMS 

with 1/ tCo12,22 but its value is much lower in our case than the previously reported values. 

The third possibility is the decrease in bandwidth W for the Co atomic layer in contact with 

the Pd due to the Co 3d-Pd 4d hybridization  [107] . The intrinsic Gilbert damping a and 
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width. This is primarily an interface effect and effectively increases both a and Keff. The 
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observation of direct proportionality between a and Keff strongly indicates that this may be 

the primary mechanism of enhancement of a in our experiment. The fourth possibility is 

the roughness and alloying effects at the interface [250] . However, while interface 

roughness and alloying would increases a, it would  also decrease Keff, which is opposite to 

our observation and hence this possibility is also ruled out. Other possibilities such as 

dephasing of multiple spin-wave modes due to incoherent precession of the constituent 

layers and formation of perpendicular standing waves are negligible because of the 

observation of a collective precession of all the layers in the stack and uniform excitation of 

the whole stack, respectively. 

  

6.5. Conclusions 

In summary, we have studied the time-resolved magnetization dynamics in a series of 

[Co(tCo)/Pd(0.9 nm)] 8 multilayers with variable Co layer thickness tCo. The decrease in tCo 

increases the perpendicular magnetic anisotropy Keff, which effectively increases the 

precession frequency and a broadly tunable precession frequency between about 5 GHz 

and 90 GHz is observed. The precession frequency was analyzed by macrospin modeling of 

LLG equation due to the appearance of a single collective mode in these samples and the 

saturation magnetization MS, a, and Keff were independently obtained from the dynamics. 

Both a and Keff are inversely proportional to tCo and hence they are found to be directly 

proportional for the first time  as opposed to the previous reports [15, 18]. The 

enhancement of a is possibly due to both spin pumping and the d-d hybridization at the 

Co/Pd interfaces as both effects are inversely proportional to 1/tCo. However, only the later 

is directly correlated to the enhancement of Keff due to the decrease in bandwidth W of the 

Co atomic layer at the interface, while the former has no contribution to Keff. Hence, we tend 

to believe that in our case the enhancement of a is caused primarily due to the d-d 

hybridization effect. The observations of relatively low value of a associated with large Keff 

and their linear correlation are significant for their applications in the STT-MRAM devices 

and magnonic crystals.   
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7. Time -resolved measurement of spin -wave 

spectra in CoO capped [Co(tCo)/Pt(7Å)] n-1Co(tCo) 

multilayer systems  

7.1. Introduction  

Magnetic multilayers (MLs) with perpendicular magnetic anisotropy (PMA) have inspired 

technological progress within  magnetic data storage [14, 307], spin transfer torque 

magnetic tunnel junctions [291]  and magnonic crystals [292, 308]. New applications such 

as in magnetic metamaterials with negative refractive index in the high GHz frequency 

regimes using magnetic MLs have been predicted theoretically [227] . For many of these 

applications exploration of rich spin-wave (SW) bands in such MLs are desirable. There 

have been very few experimental efforts of measuring SW spectra in MLs with PMA by 

frequency and wave-vector domain techniques. Exchange dominated collective SW 

excitations have been observed in Co/Pd MLs by Brillouin light scattering [232] . On the 

other hand spectra of standing SWs have been detected by ferromagnetic resonance [309] . 

Theoretical investigations of SWs in such MLs have been investigated by various methods 

including effective medium formulation [310] , analytical method including RKKY 

interaction [311]  and discrete dipole approximation [312] . 

Time-resolved measurements of magnetization dynamics of Co/Pd and Co/Pt MLs with 

PMA have become a subject of recent interest. Tunability of precession frequency and 

damping coefficient with the variation of Co layer thickness and number of bi-layer repeats 

have been reported [216, 218, 250, 313]. More recently, a correlation between the PMA 

and the damping coefficient, both originating from the interfacial d-d hybridization [107] , 

have also been demonstrated [218] . However, the above works focused mainly upon the 

excitation and detection of the fundamental SW mode of the whole ML stacks and the time-

domain excitation and detection of the SW manifold remained unexplored. In this chapter, 

we investigate an all-optical excitations and detection of dipole-exchange SWs in a series of 

CoO capped [Co(tCo)/Pt(7Å)] n-1Co(tCo) ML systems. The observed SWs modes are 
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reproduced by theoretical calculations based upon discrete dipole approximation (DDA) as 

discussed in section 3.2. of chapter 3. We have further calculated the spatial distribution of 

the observed modes to understand their origin. 

 

7.2. Sample fabrication and characterization  

A series of [Co(tCo)/Pt(7 Å)] n-1 Co(tCo) MLs with variable Co layer thickness (tCo) and 

number of bi-layer repeats (n) were deposited by dc magnetron sputtering [314] . For the 

whole series the product n× tCo = 80 Å was kept constant, i.e., the total amount of Co in the 

ML is the same for all samples. The base pressure of the deposition chamber was 2 × 10-8 

mbar and magnetron sputtering was performed at 3 mTorr Ar pressure.  The thickness of 

the top Co-layer was increased from tCo to tCo + 12 C and then exposed to ambient air, thus 

yielding oxidation of the top ~ 12 C of Co into ~ 15-20 C of CoO for optional exchange 

biasing at lower temperatures (with Neel temperature TN = 250 K and blocking 

temperature TB = 220 K) [23, 315]. All experiments reported here are performed at room 

temperature and the CoO layer can be considered as being paramagnetic with no exchange 

bias effect. However the CoO layer still introduces an asymmetry between top and bottom 

Co-layers of the Co/Pt ML. While the bottom Co layer is seeded with a Ta(1.5 nm)/Pt(20.0 

nm) underlayer structure, the top Co layer is partially oxidized into CoO and then 

subsequently covered by additional 3 nm of Pt for long term stability of the samples. The 

Co layer thickness within the ML is varied from 0.2 nm (n = 40) to 0.8 nm (n = 10) in this 

experiment.  

The interface qualities of the MLs were investigated by X-ray reflectivity (XRR) technique 

as described in section 4.4.4. of chapter 4. X-ray reflection intensity curves from grazing 

incident X-ray beam are collected to extract i) individual layer thickness in the ML and ii) 

surface and interface roughness. One can also study the electron density profile (EDP) in 

different layer. However, this is beyond the scope of our study. We have used the Cu Kɻ X-

ray beam of wavelength 1.54 Å for the XRR measurements. 
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7.3. Measurements of the quasistatic and ultrafast 

magnetization dynamics  

The magnetic hysteresis loops were measured by polar magneto-optical Kerr effect (P-

MOKE). The time-resolved magnetization dynamics were measured by a home built all-

optical time-resolved magneto-optical Kerr effect (TR-MOKE) magnetometer as described 

in detail in section 4.5.2. of chapter 4. About 10 mJ.cm-2 of 400 nm laser pulses (pulse-width 

~ 100 fs) was used to pump the samples, while time-delayed 2.5 mJ.cm-2 of 800 nm laser 

pulses was used to probe the dynamics by measuring the Kerr rotation with a balanced 

photo-diode detector. The pump and the probe beams were focused and spatially 

overlapped onto the sample surface by a microscope objective with numerical aperture N. 

A. = 0.65 in a collinear geometry. A bias magnetic field (H) is applied at a small angle (~ 

10°) to the surface normal of the sample during the dynamical measurements. The pump 

beam was chopped at 2 kHz frequency and a phase sensitive detection of the Kerr rotation 

was used.  
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7.4. Results and discussions  

 

Fig. 7.1: (a) P-MOKE loops for a series of [Co(tCo)/Pt(7Å)] n-1 Co(tCo)  samples. (b) The experimental 

and fitted X-ray reflectivity results from the multilayer sample with tCo = 0.8 nm.  (c) The time-

resolved reflectivity and Kerr rotation data and the corresponding FFT spectra are shown for the 

multilayer with tCo = 0.6 nm at a bias field of 2.47 kOe.  

Fig. 7.1(a) shows the P-MOKE loops for samples with n× tCo = 40×0.2 nm, 13×0.6 nm, and 

10×0.8 nm. It is clear from the data that the perpendicular anisotropy field increases 

(saturation field decreases) as tCo reduces from 0.8 nm to 0.6 nm and decreases (saturation 

field increases) again as tCo reduces further to 0.2 nm. Fig. 7.1(b) shows the experimental 

XRR data and the theoretical fit for the sample with tCo = 0.8 nm, which shows reasonably 

good agreement with the data. The extracted values of the layer thickness are very close to 

the nominal thickness and average interface roughness is of the order of 0.05 nm, 

confirming a sharp interface. Fig. 7.1(c) shows typical time-resolved reflectivity and Kerr 

rotation data and the corresponding fast Fourier transform (FFT) spectra from the ML with 

tCo  = 0.6 nm at H = 2.47 kOe. The precessional dynamics appear as an oscillatory signal 

above the slowly decaying part of the time-resolved Kerr rotation after a fast 
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demagnetization within the first 400 fs, and a two step remagnetization with relaxation 

time ʐ1 = 7 ps and ʐ2 = 391 ps. A bi-exponential background is subtracted from the time-

resolved data before performing the FFT to obtain the corresponding power spectra.  

Fig. 7.2 shows the precessional part of the time-resolved Kerr rotation data after 

subtracting the bi-exponential decay and the corresponding FFT spectra for the three MLs. 

The time-resolved dynamics for all three samples show large amplitude precession for the 

initial one or two cycles followed by a heavy decay of the amplitude of precession and 

further an incoherent small amplitude oscillation. 

 

Fig. 7.2: Time-resolved Kerr rotation data and the corresponding FFT spectra for [Co(tCo)/Pt(7Å)] n-1 

Co(tCo) multilayers with n× tCo = 40×0.2 nm, 13×0.6 nm and 10×0.8 nm at bias magnetic field H = 

2.47 kOe. 

This indicates the presence of a number of SW modes in the time-resolved dynamics, as 

revealed by the FFT spectra. For tCo = 0.2 nm, we observe two intense peaks below 10 GHz 

and small amplitude peaks above 20 GHz.  For tCo = 0.6 nm, we observe a prominent peak 

followed by a shoulder below 10 GHz, a band of modes between 10 and 20 GHz and a small 

amplitude band at around 30 GHz. For tCo = 0.8 nm, we observe large amplitude split modes 

below 10 GHz, a large amplitude broad band between 10 and 15 GHz and two small 

amplitude narrow bands at around 20 GHz and 30 GHz. The magnetic origin of the modes 
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was verified by the bias magnetic field dependence of the observed modes (not shown). 

The physical origin of the modes was investigated further by theoretical modeling as 

described below. 

The aim of the theoretical modeling is twofold: 1) the verification of the hypothesis that 

standing waves formed across the [Co(tCo)/Pt(7Å)] n-1 Co(tCo) ML can explain the multi-peak 

spectra observed in TR-MOKE measurements and 2) to establish the spin pinning at the 

surface of the ML introduced by the paramagnetic CoO layer on top of the ML. In order to 

do that we considered a system of magnetic moments mr  regularly disposed in sites r  of a 

sample consisting of stacks of planes with magnetic moments arranged on the two-

dimensional crystallographic lattice points of a simple hexagonal crystal lattice. Solely Co 

or Pt magnetic moments (mCo or mPt) are present on each single plane, i.e., we assume sharp 

interfaces in our model, which was also confirmed by the XRR measurements. The system 

has the shape of a thin film (see Fig. 7.3(a)) of total thickness (n× tCo + n×7) Å with a square 

base of dimensions 2000a × 2000a (a = 2.29 Å is the distance between nearest magnetic 

moments in the hexagonal plane). The 7 Å thick Pt layers are modeled by 3 Pt monolayers 

in all studied samples.   

The harmonic dynamics of the magnetization, i.e., SW spectra, were calculated in a linear 

approximation, without damping by numerically solving Landau-Lifshitz equation on the 

discrete lattice ɀ DDA method as described in section 3.2. of chapter 3. The analysis was 

limited only to the standing waves formed across the ML. The magnetostatic, exchange and 

uniaxial anisotropy fields were included in calculations. The magnetostatic field was 

calculated in the dipolar approximation by direct summation over all magnetic moments. 

The exchange interactions between nearest neighbors were included in the Heisenberg 

form. We considered the sample in a saturated state along the direction of the effective 

field, i.e., a superposition of the anisotropy and bias magnetic field. The approximate 

direction of the static magnetization was found from the standard equation with the 

assumption of a uniform thin film [146] . The magnetic moment in the saturated state can 

be regarded as a superposition of two components: the static (parallel to H) and the 

dynamic (perpendicular to H). In the Co planes we assumed a magnetic moment of 1.8mB 
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(or 1.9mB for one sample), which is characteristic for the bulk Co, while for the Pt planes a 

smaller magnetic moment (mPt) was used, which according to ab-initio simulations can be 

induced in Pt due to the close proximity to the Co atoms [316] . The approximate values of 

the exchange integral were chosen as follows: JCo-Co and JCo-Pt: 24 × 10-22 J and a much 

smaller value for JPt-Pt [317] . All parameters used in the calculations are summarized in 

Table 7.1.   

Harmonic dynamics modeling as described above was performed for three different MLs 

with Co thicknesses of tCo = 0.2, 0.6 and 0.8 nm (i.e., with 1, 3 and 4 monolayers of Co in 

each unit cell of the considered ML). The intensities of the SW lines measured in TR-MOKE 

were compared with the relative intensities calculated according to the procedure 

described in [22]. The out-of-plane component of the dynamical magnetization is primarily 

measured and the theoretical intensities are calculated from the projected component of 

the dynamical magnetic moment on the film normal. The refractive indices of Co and Pt 

used in the intensity calculations are, 3.65 + i 4.73 and 2.87 + i 4.99, respectively [318] .  

 

Fig. 7.3: (a) Model structure of the Co/Pt ML film with PMA used in the calculations. The lateral 

sizes of the ML film are 2000a × 2000a, where a is the in-plane lattice constant. Bias magnetic field 

H is rotated 100 from the surface normal of the film. The anisotropy constants on surface layers 

(Ku,S1, Ku,S2, Ku,S3) and at the interfaces (Ku,i) are different from zero. (b)  TR-MOKE relative 

intensities calculated with the DDA method for the ML with tCo  = 0.6 nm at H = 2.47 kOe. (c) The 

profiles of SWs with lower frequencies from the spectra shown in (b). Mode number m and 

corresponding frequency of the mode are listed on the right. 
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The anisotropy constant, magnetic moment induced on Pt, and exchange integral between 

Pt-Pt planes were changed to obtain agreement between experimental and theoretical 

results, see Table 7.1. Fig. 7.3(b) shows the spectrum calculated for the ML with n× tCo = 

13×0.6 nm at H = 2.47 kOe.  

We found good qualitative agreement with experimental FFT spectrum as shown in Fig. 

7.2. A non-zero anisotropy equal to 3.9E5 J/m3 limited to planes at interfaces (see Fig. 

7.3(a)) was used in the calculation.  

In order to separate the first mode from the frequency band we had to assume different 

anisotropy values at the external surfaces of the ML. By surface layers we mean the last 

(first) layers with a non-zero magnetic moment, i.e., last (first) Co plane (S1) and two 

neighbor planes S2 and S3 (in Fig. 7.3(a) marked by dashed lines). It is a reasonable 

assumption that the electronic configuration of the two surface Pt layers that have only Co 

atoms on one side differs from the electronic configuration of Pt planes inside the ML that 

have Co atoms on both sides. This difference in symmetry with respect to the outermost Pt 

planes can explain the different anisotropy constant values assumed for these surface 

layers, i.e., on the last (and first) cobalt layer S1, and on the Pt layers S2 and S3 layers.  

Table 7.1: Exchange integrals (JCo-Co, JCo-Pt, JPt-Pt), magnetic moments (mCo, mPt), anisotropy constants at 

interfaces (Ku,i) and average anisotropy fields (Hani) used for calculations of SW spectra in 

[Co(tCo)/Pt(7Å)] n-1 Co(tCo)  MLs. 

 JCo-Co  

[10-

21J] 

JPt-Pt  

[10-21 J] 

JCo-Pt  

[10-21 

J] 

mCo  

[mB] 

mPt 

[mB] 

Ku,i  

[105 

J/m3] 

Hani 

[T]  

[Co(2Å)/Pt(7Å)] 40Co(2Å) - 0.086  2.4 1.9 0.18 1.78 0.71 

[Co(6Å)/Pt(7Å)] 13Co(6Å) 2.4 0.200 2.4 1.8 0.27 3.9 0.36 

[Co(8Å)/Pt(7Å)] 10Co(8Å) 2.4 0.140 2.4 1.8 0.25 4.0 0.28 
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The corresponding values of surface anisotropy constants are summarized in Table 7.2. Here we 

assumed the same anisotropy on bottom and top surfaces of the ML. 

Table 7.2: Anisotropy constants at external surfaces (Ku,S1, Ku,S2, Ku,S3) used for calculations of the SW 

spectra in [Co(tCo)/Pt(7Å)] nCo(tCo) MLs by assuming the same values on both surfaces. 

 Ku,S1  

[105J/m3] 

Ku,S2 

[105J/m3]  

Ku,S3 

[105J/m3] 

[Co(2Å)/Pt(7Å)] 40Co(2Å) 1.78 0.712   0.0 

[Co(6Å)/Pt(7Å)] 13Co(6Å) 1.86 1.86 -0.78 

[Co(8Å)/Pt(7Å)] 10Co(8Å) 3.33 3.33 -0.80 

 

The spectrum in Fig. 7.3(b) can be split into two groups of modes according to profiles of 

SWs presented in Fig. 7.3(c): 1) low frequency surface waves (antisymmetric and 

symmetric, at 6.83 and 6.88 GHz, respectively) and 2) the band of the bulk SWs (starting at 

14.8 GHz). Changes of the anisotropy on the external surfaces results only in a shift of the 

surface modes, the band of the bulk modes changes only when the parameters in the 

internal layers are modified. The complete SW spectrum also consists of other bands, with 

much higher frequencies. All SW modes from the 1st band (shown in Fig. 7.3(b)) are 

connected with in-phase precession in Co (Pt) planes only [10]. 

We further performed calculations of the SW spectra for the ML with tCo = 0.8 nm (n = 10) 

at H = 2.47 kOe and with the same parameters as in Fig. 7.3(b). The qualitative changes 

resulting from increasing thicknesses of the Co layers found experimentally are reproduced 

quite well in our model as shown in Fig. 7.4(a)-(b). It is: the shift of the main band of SW 

spectra to the lower frequencies, the comparable intensity of the first peaks and 

appearance of an additional peak at high frequencies (in TR-MOKE measurements at ~ 30 

GHz, in calculations not shown here at ~ 40 GHz).  
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To obtain better agreement minor changes of parameters were necessary (i.e., a decrease of 

the magnetic moment in Pt to mCo/7.2, a decrease of JPt-Pt, an increase in the anisotropy 

constants at interfaces to Ku,i = 4.0 × 105 J/m3, and changes of the anisotropy constants at 

surface layers: Ku,S1 = Ku,S2 = 3.33 × 105 J/m3, and Ku,S3 = -0.8 × 105 J/m3).  

 

Fig. 7.4: Relative intensities calculated with the DDA method for [Co(tCo)/Pt(7Å)] n-1 Co(tCo) ML with 

(a) tCo  = 0.8 nm (n = 10) and asymmetric magnetic anisotropies at surfaces, (b) tCo  = 0.8 nm with 

symmetric magnetic anisotropies at surfaces and (c) tCo  = 0.2 nm (n = 40) with symmetric surfaces. 

The magnetic field assumed in calculations was H = 2.47 kOe.  

Fig. 7.4(b) shows the calculated spectra for the ML with tCo = 0.8 nm with those fitted 

parameters. The two low frequency modes have almost degenerate frequencies in the 

calculations (5.36 GHz), while in the experiment two modes, at 4.6 and 6.5 GHz are found. 

This is a result of the ideal symmetry assumed in the calculations, while in the real 

structure asymmetry between top and bottom surfaces of the ML is present due to the 

presence of different materials, Pt on the bottom and CoO on the top. The introduction of 

the asymmetry will result in the splitting of the symmetric and antisymmetric modes. This 

tCo = 0.8 nm

tCo = 0.8 nm

tCo = 0.2 nm
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is confirmed in Fig. 7.4(a) where results of the calculations with different anisotropies on 

the top and bottom surfaces are shown. We assumed Ku,S1 = Ku,S2 (Ku,S3) equal 4.0 × 105 (-0.8 

× 105) and 3.33 × 105 (-0.89 × 105) J/m3 on the top and bottom surfaces of the ML structure, 

respectively. 

Finally, we calculated the SW spectrum for the [Co(2Å)/Pt(7Å)] n-1 Co(2Å) ML at the same 

bias magnetic field. The result is shown in Fig. 7.4(c). We assumed that each Co layer 

consists of only one monolayer of Co atoms. From the experiment we found two broad 

peaks, centered at 3.9 and 7.8 GHz and another low intensity peak at 29 GHz. For such 

small thickness of the Co layers (less than 1 monolayer of the full fcc Co) it is expected to 

have cluster formation at the interfaces. Non-uniform interfaces will change significantly 

the electron configuration of atoms, magnetocrystalline anisotropy, magnetic moments 

induced on Pt atoms and exchange interaction between different planes. 

In order to match our calculations with the experimental results we had to increase slightly 

mCo = 1.9 mB, decrease the magnetic moment induced on Pt layers to the value mPt = mCo/10.5 

and change the exchange integral between Pt-Pt planes to JPt-Pt = 0.86 × 10-22 J. The uniaxial 

anisotropy (still present only at interfaces) was reduced to the value 1.78 × 105 J/m3. 

Additionally , small changes of the anisotropies at the surfaces (we assumed the same value 

on both surfaces) had to be introduced, Ku,S1 = 0.8 × 105 J/m3 and Ku,S2 = 0.712 × 105 J/m3. 

In Fig. 7.4(c) the SW spectra calculated with these parameters are shown. The first two 

peaks (with degenerate frequencies) are connected with surface excitations as observed 

previously. The second broad peak consists of many modes, i.e., 38 modes, with frequencies 

lying in the range between 7.6 and 11.8 GHz. In this range all modes belong to the first band 

of the ML structure. The width of the band indicates the strength of interaction, i.e., 

narrowing of the band points at a decrease of the interaction between magnetic moments 

in ML structure. This explains the lower value of the exchange integral assumed in 

calculations,  JPt-Pt = 0.086 × 10-21 J. 

We estimate the average perpendicular magnetic anisotropy field of the whole ML stack, 

Hani from anisotropy constants and magnetic moments assumed in calculations [319] . 

Calculated values of Hani are collected in Table 7.1.  As the Co layer thickness decreases 
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from tCo = 0.6 nm to 0.2 nm average PMA field increases even if the anisotropy constant at 

interfaces decreases. On the other hand, when tCo increases from 0.6 nm to 0.8 nm a 

decrease of PMA occurs. We compared estimated PMA values for Co/Pt MLs with published 

data for Co/Pd MLs [16]: values for Co/Pt are lower by a factor of about 3-4, especially for 

sample n× tCo = 40×0.2 nm since the tCo = 0.2 nm sample of Co/Pd has an anisotropy field of 

about 23 kOe [16]. This is possibly because of the deviation of Co layer thickness from 

nominal thickness and increased fraction of roughness at the Co/Pt interface for this 

sample. 

 

7.5. Conclusion s 

To conclude, we found good agreement between TR-MOKE measurements of MLs with 

PMA and a simple theoretical model used to calculate standing SW spectra in such PMA-

MLs. The PMA field found is lower compared to those in Co/Pd MLs. The important aspect 

for modeling the low frequency part of the spectra is the external surfaces of the ML. It 

means that this part of the spectra is affected by the substrate or the overlayer, roughness, 

cluster formation or anisotropy distribution on the surfaces. The lines with higher 

frequencies are created by bulk excitations in the multilayered structure.  
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8. Optically induced spin -wave dynamics in 

[Co/Pd] 8 antidot l attices with perpendicular 

magnetic anisotropy  

8.1. Introduction  

The perpendicular percolated media (PPM) has been proposed, as an alternative to the bit 

patterned media (BPM), towards achieving higher storage density in magnetic recording 

and as a potential candidate for magnonic devices [320] . Although BPM emerged as a 

promising candidate for extending the areal storage density beyond 1Tbit/in2, there are 

primarily two severe challenges inherent in BPM: 1) requirement of extremely 

sophisticated sample fabrication technique and 2) synchronisation of the write-field pulse 

with the bit location. The PPM is basically a system of exchange coupled magnetic films 

with densely distributed holes which act as pinning sites for magnetic domain-walls. In 

contrast to the BPM, PPM does not require a uniform distribution of pinning centres. 

However, a uniform distribution of pinning sites improves the performance of a PPM 

further. The study of PPM was started since 2006 [36-37]. Several routes were attempted 

for the fabrication of PPM: co-deposition of magnetic materials and non-magnetic oxides 

[38-39], magnetic thin films on anodized alumina templates [40-41], deposition of hard 

magnetic materials on arrays of non-magnetic nanoparticles [42] , deposition of hard 

magnetic thin films on nanoperforated membranes fabricated by an organic/inorganic self-

assembly process [43-44] and sputtering [45] , to name a few. A micromagnetic study of the 

hysteresis properties of PPM structures shows that with increasing areal density of pinning 

sites, the medium coercivity increases [36] . Also, the hysteresis loop has a very steep slope 

due to the high degree of intergranular exchange coupling. It was also found that a uniform 

separation of pinning sites leads to zero transition position jitter. While investigating the 

stability of written bits in a PPM [37] , it was observed that if the defect diameters are 

smaller than the domain wall (DW) width, then no pinning occurs. The exchange coupling 

constant of the medium significantly influences the medium coercivity [46] . The 
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mechanism of the reversal process transforms from magnetization rotation to domain 

nucleation and further to wall motion with increasing exchange coupling constant. 

Interestingly, the switching time is independent of the damping constant of the PPM. 

Calculation of the energy barrier was also performed to estimate the thermal stability [37, 

47]. The Co/Pd and Co/Pt continuous multilayers (MLs) with high perpendicular magnetic 

anisotropy (PMA) are already well studied for their possible applications in present day 

technology [218-219]. Pattering such MLs to nanoscale for fabricating PPM with novel 

properties has recently triggered tremendous research. Study of magnetic properties on 

antidots based on Co/Pd MLs with varying Co layer thicknesses claims anitiferromagnetic 

coupling to be responsible for the PMA in these structures [48] . For Co/Pt PMA antidot 

lattices (ADLs) the magnetic properties depend strongly on the AD size and separation 

[41] . With increasing pore diameter, the domain-wall energy changes and the pinning field 

increases. Due to this increase in the DW pinning, the coercive field of the system also 

increases. However, the anisotropy near the rim of the pores, instead of being exactly 

perpendicular, gets a little bit tilted. With the increase in pore diameter, the perimeter 

increases and consequently, the tilting becomes more severe and degrades the PMA. 

Beyond a critical hole diameter, the PMA is sufficiently reduced to reduce both pinning and 

coercive fields. Similar phenomenon of increase of coercive field in PMA Co/Pd ADLs (with 

larger diameter) compared to continuous ML was observed [320]  due to  the DW-pinning 

controlled magnetization reversal mechanism. The presence of strong PMA and DW-

pinning controlled magnetization reversal mechanism in these antidots were also 

confirmed by out-of-plane magnetoresistance measurements as a function of temperature. 

Magnetic recording property studies on [Co/Pt]8 ML antidots deposited on nanoperforated 

ZrO2 templates [321]  also show that, the hindered DW movements due to holes controls 

the magnetization reversal process. 

On the other hand, for applications in magnonics [292, 322], the understanding of the 

magnetization dynamics is important . So far, there have been a significant amount studies 

on propagation, damping and dispersion [203, 323-327] of spin-waves (SWs) in 

ferromagnetic (FM) ADLs with in-plane anisotropy. However, a detailed study of the 

magnetization dynamics in ADLs with high PMA is still absent in the literature. Here, we 
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present an all-optical time-resolved measurement of SW spectra in a series of ADLs based 

on [Co(0.75 nm)/Pd(0.9 nm)]8 ML systems with PMA by using a time-resolved magneto-

optical Kerr effect (TR-MOKE) microscope. A systematic study of the dependence of the SW 

spectrum on the areal density of the antidots is performed. The observed SW modes are 

modeled by the plane wave method (PWM). 

 

8.2. Sample fabrication  

The [Co(0.75nm)/Pd(0.9)]8 ML structures are deposited by dc magnetron sputtering using 

a confocal sputter up geometry with the targets tilted and arranged in a circle around a 

center target (Pd) [218, 294]. The substrate, which rotates during deposition at 3 Hz, is at 

the focal point of the targets. The base pressure of the deposition chamber was 2 × 10-8 

mbar and the deposition was performed at 3 mTorr of Ar pressure.   

 

Fig. 8.1: (a) ADL fabrication procedure and typical scanning electron micrographs of ADLs with 

lattice constant a = (i) 500 nm, (ii) 400 nm, (iii) 300 nm and (iv) 200 nm. (b) Measurement 

geometry.  
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The ADLs are fabricated by focused ion beam (FIB) milling of the Co/Pd ML using liquid Ga+ 

ion at 30 kV voltage and 20 pA beam current, which produces a spot size of about 8 nm. For 

creating the ADLs, first we create a pattern of ADLs having desired diameter (d) and edge 

to edge separation (s) on the ML sample. In our case, the d value is fixed at 100 nm and s 

varies from 100 to 400 nm and hence the lattice constant a = d + s varies from 200 to 500 

nm. Subsequently, the material is sputtered out by exposing the patterned part to the Ga+ 

ion beam source. Each pattern covers an area of 8 × 8 µm2. The initial milling is done by 

using a raster scan of the focused ion beam in a single pass, which is followed by cleaning 

the residual materials from the ADLs in multipass (about 200 passes). Fig. 8.1(a) presents a 

schematic of the sample fabrication along with the scanning electron micrographs of the 

ADLs. The measured a and d values are close to the nominal values. 

 

8.3. Measurement of ultrafast magnetization dynamics  

The ultrafast magnetization dynamics is measured by a custom-built TR-MOKE microscope 

in a two-color optical pump-probe set up as described in details in section 4.5.2. of chapter 

4. The second harmonic (ʇ = 400 nm, spot size ~  1 µm, fluence = 18 mJ.cm-2) of a Ti-

sapphire oscillator was used to pump the dynamics whereas the time delayed fundamental 

(ʇ = 800 nm, spot size ~  800 nm, fluence = 2.5 mJ.cm-2) was used to probe the dynamics. 

The two beams are made collinear before falling on the sample through a microscope 

objective with numerical aperture of 0.65. The back-reflected probe beam is collected by 

the same microscope objective and is used to measure the Kerr rotation by an optical 

bridge detector as a function of the time delay between the pump and probe beams. The 

external magnetic field (H) is tilted at a small angle (~ 100) to the surface normal of the 

sample. The schematic of the measurement technique is presented in Fig. 8.1(b). 

 

8.4. Results and discussions  

Fig. 8.2(a) presents typical TR-MOKE data obtained from the ADL with a = 400 nm at m0H = 

0.084 T. The data shows characteristic ultrafast demagnetization (within 400-500 fs from 
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the zero-delay) and fast (within 9 ps) and slow remagnetization signals (within 410 ps) . 

The precessional dynamics appears as an oscillatory signal on top of the decaying part of 

the TR-MOKE signal. A bi-exponential background is subtracted from the time-resolved 

data before performing the fast Fourier transform (FFT) to obtain the corresponding SW 

spectrum. 

 

Fig. 8.2: (a) Typical TR-MOKE signal and corresponding SW spectra for ADL with a = 400 nm. (b) 

Areal density dependence of the TR-MOKE signal with the bi-exponential background subtracted 

and the SW spectra of the ADLs at m0H = 0.084 T. 

Fig. 8.2(b) shows that the SW spectrum depends significantly on the areal density of the 

ADLs. For a = 500 nm, an intense peak at frequency (f) 7.4 GHz with small side lobes on 

both sides of the peak are found. The frequency of the intense peak is slightly greater than 

the frequency of the uniform mode of the continuous ML (f = 6.64 GHz). For a = 400 nm, 

this peak remains almost in the same position (f = 7.42 GHz) as for a = 500 nm. 

Interestingly, as a is reduced further, multiple SW modes start to appear. For a = 300 nm, 

there is a broad band of modes centred at around f = 7.05 GHz with a number of low 
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intensity modes in the higher frequency regime. A further drastic change is observed for 

the ADL with the smallest period, i.e., a = 200 nm. In this sample there are two distinct 

bands - a broad band centred around f = 5.64 GHZ and a narrow band centred at around f = 

14.11 GHz. The lower band experienced a significant red-shift as opposed to the other 

ADLs. In Fig. 8.3(a) we plot the f vs. H result of the continuous ML. The data was fitted to 

the Kittel formula [218]   (details in section 2.8. in chapter 2) to extract material parameters 

which will be used later in this article for theoretical calculations. As a uniform collective 

precession of the whole ML stack is observed for all field values, we assume the ML 

structure as an effective magnetic medium with parameters: saturation magnetization MS = 

0.78 × 106 A/m, gyromagnetic ratio g = 187 GHz/T, and PMA field m0Hani = 1.119 T. These 

values are in accordance with parameters found in previous measurements [14]. 

 

Fig. 8.3:  (a) Dependence of frequency of SW mode on H for continuous Co/Pd ML. The TR-MOKE 

data (symbol), fit to the Kittel formula (solid line) and the PWM results (dashed line) using the 

same parameters are shown. (b) Dependence of frequencies of SW modes on H for ADLs with a = 

200 nm (dots) along with the results from PWM calculations (solid lines) and continuous ML 

(dashed line).   

The bias field dependence of f in ADLs with a = 200 nm is presented in Fig. 8.3(b). 

Occurrence of multiple SWs at all H values is observed. The frequencies of the lower 

frequency modes decrease with decreasing H, whereas the highest frequency mode does 

not show any discernible dependence on H. 
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For interpretation  of these intriguing experimental results we have used PWM which is a 

suitable method for calculations of spectra of collective dynamics in periodic structures. 

The PWM is described in detail in section 3.3. of chapter 3. This method has already been 

used for the studies of SW spectra in various kinds of magnonic crystals (MCs), e.g., thin 

films of ADL [326, 328], bi-component two-dimensional MCs [189, 329] and three-

dimensional MCs [330] . It was shown that the PWM applied to ADL structures works well 

under the following assumptions: i) the sample is magnetically saturated along the 

direction of the external magnetic field, ii) the crystalline magnetic anisotropy, if present, is 

parallel to the external magnetic field and the saturation magnetization, iii) the internal 

magnetic field is uniform across the ADL thickness,  iv) the SW dynamics are  described 

well by the linearized Landau-Lifshitz (LL) equation and finally, v) the magnetization 

dynamics is pinned at the antidots edges [331] . Regarding the measurements presented in 

the previous section, the assumption i) is satisfied as was confirmed by the hysteresis loop 

measurements performed along the normal to the film plane. In TR-MOKE measurements, 

the bias magnetic field was tilted from the normal direction (i.e., direction of the uniaxial 

magnetic anisotropy) by about 10o.  This small angle should not violate assumptions i) and 

ii) due to the presence of the anisotropy field normal to the film plane, which exceeds the 

demagnetizing field significantly. Regarding the assumption iii) we can distinguish between 

two sources of inhomogeneity across the ADL thickness: the inhomogeneity of the static 

demagnetizing field and inhomogeneity in SWs dynamics (introduced by the formation of 

the standing SW modes confined between the top and bottom faces of ADL).  The total ML 

film thickness is ~ 14 nm (when the Pd layers at the bottom and the top of the ADL are 

taken into account), thus the SWs eigenmodes with amplitudes oscillating in space across 

the film thickness will have large frequency due to the contribution from the exchange 

energy (the exchange contribution to the frequency of SW can be estimated with the 

expression: g2Ak2/(2pMS), which for the first perpendicular standing wave gives ~ 50 

GHz). Moreover, the TR-MOKE signal from the nonuniform SW amplitude across the 

thickness is much smaller as compared to the uniform excitation, thus the contribution 

from these modes to the measured signal is negligible. The pattern of antidots also 

introduces a small inhomogeneity in the out-of-plane component of demagnetizing field 
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near the antidots edges. This component of the magnetic field is tangent to the edges of the 

antidots and thus continuous.  The out-of-plane component of demagnetizing field is then 

significantly increased above the value ɀMs in the vicinity of the edges of the antidots. In 

our model this contribution will be taken into account indirectly by the effective 

parameters of the shells introduced later in this article.  The assumption iv) of the 

linearization is fulfilled to large extent for the measured SWs because coherent SW 

precession contributes in harmonic oscillations of the magnetization which are 

significantly smaller than its saturation value. The influence of the magnetization pinning at 

the edges of the antidots (assumption v) will also be discussed later. From the discussion 

presented above, it follows that PWM should give good insight into the mechanism 

responsible for the effects observed in the TR-MOKE measurements. 

In PWM calculations we have used material parameters (MS, Hani and g) obtained from the 

ÆÉÔÔÉÎÇ ÏÆ ÔÈÅ ÃÏÎÔÉÎÕÏÕÓ -,ȭÓ 42-MOKE data to the Kittel formula [218]  as described in 

detail in section 2.8 of chapter 2 and additionally the effective exchange constant of the ML 

film, A = 1.3 × 10-11 J/m was assumed [309] . The PWM results with this set of parameters 

match very well with the experimental data shown in Fig. 8.3(a). The calculated spectra of 

SWs extending along the lateral dimensions of the ADLs and uniform across the ADL 

thickness as a function of the lattice constant is shown in Fig. 8.4.1 For ADL calculations we 

took nominal value of the radius of antidots R = 50 nm (Fig. 8.4(b)) . In Fig. 8.4(a), the 

frequencies of SWs as a function of lattice constant a are shown. We can see a monotonous 

increase of the frequencies of SWs with decreasing a. The frequency of the first mode in 

ADL with a = 500 nm  is close to the FMR frequency (6.63 GHz) of the continuous ML but 

shifts up to 14 GHz for a = 150 nm. In Fig. 8.4(c), the maps of amplitude (the in-plane 

component of the magnetization vector) for SWs modes in ADL with a = 200 nm are shown. 

We can see that the pinning at the edges of the antidots introduces a quantization of SW 

and leads to the formation of the lateral standing SW modes in the spaces between 

antidots. In this case, the decrease of separation between nearest antidots results in an 

                                                        
1 In all calculations with PWM presented in this paper with have used 2061 and 8281 plane waves to obtain good 

convergence of the results in ADL and ADLS, respectively. The significant increase of the number of plane waves 

for ADLS was necessary to take into account dynamics in small (as compared to the lattice constant) shells.   
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increase of the wavenumbers of the modes confined between antidots and is followed by 

the increase in their frequencies.  

 

Fig. 8.4: (a) Dependence of the frequency of SWs in ADL on the lattice constant at m0H = 0.084 T for 

the bunch of the lowest modes. The horizontal dashed line marks the FMR frequency of the 

continuous ML. Vertical dashed lines marks the periods investigated experimentally in this chapter.  

(b) The unit cell of the ADL used in the PWM calculations. (c) Amplitude of the dynamical 

component of the magnetization vector in ADL for five modes with the lowest frequencies for a = 

200 nm. 

However, this scenario (i.e.ȟ ÍÏÎÏÔÏÎÏÕÓ ÃÈÁÎÇÅ ÉÎ 37ȭÓ ÆÒÅÑÕÅÎÃÉÅÓ ×ÉÔÈ ÃÈÁÎÇÅÓ ÉÎ a) 

does not agree with the TR-MOKE results (Fig. 8.2(b)). This means that in the calculations 

presented in Fig. 8.4 we did not take into account an important factor which affects the 

measurements, and this factor is especially strong in ADLs with high density of antidots. 

Calculations presented above show, that this is not a result of a periodicity or quantization 

of SW excitations.  Thus, the observed effect can be related to the impact of the edges of 

antidots. If some SW excitations are localized at the edges of the antidots, then those modes 

will contribute in very small amount to the TR-MOKE signal for the samples with large a, 

because in this case the area of the edge regions is relatively small as compared to the ML 

area of the ADL (in measurements this area is limited by the spot size of the probe beam). 

The edge effects will increase with decreasing a. To understand this observation, we 

assume the formation of shell like structures at the edges of the antidots. These shells are 
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formed by bombardment of the Ga ions onto the ML film during FIB milling and the 

structural and magnetic properties within those shells may get significantly modified to the 

extent that a regular structure of [Co(0.75nm)/Pd(0.9)] 8 ML may get destroyed. Therefore, 

a decrease of the effective magnetization, exchange interactions and especially the PMA 

field in the shell regions around antidots is expected [332] . We are unable to extract a 

detailed profile of the magnetic properties near the edges of antidots. One may expect a 

gradual variation in magnetic properties from the outermost edge to radially inwards of 

the shell and also a possible reorientation of magnetization due to degradation of PMA. 

However, PWM does not offer such a possibility for modeling precise changes in the 

magnetic properties near the edges of the antidots.  Instead, we propose a simplified model, 

which (as we will show later) reproduces the main features of the measured spectra. We 

consider an ADL consists of two magnetic materials: one, with the properties of the 

continuous ML (used above) and the second the material of the shells (of the width DR) 

around the antidots. The results of the corresponding calculations are shown in Fig. 8.5(a).  

The unit cell of an antidot lattice with shell (ADLS) structure is shown in Fig. 8.5(b). The 

pinning of SW dynamics at the antidot edges can additionally influence the SW spectra in 

ADLS, thus to mimic the various pinning conditions in the theoretical model we also 

extended the shell into the hole interior. Such approach is known from the study of SW 

dynamics in stripes where the pinning strength at the border of the stripe is exchanged 

with an effective stripe width [27, 28]. The antidot size is decreased from R = 50 nm by 

putting the circular shell centred at R = 50 nm (extended from R ɀ DR /2 to R+ DR /2) .  As it 

is very difficult to measure the precise values of MS and A characteristic for the shell region 

of the ADLS, these parameters were used as fitting parameters to obtain an agreement with 

the TR-MOKE data. We have chosen here shells of width DR = 17 nm, MS = 0.3 × 106 A/m, A 

= 0.2 × 10-11 J/m, and m0Hani = 0.03 T.  To obtain convergence of PWM in the case of ADLS 

we have to solve a larger eigen-problem than in the ADL case. This originates from the 

small size of the shells as compared to the lattice constant, which requires us to add  

shorter wavelength plane waves (i.e., with a  wavelength smaller than the shell width) to 

properly represent the excitations in the shells of ADLS using  the PWM. Thus, we had to 
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incorporate a larger number of reciprocal lattice vectors into the basis that we use for our 

ADLS plane wave expansion. 

 

Fig. 8.5. (a) Dependence of the frequency of SW excitations in ADL with shells (ADLS) on the lattice 

constant at m0H = 0.084 T. The horizontal dashed line marks the FMR frequency of the continuous 

ML, the dashed green lines point the two frequencies of the ADL taken from Fig. 8.4(a). The symbols 

represent frequencies extracted from the TR-MOKE data (Fig. 8.2(b)). Vertical dotted lines marks 

the periods investigated experimentally in this chapter.  (b) The unit cell of the ADLS. (c) and (d) 

Amplitude of the dynamical component of the magnetization vector in ADLS. The profiles of the few 

modes with lowest frequencies for a = 200 nm and 500 nm are shown.  

From Fig. 8.5(a), we can distinguish two famil ies of modes: one with decreasing frequency 

with increasing a (they follow the dependence found for ADL without the shells in Fig. 

8.4(a) and are marked also in Fig. 8.5(a) by the green dashed lines) and the second with 

increasing frequency with increasing a, present at lower frequencies for small lattice 

constants. Based on the analysis of the profiles of SWs shown in Fig. 8.5(c) and Fig. 8.5(d), 

we can attribute these two groups of modes to the bulk modes and modes localized in the 

shells, respectively.  For a = 200 nm the nine modes (seven of them are shown in Fig. 

8.5(c)) in the lower frequency regime (from 4.79 to 8.8 GHz) are the modes with amplitude 

localized mainly in the shell (which we will refer to as shell modes). The first bulk mode 
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(with a quasiuniform distribution of the SW amplitude between the antidots, i.e., 

fundamental mode) is located at 10.21 GHz frequency, similar to the first mode in ADL in 

Fig. 8.4(a). With increasing a the frequency of the first bulk mode decreases and at some 

values of a, it crosses or anti-crosses with the family of shell modes. For a = 500 nm the first 

mode (at 6.77 GHz) is a fundamental mode with visible contribution from the shell mode, 

similar as the second mode. The other modes shown in Fig. 8.5(d) are purely bulk modes or 

bulk modes mixed with shell modes. At a = 400 nm the first mode is at 6.47 GHz while at a 

= 200 nm its frequency drops to 4.79 GHz, i.e., both below FMR frequency of the continuous 

ML. The interesting question is why the frequency of shell modes decreases with 

decreasing a, even below the FMR frequency of the continuous ML (6.63 GHz, marked with 

the horizontal red dashed line in Fig. 8.5(a))? As there is no changes in the material 

parameters with a, we believe that one of the reasons for this behavior is the impact of 

collective dynamics of shell modes. 

The decrease of the SW frequency with decreasing lattice constant was already reported 

[326]  for the SW mode in the ADL based on Py thin film with  in-plane magnetization and in 

the Damon-Eshbach configuration. In that paper, the decrease of the frequency of the SW 

mode was associated with the increase of the group velocity. This mode was found to be 

the edge mode localized in the wells of the internal magnetic field ɀ the wells created by the 

static demagnetizing field near the edges of the antidots. The decrease of the frequency and 

the increase of its group velocity were attr ibuted to the local decrease of the internal 

magnetic field and tunnelling mediated coupling between modes in neighboring areas of 

localization.  We can also attribute the dependence found in our measurement and 

calculations to the increase of interactions between the shell modes. However, in our case 

the static demagnetizing field does not play a significant role for the strength of the 

coupling of the shell modes, because its changes are small and this field does not form 

potential wells. Thus, we can conclude that at a small lattice constant, (a < 300 nm) in the 

ADLS, the dynamic coupling between the SW shell modes is efficient to decrease the 

coupled mode frequency below the FMR frequency of the continuous ML.  
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Fig. 8.6: The amplitude of the SW with the lowest frequency (the first mode) in ADLS across the 

center of the unit cell along x axis for a = 200, 300 and 500 nm. The grey area marks the antidot 

position within the unit cell. 

To have deeper insight into the type of interactions between shell modes we plotted (in Fig. 

8.6) the amplitudes of the first mode along the x-axis crossing the center of antidots [i.e., 

along the line marked on the profile of the first mode in Fig. 8.5(c)] for ADLS with lattice 

constant a = 200, 300 and 500 nm. For a = 200 nm and 300 nm we can see that the 

amplitude is dominated by SWs localized in the shells, while for 500 nm a broad 

fundamental mode (bulk mode) is observed in between antidots with strong contributions 

from  the shell modes localized at the antidot edges . Note that the SW amplitude between 

the neighbouring shells (in the bulk of ADLS) is different from zero. Therefore, we can 

expect to have a coupling, due to the overlap of SW amplitudes localized in neighbouring 

shells. In Fig. 8.5(a) we have also plotted (red crosses line) the FMR frequency of the 

effective ML film with the MS and Hani being weighted average of the [Co(0.75 nm)/Pd(0.9 

nm)] 8 ML and the material of the shell in dependence on a. This dependence describes the 

decrease of the fundamental mode frequency with the decrease in a but does not explain 

the localization of the SW amplitude and broad band of modes found in the TR-MOKE 

measurements (Fig. 8.2(b)) .  
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The coupling between the shell modes may also be due to the dynamic dipolar coupling. In 

fact the decrease of frequency of SW modes with decreasing lattice constant was observed 

for the fundamental mode in a  chain of FM dots (or in an array of FM stripes) when the 

magnetic field was perpendicular to the axis of the chain (or along the stripe) [333-335]. 

However, in our study, the distance between peaks of the shell modes even for a = 200 nm 

(which is ~100 nm) significantly exceeds the ML thickness. Moreover, a similar decrease of 

higher mode frequencies (i.e., modes with their phases changing around the shells, in Fig. 

8.5(c) are modes from 5.58 to 7.42 GHz) with decreasing a is also found in calculations. 

These properties indicate that the dipolar coupling may not play an important role here. 

The presence of magnetic material can additionally create exchange coupling between SW 

excitations, but the elucidation of the role of various possible couplings between the shell 

modes in ADLS with PMA is out of the scope of this paper and needs further experimental 

and theoretical investigations. 

The bias field dependence of the SW modes for a = 200 nm was also reproduced reasonably 

well by the calculations as shown in Fig. 8.3(b), and confirmed the proposed model. The 

deviations at lower field values (<0.04 T) can be attributed to the reorientation of 

magnetization at the edges of the antidots due to a degraded PMA which results in mode 

softening and non-linear dependences of frequencies on the bias field which  is impossible 

to incorporate in the PWM calculations rigorously. 

 

8.5. Conclusions 

In summary, we have investigated the collective SW dynamics in ADLs in thin [Co(0.75 

nm)/Pd(0.9 nm)] 8 ML with  PMA.  With TR-MOKE microscopy, we have measured the SW 

excitations in a series of ADLs with different lattice constants and with fixed antidot radius. 

We have found a decrease of the frequency of SW with increasing density of antidots, down 

to values well below the FMR frequency of the continuous ML. Based on the PWM 

calculations, we have found that these excitations are connected with the SW modes 

localized in the shells around the antidots. The shells were unintentionally created during 
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fabrication of the antidots by Ga ion bombardment, and are characterized by degraded 

magnetic properties as compared to the bulk areas of magnetic material in ADL. Moreover, 

we have shown that this decrease of SW frequencies is driven by a dynamical coupling 

between the localized modes within the shells. Even though the exact nature of the 

coupling is debatable we propose that tunnelling and exchange interactions play  important 

roles .We have demonstrated that in ADL based upon magnetic MLs with PMA, localized 

and collective SW excitations are possible. This new collective behavior is important for 

exploiting the magnonic field of research and to explore the properties of perpendicular 

percolated media for various technological applications. 
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9. Effect of the spin -twist s tructure on t he spin-

wave dynamics in Fe55Pt45/Ni 80Fe20 exchange 

coupled bi-layers with varying Ni 80Fe20 

thickness  

9.1. Introduction  

Over the last few decades, there has been a rapidly increasing interest in magnetic 

multilayers due to their novel properties like perpendicular magnetic anisotropy, giant 

magnetoresistance, tunnel magnetoresistance, spin-valve and spin-torque effects. After the 

discovery of exchange bias [110, 336], it was found that systems based on the interfacial 

exchange-coupling of soft and hard ferromagnetic thin films can be exploited to tune the 

materials properties for a broad range of applications [50-51].  These are called exchange 

spring (ES) magnets [337] . For permanent magnet applications, the hard magnetic phase 

provides a high nucleation field for irreversible magnetization reversal and at the same 

time, the soft magnet is used to attain a high saturation magnetization (Ms). In addition, the 

soft magnetic phase may protect the hard phase against corrosion. Care is needed to design 

the composite material system in order to avoid the soft phase lowering the coercive field 

too much to adversely affect the composite energy product. Conversely for magnetic 

recording applications, the soft phase is used to improve the writability of magnetic media 

without compromising thermal stability.  The exchange coupling of the soft layer to the 

hard layer is also being pursued as the pathway to raising the operating frequencies of 

planar microwave devices [338] .  When the soft layer is pinned at the interface of the hard 

layer there are significant shifts in the resonance frequency, with only a small reduction in 

the strength of the resonance. Since the early development of the ES systems [49, 339], 

extensive efforts have been made to explore their basic magnetic properties, such as the 

giant magnetoresistance [58] , magnetization switching behavior [59-62, 340], coercivity 

reduction [64-65] and spin configurations [54-56, 341-342]. Micromagnetic simulations 
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show that the application of spin polarized currents causes a stationary rotation of 

magnetization of the ES systems [343] . Dynamical measurements using Brillouin light 

scattering on SmCo/Fe bi-layer [57, 257] reveal the presence of a well-defined minimum in 

the frequency-field characteristics due to the alignment of hard and soft phases and the 

absence of a spiral or domain wall state in these samples. On the other hand, ferromagnetic 

resonance (FMR) measurements [259-260] on the same system reveal the presence of 

surface spin-wave (SW) modes in addition to the bulk resonance modes.  

L10 Fe-Pt has emerged as an attractive material for the hard magnetic phase of an ES 

system, particularly for magnetic recording applications. Its high thermal stability [261]  

and large uniaxial magnetic anisotropy originate from the spin orbit coupling of the Pt and 

the hybridization between Pt 5d and Fe 3d states [262-263]. Ultrafast magnetization 

dynamics studies of L10-ordred Fe-Pt thin film [264-265]  show that both the first and the 

second order uniaxial anisotropy terms contribute to the total anisotropy. In contrary, 

some recent works show only the first order anisotropy term plays significant role in 

determining the total anisotropy [266] . FMR measurements [267]  and micromagnetic 

simulations [268]  on Fe-Pt/Fe bi-layers, with spiral spin structure, reveal the existence of 

new modes in the ES regime as opposed to the rigid magnet regime. However, time domain 

measurements of the magnetization dynamics of ES magnets are absent in the literature. 

Here, we present a systematic study of the ultrafast magnetization dynamics in a series of 

Fe55Pt45(20 nm)/Ni 80Fe20(t nm) ES bi-layers with varying thickness t from 10 to 80 nm. We 

have observed a strong dependence of the SW spectra on t. The experimental data is 

explained via micromagnetic simulations by taking into account an effective magnetic field 

gradient in the Ni80Fe20 layer. 

 

9.2. Sample fabrication  

The ES bi-layers Fe55Pt45(20nm)/Ni 80Fe20(t) with varying Ni80Fe20 thickness t were grown 

on glass substrate by magnetron sputtering with an Ar pressure of 10 mTorr [59] . A 1.5 nm 

Pt seed layer was deposited prior to the deposition of the hard magnetic phase by 

cosputtering from elemental targets. This cosputtering process enabled controlling of the 
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composition of the hard layer. The substrate temperature was fixed at 4200C. The L10 

phase of Fe55Pt45 layer had (111) texture with a high anisotropy along (001) direction. At 

high temperatures, there can be chemical reaction between the soft and hard magnets. 

Hence, before depositing the Ni80Fe20 layers from an alloy target, the substrate was cooled 

down to 1500C. During the deposition of the soft magnet, the Ar pressure was reduced to 3 

mTorr. The Fe55Pt45 layer has a constant thickness of 20 nm. The Ni80Fe20 layer thickness t 

is chosen as 0, 10, 20, 50 and 80 nm for samples S0, S10, S20, S50 and S80 in this work. The 

magnetic hysteresis loops measured by the static magneto-optical Kerr effect (MOKE) 

microscope and SQUID magnetometry show that the coercivity decreases systematically 

with increasing t value [59] .  

 

9.3. Measurement of ultrafast magnetization dynamics  

The ultrafast magnetization dynamics were measured by a time-resolved MOKE (TR-

MOKE) magnetometer based upon a two-color all-optical collinear pump-probe geometry 

as described in detail in section 4.5.2 of chapter 4. The second harmonic (l = 400 nm) of a 

Ti-sapphire laser, chopped at 2 kHz frequency, (Tsunami, SpectraPhysics, pulse-width < 70 

fs) was used to pump the samples, while the time-delayed fundamental (l = 800 nm) laser 

beam was used to probe the dynamics by measuring the Kerr rotation by means of a 

balanced photo-diode detector (via a lock-in amplifier with a reference signal taken from 

the chopper), which completely isolates the Kerr rotation and the total reflectivity signals. 

The probe beam fluence was chosen as about 2.5 mJ.cm-2 whereas the pump beam fluence 

was chosen as about 15 mJ.cm-2. The pump and the probe beams were focused and 

spatially overlapped onto the sample surface by a microscope objective with numerical 

aperture N. A. = 0.65 in a collinear geometry. The applied bias field was tilted to about 150 

angle from the plane of the sample, the in-plane component of which is referred to as H in 

this article.  
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9.4. Results and discussions  

 

Fig. 9.1: Time-resolved Kerr rotation data showing (a) the ultrafast demagnetization for all samples 

and (b) magnetization precession and corresponding FFT power spectra at a bias field of 1.0 kOe 

for S80. (c) Bias field dependence of mode 1 and the corresponding Kittel fit for S80. 

Fig. 9.1(a) to (c) present typical experimental data obtained from our measurements. The 

time-resolved Kerr rotation data shows an ultrafast demagnetization within about 500 fs 

for all samples as shown in Fig. 9.1(a). Subsequently, there is a fast recovery of 

magnetization within 5 ps followed by a slower recovery within 500 ps, on top of which 

precession of magnetization is observed as an oscillatory signal. The demagnetization and 

remagnetization times are tabulated in Table 9.1. 

The demagnetization time, being a characteristic of the material, is constant for all the bi-

layers, but slightly different for the bare Fe55Pt45 layer. The fast remagnetization time, on 

the other hand, changes significantly as we move from bare Fe55Pt45 layer to the bi-layers. 

However, for the bi-layers, it does not exhibit any significant variation. The fast relaxation 

occurs due to the distribution of energy between electron, spin and lattice baths. Hence this 
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gets significantly affected by the spin-orbit (SO) interaction. Now, this SO interaction is 

modified in the bi-layers as compared to the bare Fe55Pt45 layer due to the presence of two 

materials and the interface. 

Table 9.1: Demagnetizaion, fast and slow remagnetization times for different samples. 

Sample 

Demagnetization time 

(fs) 

Fast remagnetization time 

(ps) 

Slow remagnetization time 

(ps) 

S0 400 3.2 400 

S10 500 4.8 325 

S20 500 5.3 212 

S50 500 5.1 438 

S80 500 5.0 515 

 

This justifies the different values of fast remagnetization time (ʐ1) in Fe55Pt45 layer and bi-

layers. The intensity of the pump beam and magnetocrystalline anisotropy also have some 

effect on ʐ1. These parameters do not vary significantly for the samples studied. However, 

the SO interaction gets affected by the local lattice structure and symmetry along with the 

intrinsic SO coupling [298, 301]. For the four bi-layers, the Fe55Pt45/Ni 80Fe20 interfaces are 

not identical. Hence this and the different t values introduce a variation in the distribution 

of surface, interface and interior spins in these bi-layers. As the rate of energy and 

momentum transfer from spins to lattice is different for surface, interface and interior 

spins, a variation in ʐ1 values is obtained for the bi-layers. However, as there is no 

systematic change in the interfaces with the thickness of the bi-layers, the variation in ʐ1 

values is also random. 

A bi-exponential background is subtracted from the time-resolved data before performing 

the fast Fourier transform (FFT) to extract the SW spectra from the samples. The upper 
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panel of Fig. 9.1(b) presents the time-resolved precessional dynamics for S80 at a bias field 

H = 1.0 kOe, while the lower panel presents the corresponding FFT spectra showing the 

presence of a number of SW modes for this sample. The variation of the frequency of mode 

1 with the bias field is plotted in Fig. 9.1ɉÃɊ ÁÌÏÎÇ ×ÉÔÈ Á ÆÉÔ ÔÏ ÔÈÅ +ÉÔÔÅÌȭÓ ÆÏÒÍÕÌÁ ɉÅÑÎȢ 

(2.58) in chapter 2) [144]  confirming the magnetic origin of the modes. The SW modes as 

obtained from the TR-MOKE measurements on samples of different t values are presented 

in Fig. 9.2(a).  

 

Fig. 9.2: (a) Experimentally obtained SW spectra for samples with varying Ni80Fe20 layer thickness t 

for H = 1 kOe, (b) simulated SW modes for bare Ni80Fe20 films with varying thickness and (c) 

simulated SW frequencies for Fe55Pt45/Ni 80Fe20 bi-layers. Schematics show the directions of the 

applied bias field (H) and the pulsed field (h(t) ) as used in the simulations. The intensities of the 

lower frequency mode in S10, lowest and highest frequency modes in S20 were magnified 8 times 

as shown next to those peaks for visual clarity. 
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We observe that the mode frequencies of these bi-layers are higher than that of the bare 

Ni80Fe20 layers of comparable thickness. A number of modes are observed for all samples 

studied here. For S0, two peaks at about 52 and 77 GHZ with a clear splitting are observed. 

The entire spectrum shifts to lower frequency regime as we keep on increasing the Ni80Fe20 

layer thickness. For S10, the peak frequencies are about 49.64 and 62.48 GHz and the 

splitting gets weaker. In the case of S20, the peaks are very weakly split and the frequencies 

are also reduced to about 24.8 and 28.9 GHz. The spectrum changes suddenly for S50 and 

we get two distinct bands of modes at about 10.07 and 17.46 GHz. Finally, for S80, only a 

single band of modes around 12.45 GHz is observed. In some cases a lower frequency mode 

(< 5 GHz) is observed, which does not vary significantly with the bias field or t, and 

therefore are not shown in Fig. 9.2(a).  

To understand the dynamic magnetic behavior in more details, we performed 

micromagnetic simulations and the simulated results are presented in Fig. 9.2 (b) & Fig. 

9.2(c). We first simulated the static magnetic configurations of all the samples by using the 

LLG Micromagnetic Simulator [206]  as described in section 3.4. of chapter 3. Calculations 

were done by dividing the samples in arrays of cuboidal cells with two-dimensional 

periodic boundary conditions applied within the plane of the samples. The Fe55Pt45 layer is 

discretized into cells of dimension 5 × 5 × 2 nm3. On the other hand, Ni80Fe20 layers were 

divided into arrays of cells with dimensions 5 × 5 × 5 nm3. The simulations assume typical 

material parameters for Fe55Pt45 as saturation magnetization Ms = 1140 emu/cc, exchange 

stiffness constant A = 1.05 merg/cm, first order anisotropy constant Ku1 = 15.5 Merg/cc 

along (001) direction and for Ni80Fe20 as Ms = 820 emu/cc, Ku1 = 0 and A = 1.3 merg/cm. The 

interlayer exchange stiffness constant is set to 1.3 merg/cm. The gyromagnetic ratio g = 

18.1 MHz Oe-1 is used for both layers. In the real system the Fe55Pt45 layer has (111) texture 

with a high magnetic anisotropy along the (001) direction [59] . This corresponds to (001) 

directions that have L10 order, i.e., alternating Fe and Pt planes are the uniaxial easy axis 

anisotropy directions. These easy axes all lie at an angle of about 550 from the surface 

normal with the in-plane component having random orientation for the different 

crystallographic grains. Modeling such a complex spin configuration is beyond the scope of 

the micromagnetic simulations and hence we considered a simpler model system with an 
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effective anisotropy along the (001) direction, assuming that due to the (111) out-of-plane 

and random in-plane orientation of the crystallites on the macroscopic length scale, the in-

plane modulation of the spins in the Fe55Pt45 layer cancels out.  

 

Fig. 9.3: (a) Simulated static magnetic configurations of bare Fe55Pt45 thin film ( S0) and 

Fe55Pt45/Ni 80Fe20 bi-layers with varying Ni80Fe20 layer thickness (S10, S20, S50 and S80). Magnified 

views of parts of S10 and S50 are shown to elaborate the spin-twist  structure inside the Ni80Fe20 

layer. (b) The color map used for Fig. 9.3(a). (c) The effective magnetic field used inside the Ni80Fe20 

layer (as a function of the distance from the Fe55Pt45/Ni 80Fe20 interface) in the simulations. 

Due to the very high anisotropy of the Fe55Pt45 layer along the (001) direction, the spins at 

Fe55Pt45/Ni 80Fe20 interface are considered as pinned along (001) direction by assigning 

same anisotropy as Fe55Pt45 on the Ni80Fe20 cells at the interface. These parameters were 

optimized by calculating the hysteresis loops of the samples and by comparing the results 

with the experimental loops as reported previously [59] . The static magnetic 

configurations were calculated by applying a 1 T bias field in the plane of the sample (along 

the x-direction) to fully  magnetize the sample and allowing the magnetization to relax for 5 
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ns. The applied field was then reduced to the desired H value and the magnetization was 

further allowed to relax for another 10 ns. During this process, Ŭ was set at 0.99 so that the 

precession dies down quickly and the magnetization fully relaxes within 15 ns. The 

convergence criteria was set on the maximum torque m×H << 10-6 A/m, where m = M/ Ms, 

which was always reached within the allowed relaxation time. Fig. 9.3(a) presents the 

simulated static magnetic states of all the samples and the color map used is shown in Fig. 

9.3(b). The color map shows the orientation of the magnetization with respect to the 

applied field direction. Due to the application of very high field for the first 5 ns, the sample 

becomes fully saturated during that time. However, when the field is reduced to the bias 

field value H = 1.0 kOe, all spins get aligned either to the bias field or to the anisotropy field, 

whichever is higher. Prominent domain formations are observed in the hard magnetic layer 

(Fe55Pt45) for all samples. The spins in the Fe55Pt45 layer are aligned parallel (antiparallel) 

to its anisotropy direction (001) whereas the spins in the Ni80Fe20 layer rearrange 

themselves to minimize the energy of the system during the calculation of static magnetic 

configuration and finally end up with the twisted spin orientation in the Ni80Fe20 layer as 

elaborated in the inset of Fig. 9.3(a) for two different samples S10 and S50. These static 

configurations were used to simulate the dynamics of these samples after applying a pulsed 

magnetic field h(t)  with rise-time of 50 ps and peak amplitude 30 Oe perpendicular to the 

plane of the samples. In the dynamic simulations, we have introduced an effective magnetic 

field in the Ni80Fe20 layer as shown in Fig. 9.3(c).  To justify the use of the spatially varying 

field in the Ni80Fe20 layer, we calculate the internal field distribution in the samples under 

three different conditions: i) without any additional field in the Ni80Fe20 layer, ii) with an 

additional field confined only at the Ni80Fe20 layer at the Fe55Pt45/Ni 80Fe20 interface and iii) 

with the additional spatially varying (exponentially varying) field in the Ni80Fe20 layer as 

presented in Fig. 9.3(c).  



165 
 Chapter 9 

 

Fig. 9.4: (a) Static magnetic state of the sample S20 with the black dashed line, along which the 

internal field distribution is calculated and (b) Internal field distribution  at z = 35 nm for the sample 

S20 under different configurations.  

The internal field within the Ni80Fe20 layer is then calculated at different distances (z) from 

the interface. A typical result for S20 at z = 35 nm is shown in Fig. 9.4. This shows that the 

internal field distribution is similar for the first two cases indicating that the exchange bias 

field applied at the interface layer does not penetrating into the Ni80Fe20 layer 

automatically due to the exchange interaction in the micromagnetic simulation [344]   and 

an additional field gradient in the Ni80Fe20 layer is indeed required to reproduce the 

experimental frequency values. This discrepancy is probably because in the modeling we 

assume sharp interface between the Fe55Pt45 and Ni80Fe20 layers, which may have 

oversimplified the experimental systems. The interface quality significantly depends upon 

the deposition process and the subsequent post-deposition treatments. Also, the degree of 

atomic coherency and chemical and atomic roughness at the interface affect the interphase 

exchange coupling in the exchange spring magnets[345] . However, quantification of these 

parameters and incorporation of those in micromagnetic simulations are beyond the scope 
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of this paper.  Hence, we have instead approximated those possible effects as an additional 

magnetic field in our calculation. The field values were adjusted extensively to obtain a 

qualitative agreement with the experimental mode frequencies. As the spins of the Ni80Fe20 

layer are pinned at the interface, the effective magnetic field is assumed maximum at the 

interface and decays exponentially as we move from the interface inside the Ni80Fe20 layer, 

due to its origin in the exchange interaction. The dynamic magnetization was averaged 

over the entire sample volume and images of the same were saved until the precession died 

down. We have also simulated the dynamics of only Ni80Fe20 films with thickness ranging 

from 10 to 80 nm under identical conditions as above for a comparison and the results are 

presented in Fig. 9.2(b). Two resonant modes are observed in this case, out of which the 

lower frequency mode reduces from 10 GHz to nearly 5 GHz with increasing t but the 

higher frequency mode increases slightly from 13.73 to 15.0 GHz upto t = 50 nm and then 

decreases slightly to 14.15 GHz for t = 80 nm. This shows that the presence of the adjacent 

Fe55Pt45 layer and the resulting pinning at the interface and an effective magnetic field 

gradient within the Ni80Fe20 layer play important roles in determining the frequency and 

nature of the SW spectra in the bi-layer systems. Fig. 9.2(c) presents the simulated spectra 

of the Fe55Pt45/Ni 80Fe20 bi-layers with the static magnetic configurations as shown in Fig. 

9.3(a). The simulations reproduced the important features in the experimental spectra 

qualitatively. The domains in the hard layer affect the non-linear spin orientation in the 

Ni80Fe20 layer significantly, which in turn affects the SW modes of the bi-layers. For S0, S10 

and S20, experimentally observed peaks are reproduced at nearly same frequencies in the 

simulations. In all cases the experimentally observed mode splitting is reproduced 

although the relative mode intensities are not exactly reproduced. For some samples, 

additional modes are observed in the simulations, which were not detected experimentally. 

Also, the experimental peaks are broader due to shorter time window of about 1.5 ns as 

opposed to the simulation window of about 4.0 ns. For S50, the simulation qualitatively 

reproduced the experimental modes at similar frequencies, with the band of modes near 17 

GHz. Finally, for S80, three modes observed experimentally are reproduced in the 

simulation with an additional mode at around 5 GHz, which was not observed 

experimentally. This mode is probably a backward volume magnetostatic mode, which 

propagates out of the probe spot volume after excitation and do not get detected with 
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reasonable intensity.  It is also found from the simulation that this low frequency mode 

grows significantly in intensity only after about 1.5 ns. Since in the experiment the time-

resolved data was acquired for 1.5 ns, the intensity of the detected mode is further reduced 

and almost becomes invisible in the experiment. In Fig. 9.2(c), we have shown FFT spectra 

of the simulated time-resolved magnetization for the first 1.5 ns for S80, which significantly 

reduced the intensity of the mode at around 5 GHz.   

 

Fig. 9.5: Region-wise extraction of precession frequencies from (a) S0, (b) S10, (c) S20 and (d) S80. 

The static magnetic states are not in scale for better visual clarity. 

In order to understand the origin of the observed SW modes, we extracted the dynamics 

locally from different regions of the simulated samples as shown in Fig. 9.5. For S0, the 

origin of the observed modes lies within the formation of the domains in the static 

configuration and the frequency of precession of magnetization within the yellow (blue) 

domain is found to be 56.8 (69.6) GHz, as shown in Fig. 9.5(a). For S10, the modes originate 

S0

0 50 100 150
0

1

2

3

4

5

 

 

P
o

w
e

r 
(a

rb
. 

u
n

it
)

Frequency (GHz)
0 50 100 150

0

1

2

3

4

5

 

 

P
o

w
e

r 
(a

rb
. 

u
n

it
)

Frequency (GHz)

(a)

S10

0 50 100 150
0

1

2

3

 

 

P
o

w
e

r 
(a

rb
. 
u

n
it

)

Frequency (GHz)
0 50 100 150

0

1

2

3

4

5

 

 

P
o

w
e

r 
(a

rb
. 
u

n
it

)

Frequency (GHz)

(b)

S20

0 20 40 60 80
0

3

6

9

 

P
o

w
e

r 
(a

rb
. 

u
n

it
)

 

 

Frequency (GHz)

(c)

S80

0 10 20 30
0.0

0.3

0.6

0.9

 

 

 

 
P

o
w

e
r 

(a
rb

. 
u

n
it

)

Frequency (GHz)

(d)
0 5 10 15 20 25 30

0

2

4

6

8

 

 

P
o

w
e

r 
(a

rb
. 

u
n

it
)

Frequency (GHz)
0 20 40 60 80

0

2

4

6

8

 

 

P
o

w
e

r 
(a

rb
. 

u
n

it
)

Frequency (GHz)



168 
 Chapter 9 

from the precession of magnetization of two different domains where the Fe55Pt45 and the 

Ni80Fe20 layers are strongly coupled as presented in Fig. 9.5(b).  In contrary, for t І ςπ ÎÍȟ 

the spins in the Ni80Fe20 layer are slightly modulated due to the presence of the domains in 

the Fe55Pt45 layer and the observed modes primarily originate from the spin-twist  structure 

inside the Ni80Fe20 layer. For S20, a clear mode splitting is observed from the dynamics 

extracted from the Ni80Fe20 layer as shown in Fig. 9.5(c), whereas dynamics extracted from 

the Fe55Pt45 layer gives only a band of modes, which are not observed in the experiment. 

Similar pattern is also observed for S50. As we move to S80, from Fig. 9.5(d), we observe 

that the major contribution to the modes comes from the Ni80Fe20 layer. The extracted 

modes from the top 10 nm of the Ni80Fe20 layer reproduces two higher frequency modes 

but the third mode with lower frequency is reproduced only after considering the non-

uniform spin structure up to about 20 nm from the Fe55Pt45/Ni 80Fe20 interface. There is 

also an effective field gradient present up to about 28 nm within the Ni80Fe20 layer from the 

interface for this sample but that does not significantly modify the values of the mode 

frequencies compared to that of a bare 80 nm Ni80Fe20 film. However, the presence of the 

spin-twist structure modifies the mode profiles giving rise to a band of modes for this bi-

layer structure instead of a single mode for a Ni80Fe20film.  

 

9.5. Conclusions 

In summary, we have studied the ultrafast magnetization dynamics of a series of exchange 

coupled Fe55Pt45/Ni 80Fe20 bi-layers with varying Ni80Fe20 thickness by an all-optical TR-

MOKE measurement and micromagnetic simulations based on a simplified sample 

microstructure. Even though the simulations are simplified they are sufficient to capture 

the important features observed in our experiments. Rich SW spectra are observed in these 

samples, which depend strongly on the Ni80Fe20 thickness. The mode frequencies obtained 

for the bi-layers differ significantly from those of a single Ni80Fe20 layer with comparable 

thickness and new modes are also observed. For thinner samples, the magnetization 

dynamics are found to be primarily governed by the formation of stripe domain and with 

increasing thickness of the Ni80Fe20 layer, the effect of the spin-twist structure within this 
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layer comes into play. As the thickness of Ni80Fe20 increases further, the effect of the spin-

twist structure in determining the dynamic mode profile decreases. The observed 

dynamics will be important for understanding and future applications of exchange spring 

magnets in high speed storage and memory devices and for microwave applications. 
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10. Magnetization reversal dynamics in Co 

nanowires with competing magnetic  

anisotropies  

10.1.  Introduction  

Ordered arrays of magnetic nanowires (NWs) have tremendous potential in technological 

applications including magnetic storage [1] , field sensors [346] , logic devices [347] , and 

magnonic crystals [3] . Measurements and understanding of magnetization reversal [69, 76, 

348], domain wall movements [349-350] and spin wave dynamics [221, 351] in magnetic 

NWs and nanopillars have emerged as important problems from the viewpoints of both 

fundamental science and for the above applications. The ever increasing demand for 

storage density leads towards the reduction of bit size, but an upper limit to the storage 

density occurs due to the superparamagnetism. Densely packed ordered arrays of magnetic 

NWs with large aspect ratios (R) may overcome this problem due to the large volumes of 

the individual NW and its large shape anisotropy along the wires axis, associated with 

larger areal density. On the other hand, in NWs formed of magnetic materials with high 

magnetocrystalline anisotropy, a competition between the two anisotropies may arise if 

the anisotropy directions are different. Electrodeposition through nanoporous templates 

[87]  is a very efficient and cost-effective method to produce large aspect ratio NWs at large 

scales with different diameters, lengths, and crystallinity. Previous reports on 

electrodeposited Co NWs have shown that the high melting point and high binding energy 

of Co with hexagonal close-packed (hcp) crystalline structure favors aggregation of atoms 

into small three-dimensional (3D) clusters, which form Co NWs with their c-axis orientated 

either parallel [352]  or perpendicular [352-353] to the long-axis of the NW depending on 

the pH of the electrolyte used during electrodeposition. On the other hand, the shape 

anisotropy naturally occurs along the long-axis of the wire, and competing magnetic 

anisotropy has become an important topic due the possibility of tuning of the magnetic 

anisotropy energy barrier in these NWs simply by tuning their aspect ratio. The competing 
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magnetic anisotropies and the consequent cross-over of the magnetic easy and hard axes 

that depends the aspect ratio have been studied in ferromagnetic (FM) NWs and nanotubes 

with large magnetocrystalline anisotropy [354-357]. The cross-over has been observed 

both by varying the diameter and length of the NWs and from the measurements of 

magnetization as a function of the amplitude and orientation of the applied magnetic field. 

However, the detailed magnetization reversal mechanisms associated with the cross-over 

of the magnetic easy and hard axes have not been studied in detail. In this chapter, we 

present a systematic study of the magnetization reversal mechanisms in Co NWs, where the 

competing magnetic anisotropies are observed. In order to minimize the further 

complications arising from magnetostatic interactions between the NWs, we have grown 

them in track-etched polycarbonate membranes (PCTE) with very low pore density. We 

have performed 3-D micromagnetic simulations to obtain an extensive understanding of 

the magnetization reversal processes in the NWs.  

 

10.2.  Sample preparation  

The Co NWs were prepared by a standard three-electrode electrodeposition process (as 

described in detail in section 4.3. of chapter 4) through commercially available 

polycarbonate track etched (PCTE) templates (Whatman) with a fixed nominal diameter of 

about 100 nm. The deposition was carried out by the application of a pulsed potential with 

voltage levels at 0.1 and Ӈ1.0 V and with uniform pulse width = 10 s. The electrolyte used is 

a 100 ml solution of 30 mM CoSO4.7H2O and 120 mM H3BO3 in distilled water [358] . The 

templates were left into a solution of sodium lauryl sulphate prior to deposition to allow 

wetting and opening up of the pores and to have smooth and uniform deposition. The 

backside of the PCTE membrane was coated with a 100 nm thick Au layer by thermal 

evaporation, which served as the cathode. The lengths of the NWs were varied by varying 

the electrodeposition time between 2000 and 80 s.  
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10.3.  Characterization and measurement of the quasistatic 

magnetic properties  

For structural and compositional analyses, the templates were dissolved in 

dichloromethane and washed several times with ethanol and distilled water to clean the Co 

NWs. The surface morphology and the dimensions of the NWs were studied with field 

emission scanning electron microscopy (FESEM; Helios NanoLab, FEI). The compositional 

analysis was made by using energy dispersive X-ray spectroscopy (EDX; Helios NanoLab, 

FEI). The crystal structure of the NWs was studied from as-deposited templates by using X-

ray diffraction using Cu Kɻ radiation of wavelength 1.54 Å ɉ82$Ƞ 0!.ÁÌÙÔÉÃÁÌ 8ȭ0ÅÒÔ 02/ɊȢ 

Finally, the quasistatic magnetization reversal properties of the NWs embedded inside the 

templates and lying vertically on the substrate plane were studied by vibrating sample 

magnetometry (VSM; Lakeshore model 7407) at room temperature. The magnetic field up 

to 16 kOe is applied in steps of 50 Oe in two different orientations during the 

measurements ɀ 1) parallel to the long axes of the NWs and 2) perpendicular to the long 

axes of the NWs. 

 

10.4.  Results and discussions  

The scanning electron micrographs of Co NWs with different aspect ratios are shown in Fig. 

10.1(a)ɀ(d), after dissolving the templates. The diameters of the NWs are found to be about 

95 nm ± 5 nm. By varying the deposition time between 2000 and 80 s, the lengths of the 

NWs are controlled between 5.75 µm and 240 nm, which correspond to a variation of 

aspect ratio between about 60 and 2.5. The EDX spectrum (Fig. 10.1(e)) shows little traces 

of Oxygen apart from Co which confirms the chemical purity of the NWs with slight 

oxidation of the surface layer. The XRD data (Fig. 10.1(f)) confirms an hcp crystal structure. 

However, the crystallinity is not very high, which may result in a reduction of 

magnetocrystalline anisotropy compared to the value for single crystal Co.  
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Fig. 10.1: Scanning electron micrographs of Co NWs with different aspect ratios: (a) 60, (b) 49.5, (c) 

18.1, and (d) 6.8. (e) The EDX spectrum and (f) the XRD data obtained from the electrodeposited Co 

NWs. 

The magnetization (M) as a function of the applied magnetic field (H) for three different 

samples, measured by VSM at T = 300 K, are shown in Fig. 10.2(a). For NWs with R > 10, we 

clearly observe that the long-axis loop (magnetic field applied parallel to NWs axes) has 

higher coercive field and remanence and lower saturation field than those obtained from 

the short-axis loop (magnetic field applied perpendicular to NWs axes). As the aspect ratio 

is decreased, the differences between the loops are reduced. For 3 < R < 10, the two loops 
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are close to each other. In Fig. 10.2(a), we show that for R = 6.8 the two loops are almost 

identical, defining the cross-over region between the easy axis and the hard axis. With 

further reduction in aspect ratio (R < 3), the short-axis loop starts to show higher coercivity 

and remanence and lower saturation field than those for the long-axis loop. For NWs with 

large aspect ratio (R > 10), the shape anisotropy, parallel to the axis of the NWs, dominates, 

which causes higher coercive field and remanence and lower saturation field for the long-

axis loop. For intermediate values of R (10 < R < 3), the contributions from the shape and 

magnetocrystalline anisotropies are comparable and it is difficult to distinguish the 

differences between the loops along the long and short axes. For R < 3, the 

magnetocrystalline anisotropy starts to clearly dominate, and the short-axis loop shows 

higher coercivity and remanence and lower saturation field. According to the macrospin 

model [359] , the cross-over should ideally occur sharply at R ӱ 7.0 (for saturation 

magnetization Ms = 1400 emu/cc, magnetocrystalline anisotropy K = 5×106 erg/cc along the 

[100] direction). However, the smearing of the cross-over region, as observed in our 

experiment, is possibly due to a distribution of magnetocrystalline anisotropy over the 

NWs and due to the complicated magnetization reversal processes that is not considered in 

the macrospin model.  
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Fig. 10.2: (a) Experimental and (b) simulated MɀH curves of Co NWs with different aspect ratio (R). 

The red lines correspond to the MɀH curves with H applied parallel to the long-axis of the NW and 

the black lines correspond to the MɀH curves with H applied perpendicular to the long-axis of the 

NW. 

To understand the details of the magnetization reversal mechanisms associated with the 

cross-over, we performed micromagnetic simulations to numerically solve the Landauɀ

LifshitzɀGilbert equation [eqn. (2.44) in chapter 2] by using the public domain software 

object oriented micromagnetic framework (OOMMF), from the NIST website [205] . A 

description of the working principle for this software is given in section 3.4 of chapter 3. 

We have simulated the magnetization (M) as a function of the applied magnetic field (H) for 

Co NWs with aspect ratio varying between 2.5 and 60. Calculations were performed by 

dividing the samples into 3D arrays of cuboidal cells with dimensions 2×2×5 nm3. The 

linear dimensions of the cells are comparable to the exchange length of Co, which is defined 

as ὃς“ὓϳ  , where A is the exchange constant and MS is the saturation magnetization, 

respectively. The simulations assume the following material parameters for Co: 4ʌMS = 

17.59 kOe, exchange stiffness constant A = 30 ×10-7 erg/cm, magnetocrystalline anisotropy 

K = 4.5 ×106 erg/cc along the [100] direction, and gyromagnetic ratio ɾ = 17.6 MHz/Oe. 
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Shape anisotropy is already included in the calculation of the demagnetizing field of the 

system. The applied magnetic field was varied between +15 to -15 kOe in steps of 50 Oe. In 

some cases, when required, a field step of 5 Oe was also used to observe finer details. The 

stopping criterion is given on the change in magnetization with time. A damping coefficient 

ɻ = 0.9 was used to ensure that the system finds equilibrium within the allowed simulation 

time between two consecutive steps of the applied magnetic field. 

Some typical simulated MɀH loops are shown in Fig. 10.2(b). Since the measured samples 

were deposited inside PCTE templates, the NWs embedded inside the pores are separated 

by large distance, and we may neglect the dipolar interaction between the NWs. Hence, the 

simulations were performed in single NWs without losing any important  information. The 

MɀH loops obtained for R = 60 and R = 20 are almost identical, and hence for visual clarity 

of the magnetization reversal modes (as presented in Fig. 10.3) we have shown the results 

for R = 20 only. The simulated data qualitatively agree with the experimental data. 

However, detailed quantitative agreement is not expected, as the simulations were 

performed at T = 0 K and the experiment was at T = 300 K.  

In general, for small nanomagnets ×ÉÔÈ ÄÉÍÅÎÓÉÏÎÓ Ѕ 100 nm, the magnetization reversal is 

primarily dominated by coherent (quasi-coherent) rotation, although the enhancement of 

dimensions along one or more axes may lead to various other reversal modes [118] , 

including curling, fanning, buckling, and generation of local magnetic domains such as 

vortex and Bloch domains. This depends upon the competition between various magnetic 

energies, which, in turn, depends strongly upon the parameters of the system and external 

fields. Here, we study how the competing magnetic anisotropy energies influence the 

reversal modes in Co NWs. For large aspect ratio (R = 20, shown in Fig. 10.3) and H applied 

parallel to the long-axis, the reversal starts at the two ends (Fig. 10.3(a)), but before the 

end regions reverse, the magnetization in the central region of the NW reverses drastically 

and nearly coherently at about H = Ӈ1.05 kOe. The two ends reverse gradually and 

completely reverse at a larger magnetic field. When the field is applied along the short-axis, 

the reversal occurs by nucleation of reversed domains at H = Ӈ0.65 kOe at the two ends of 
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the NWs and slow propagation of the reversed domains towards the centre of the NWs (Fig. 

10.3(b)). 

 

Fig. 10.3: Vector maps of magnetization reversal in a Co NW with R = 20. The magnetic field is 

applied along (a) the long-axis and (b) the short-axis of the NW. The coordinate system and the 

color map indicating the direction of the magnetization are shown next to the images. 

At R = 7, when the field is applied parallel to the long-axis, the reversal occurs via formation 

of a Bloch domain along the length of the NW (Fig. 10.4(a)). With decreasing field, the 
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width of the domain shrinks towards the centre of the NW. At H = Ӈ1.1 kOe, the central 

region drastically reverses, triggering further reversal of the spins from the centre towards 

the end regions along the length of the NW. The ends gradually reverse with further 

increase in the reverse field. The reversal mechanism is similar for this sample when the 

field is applied along the short-axis of the NW (Fig. 10.4(b)).  

 

Fig. 10.4:  Vector maps of magnetization reversal in a Co NW with R = 7. The magnetic field is 

applied along (a) the long-axis and (b) the short-axis of the NW. The coordinate system and the 

color map indicating the direction of the magnetization are as shown in Fig. 10.3. 

With further reduction in aspect ratio below the cross-over (R = 2.5), when the field is 

applied along the wire axis, the reversal again occurs through the formation of Bloch 
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