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Abstract

This thesis focuses on the investigation ofthe magnetization processes of magnetic
materials with high magnetic anisotropies over various timescales from femto and
picoseconds to quasistatic processes. Tlygiasistatic magnetic propertiesare measured by
the vibrating sample magnetometer (VSM) andtatic magnetooptical Kerr effect (static
MOKE) magnetometer. The ultrafast magnetization dynamicis measured by a custom
built time -resolved MOKE (TRMOKE)microscope The experimental resultsare modeled
by the solution of theLandau-Lifshitz-Gilbert (LLG) equationunder the frameworks of the
macrospin formalism, discrete dipole approximation method, plane wave methodand
micromagnetic simulations We have investigated the effects of varying Co layer thickness
in Co/Pd multilayers on PMA and the correponding precession frequency and Gilbert
damping and established a correlation between the PMA and damping.When these
multilayers are patterned to form antidot lattices, the magnetization dynamics changes
significantly due to the presence of shell modestahe boundaries of the holes where a
regular multilayer structure is destroyed due to the gallium ion bombardment during the
fabrication. We have further studied the standing spinrwave spectra in the Co/Pt
multilayers with varying Co layer thickness and arying no. of bilayer repeats. The bulk and
surface spinwave modes and their dependences on the magnetic environments at various
surface and interfaceare investigated. In the FePt/NFeexchange spring sampleghe effect
of the spin-twist structures on the dynamic magnetic properties is investigated thoroughly.
Starting from the magnetization dynamics of single ferromagnets of varying aspect ratio,
we havealso studied the quasistaticand ultrafast magnetization dynamics éferromagnetic
nanowire arrays with varying aspect ratios. The competition between magnetocrystalline
and shape anisotropies in magnetic nanowires and the corresponding effects on the

guasistatic magnetization reversal mechanisms investigated thoroughly.
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Preface

Magnetic nanostructures with high anisotropies have inspired technological progres

within magnetic data storage, spintronics, magnetic logic and magnonic cryst&ecent

development in fabrication technology resulted in the emergence of new synthetic
materials with designed high perpendicular magnetic anisotropy (PMA) structures,
exchange spring magnets, magnetic nanowires and more recently spin transfer torque
MRAM (STFMRAM). The high speed operation and thermal stability of the above devices
demand optimization of various material parameters and understanding and control of

magnetization processes at various timescales.

In this thesis, wehave investigated the magnetization processes of magnetic materials with
high magnetic anisotropies over various timescales from femto and picoseonds to
guasistatic processes.We studied magnetic materials including Co/Pd and Co/Pt
continuous multilayers with varying Co layer thickness and varying no. of bilayer repeats,
FePt/NiFe excharge spring magnets with varyingNiFe layer thickness, patterned Co/Pd
multilayers and magnetic nanowires. The samplesre prepared by various techniques
including ultra high vacuum magnetron sputtering, lithography and electrodeposition
through nanoporous templates. The initial characterizatios of the samplesare done by the
X-ray diffraction (XRD), scanning electron microscopy (SEMgnd energy dispersive Xay
(EDX).The interface roughness and thickness of individual layer in multilayerare studied
by Xray reflectivity (XRR) technique and sbsequent modeling of the experimental data.
The static magnetic propertiesare measured by the vibrating sample magnetometer (VSM)

and static magneteoptical Kerr effect (static MOKE) magnetometer.

The ultrafast magnetization dynamicsis measured by a cgtom-built time -resolved MOKE
(TR-MOKE) technique in a twecolor optical pump-probe sea up developed in our
laboratory. The experimental results will be modeled by the solution of theLandaw
Lifshitz-Gilbert (LLG) equationunder the frameworks of the macrepin formalism, discrete
dipole approximation method, plane wave methodand micromagnetic simulations We
haveinvestigated the effects of varying Co layer thickness Co/Pd multilayers on PMAand

the corresponding precession frequency and Gilbert dampind\s a collective precession of



the whole multilayer stack is observed, macrospin formalism is used to analyze the
experimental results. Since bothPMA and Gilbert damping haveheir origins in the spin-
orbit coupling, correlation between the two is investigated and a linear correlation is
obtained primarily due to the interfacial d-d hybridization. The effects of twemagnon
scattering, spin pumping and alloying at the interfacesare investigated on the above
phenomena. When these multilayers are patterned to form antidot lattices, the
magnetization dynamics changes significantly. The spiwave spectra depend strongly on
the areal density of holes. Due to the gallium ion bombardment ding the fabrication of
holes in the focused ion beanmilling technique, the material properties at the boundary of
holes are modified and new shell modes are found in this region. The coupling of these
shell modes also gives rise to new modes in these multilayet antidots with PMA. We have
further studied the standing spinwave spectra in the Co/Ptmultilayers with varying Co
layer thickness and varying no. of bilayer repeats. The experimental results are modeled by
the discrete dipole approximation (DDA) method. Th bulk and surface spirwave modes
and their dependences on the magnetic environments at various surfag@nd interfaces
are investigated. Both symmetric and antisymmetric modes are observed from the
calculations of the spinwave profiles in the outof-plane direction across the multilayers.
In the FePt/NiFe exchange spring samples, the presence of a hard magnetic layer at the
bottom of a soft magnetic layer induces a very high anisotropy and pinning of Fé
moments at the interface. At various values andirections of bias magnetic field aspin-
twist structure within the NiFe layers may occur, whose nature will depend on the
thickness of theNiFelayer. The effect of thespin-twist structures on the dynamic magnetic
properties of the NiFe layers is invesgiated thoroughly. Rich spirwave spectra are
observed; whose frequency shows a strong dependence on the NiFe layer thickneRse
important features of the experimental results are reasondly reproduced by
micromagnetic simulations. For thinner samples, tB magnetization dynamics are found to
be primarily governed by the formation of stripe domainin the FePt layerand with
increasing thickness of the NiFe layer, the effect of the spiwist structure within this layer
comes into play. As the thickness ofiRe layer increases further, the effect of the spiriwist
structure in determining the dynamic mode profile decreases. Wéave also studied the

guasistaticand ultrafast magnetization dynamics on ferromagnetic nanowires with varying



Xi

aspect ratios. The comgtition between magnetocrystalline and shape anisotropies in
magnetic nanowires and the corresponding effects on the quasistatic magnetization
reversal mechanismsis investigated thoroughly. Finally the precessional dynamics iNi
nanowires arrays is studied. Multiple spinrwave modes are observed. The experimental
results are modeled by micromagnetic simulations and the origins of the different spin

wave modes aranvestigated.
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distribution at z = 35 nm for the sampl&20under different configurations.

Fig.9.5: Regionwise extraction of precession frequencies from (apQ (b) S1Q
(c) S20and (d) S8Q The static magnetic states are not in scale for bettersual

clarity.

Fig.10.1: Scanning electron micrographs of CHWswith different aspect
ratios: (a) 60, (b) 49.5, (c) 18.1, and (d) 6.8. (e) The EBKectrum and (f) the
XRD data obtained from the electrodeposited QdWs.

Fig.10.2: (a) Experimental and (b) simulatedMzH curves of CANWswith
different aspect ratio (R). Thered lines correspond to theMzH curves with H
applied parallel to thelong-axis of the NW and theblack lines correspond to

the MzH curves with H applied perpendicular to thelong-axis of the NW.

Fig.10.3: Vector maps ofmagnetization reversal in a CONW with R= 20. The
magnetic field is applied along (a) théong-axisand (b) the short-axis of the
NW. The coordinate system iad the cola map indicating the direction of the

magnetization are shown next to the images.

Fig.10.4: Vector maps of magnetization reversal in a QdW with R=7. The

magnetic field is applied along (a) théong-axisand (b) the short-axis of the

NW. The coordinate system and the color map indicating the direction of the

magnetization are as shown irFig.10.3.

Fig.10.5: Vector maps of magnetization reversal in a QW with R=25. The

magnetic field is applied along (a) théong-axisand (b) the short-axis of the
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NW. Thecoordinate system and the colomap indicating the direction of the

magnetization are as shown irFig.10.3.

Fig.11.1: (a) Hysteresis loops for the Ni nanowire (NW) array along the long

and two typical short axes directions. (b) Schematic showing the NW array.

The wire axis is alomgy the Z axis and the black arrows show different

directions along which theshort-axisloops were measured. The direction of 185
the applied bias fieldH during the TR-MOKE measurements is also shown. (c
Typical time-resolved Kerr ellipticity data from the sample showing ultrafast

demagnetization and fast remagnetization atH = 1.5 kOe.

Fig.11.2: (a) Typical experimental and simulated spinvave (SW) spectra for
NWs with d = 35 nm atH = 1.0 kOe. (b) Dependence of the experimental 186
(points) and simulated (lines) SW modes on the bias field. (c) A right

circular cylinder of radiusr and length 2nr.

Fig.11.3: Power and phase distributions of different modes with the vier
plane in Z vs. XY plane forH = 1.5 kOe. The color scales for power and phase 189

distributions are shown in the first column of the table.

Fig.11.4: Power and phase distributions of the highest frequency mode for
different bias field values. The color scales for power and phase distributions 190

are shown in the first column ofthe table.

XXiV



XXV

Contents

N 6511 = T PP P U PPPPPPPPPPPPPPTR ||
IS A0 o1 | o] [ o= 11 o] o PPN |V A
X od (L0111 F=To (o =T 0 0= PP 1 |
e = £= o = TP PO UP P TPPRPURPRPN b ¢
List Of @bDreVIatioNS..........oooeiiiiiiii i eeeeeeee s eeeeseser e ee e e e e e e e e e smeemee K
LiSt Of SYMDOIS......coeeeiieii e rreeeer e e e esmemenmmme e eesnn s e e e e esswnmmmmmnsenn s s XKV
LiSt Of tADIES. ... s e KN
LISt Of fIQUIES ... eeeeeeeee et eeeeeeee e e e e e eeemennens e e e e e e e e eeeeessmmnnnnnneeeeeee e XV,
I | 011 o To [ Tox 1 o] o HPE PP PP PPRRRRRRTRPN IO
2. Theoretical background...............ccoiioiiieemmmcic e eeevvmmmceere e e e e eees s smmmeeeeneeeeeennnnne L L
pZ% N 1 11 {0 To [ o 1o o [P PPPPPPPPPPRPR &
2.2. FerromagnetiSIML..........cooiiiiiiiiiiceeeeeene e e e e eeeeeeeeiemmesnene e e e e e eeeeeeeessmmmnnnnneeeeeeeeeeennsss Lduuns
2.2.1. Classical approacly Curie-WeisSs Law..............ccoevvvviiceeeeereeeeeeiiiieeeseeeeeeennn. Ll
2.2.2.  Quantum mechanical approacly Exchange interaction......................ccccc.... 12
2.1.3. SPIROIDIt COUPIING vttt L2
pZR T N 1 -T0 1 0] o) PP PPN R
2.3.1. Magnetic anisotropy at macroscopic level............ccccccooiicceeeemne i 13
2.3.2. Magnetic anisotropy at microscopic level Dipolar interaction ..................... 17...
2.3.3.  Magnetic anisotropy at microscopic levet Spin-orbit coupling .................... 19..
2.3.4. Perpendcular magnetic anisotropy (PMA)..........uuuuuuuiiiiiicceeeeeeiiiiiie e 20..
2.3.5.  EXChange aniSOtrOPY........cceeiieeiiiiiiieeeeeeens e e e e e e e e e et eereeesens s e e e e e e e e e s eeeeeneens s 21
24. Energy terms in ferromagnetic SYStemMS..........oovviiiiiiiiermmceer e rreeemeeee . 23
A A =T =T 4 0 F= T =T 1= 0 PP 22

2.4.2. MagnetoStatiC ENEITY.......cceiiiiiiieiiiiieemmmmmmeeeeteeeeeeeaesinnnnmmmmeeeeeeeeeesssssmnnnnnnnes 203



XXVi

2.4.3.  EXCNANQGE ENEITY.....iiiiiiiieieieiiiieeeeeeenr e eeeeemesnens e e e e e e e e emeeeenens e 240
2.4.4. Magnetocrystalline aniSotropy ENEergy.............uuueeeuuiccccccemrerernnnnnnnnnsmmmmnnnns 2.9
2.5. Magnetic domains and domaiAvallS.............cooiiiiiiiemccec e e 2D
2.6. Magnetization reversal and various reversal Modes............ccoooeevveeeemmmeeinnnnnnnn. 26..
2.6.1. Coherent rotation of magnetization.................ouvvvimmmmmcceieiieeineiiiiiieeenneeeeee . 29
2.6.2. Magnetization CUrliNg..........couuuiiiuimiiiicccceeeeeiiiii s smmmmmmmme e smmmmmmene 30
2.6.3. Magnetization BUCKIING.............uuiiiiiii e emmeeee e e 3 L

2.7. Magnetization dynamics at various timescales and the Landaiifshitz-Gilbert
[ I =T V>4 o PP 7,

2.8. Ultrafast demagnetiZation............ooooeeee i ieeeeeeeeeie e errereeeee e eeeeeeeee 3D
2.8.1. The three temperature Mmodel.............ooooriiiiimmmccc e 3D
2.8.2. Elliott-Yafet (EY}type of phonon scattering............c..eeiiiieeemmemmeeeiicieeeeeean 36...
2.8.3. Spinflip Coulomb scattering.............uoeiiiiiiiceemee e B e
2.8.4. Relativistic quantum electrodynamiC ProCESSES...........cccuvrrrrrimmmmmmmmeeeeeeeeen. 37..
2.8.5. Laserinduced SPIAflIP ......coooiiiiiiiii e eeeeeeee D ]
2.8.6. Superdiffusive Spin tranSPOrt............covuuiiiiciieceemmee e a0 38

2.9. Ferromagnetic resonance and the macrospin model: Kittel formula................. 39..

2.10.  SPIMWAVES.....coiiiiiiiiiiiii s imeeetebeni s smmees bbb smmmemmnr s e e emmeenb L
2.10.1. EXCRANGE SWS......ouiiiiiiiiiii e errrene s e RO
2.10.2.  Exchange SW in thin films perpendicular standing spinwave modes.....44
2.10.3.  DIPO0IAr SWS.... oo eeeeeee e eernmmee et e enmmea e een s ADLLL

2.11. Magneto-optical Kerr effect (MOKE).........ccooiviiiiiiiimmmmmmmmeeeeeceeeeeeevveeeeeeeeeee LA
2.11.1.  PhySiCal OMQiN......oiiiiiieeiiieiiiceeeeeeees e eeeseeeenn e eeeenenenn e AL
2.11.2.  Phenomenological origin............cccooiiiiiiicccemmmie e evvemmeeeee e 2 QL

2.10.3. Quantum mechanical OrgIN..........coouiiiiiiicceemr e e a2



XXVii

3. NUumerical METNOAS. .........uuiiiiii e emmeeneeni e eee D
I T R [ 11 (oo [ BT i (o] o PP PPPPPPPPPPPPRUR - 7
3.2. Discrete dipole approximation (DDA) method.............ccccooiiieeeeeveemeeeeviiieeeeeeenen DB
3.3.  Plane wave method (PWM)........coviiiiiiii e ceeeeecccce et mmmmee e s eneeee e DO
3.4. Micromagnetic SIMUIALIONS.............iiiiiii e e DL
3.5. Calculations of power and phase profiles of resonant modes.................cccueeeeee 66

4. Fabrication, synthesis, characterization and measurement techniques................... 68...
O | o1 (o o U T 1o o R PP PP PP PP OPPPPPPPPPPPPPPRRANY o o
4.2, FabIriCAtION......coiiiiii e eeeceeee e eeeeee e e e eneeeeenns e e e e eeeeeee e DD

T S 01U 11 (=T ¢ o TSP PP P PPRERTPPPPPPUPPPPPPPRPPIN o \°
4.2.2. Focused ion beam (FIB) Milling..........cccovoiiiiiiicemmmmeiee e eeeeevemmcceeeee e L 0L
G TR 11 =] PP 424
4.4. Characterization teChNIQUES...........uuuuuiiiiiieeieiiii e el D
4.4.1. Scanning electron microscopy (SEM).........cccoovviimiiimmmmmmmmneeeeeieiieeeivieeeeeeeee . L4
4.4.2. Energy dispersive Xray (EDX).........ccooiieiiiiiiiiceeeeieeeeeeeviies s eeeeeeenmeeeessnnn e DO
4.4.3. X-ray diffraction (XRD)......cccoviiuiiiiieiiiieeemmcceiie e ee e vmmmeeees e eeeeennn e emmmnennn o
4.4.4, X-ray reflectivity (XRR)......ccooiiiiiiiiiiiiiimmme et eemmmmmme e e smeeneee d O
4.4.5. Vibrating sample magnetometer (VSM)...........coovvviviivimmmmccceeeeveeeeniiviiinnennead 9

4.5. Measurement teChNIQUES...........ccuuuiiii e ieeeemmmceeeiie e e et emmmmen e e e e e eeea s smmmeeees e O

451, INrOAUCLION . ..oniee e e S

4.5.2. Time resolved magneteoptical Kerr effect (TRMOKE) microscope............. 82
4.5.3. Static magnetoeoptical Kerr effect microscope (Static MOKE)................... 107.

5. LItErature SUIVEY ........cciivuiiiiiiiiiceeeemmcseeeeti e e e e simmssenmesssneeeessnsessmnmmmasssessssnsessssnnsnnesd 0D
5.1, INtrodUCHION ......cccoiiiiiiiiiiiiieeeemmmme et e eeennemeeeeeeeeeeeeenninesnnmmmeeeeeeeeeseesnsennnn 09

5.2. Magnetic MUItIlaYers.........cccuiiiiiiii i ceeeemceie e e e evvimmeeemmees e e eesn e e s snmmmsseneeeesn 11O



XXVili

5.3. EXchangespring MagnetS.........ccooeeeeiiiiiiieeeeeeemnse e eeceeeeeeees e e e e e e e e eeeeeeeen 113
5.4, MagnetiC NANOWIIES...........cccerrrrieiiimmmmmmmmeeeeeeeeeeeeessinnnnmmmmeeeeeeeeeeessssimmmmmmmmeeeeeeee k1D

6. Correlation between perpendicular magnetic anisotropy and Gilbert damping in

[Co/Pd]s multilayers with variable Co layer thickness..............ccccvvvieemimieen e 119
G0 I [0 1Yo [T £ o R UPPPPUPRUPPR B
6.2. Sampk fabrication............coooviiiiiiimmmmcceeeeeeeeeeiieviemmmmmmme e eeeeeeeeseenennmmmmeeeeeeeee L 20,

6.3. Characterization and measurement of quasistatic and ultrafast magnetization

[0 )Y = 1010 PUPPPPRR 1) 0
6.4. ResUlts and diSCUSSIONS ... cuiniee it eemeeame e aememeee 121
0.5, CONCIUSIONS . ..t ettt et ee e e e e e e e e e mmmmemme e e e neeanneneenenn 28

7. Time-resolved measurement of spiawave spectra in CoO capped [Ca/Pt(7A)] n-

1CO(tco MUItilAYEr SYStEMS.......iiiii i eeeeeeenr e teereeeees e eeeeeenenn e a2 120,
4% T 111 £ To [ o 1o o [OOSR PPPPPPPPPPPRPPRRRN %42
7.2. Sample fabrication and characterization.....................vcccceeeeeeeeeeeeeiie s eeeeeeenn.. 130
7.3. Measurementsof the quasistatic and ultrafast magnetization dynamics.......... 131
7.4. ResUlts and diSCUSSIONS........uiiiiiiieriisecceeereneeeeeeenneeeeeammenmmmmeesnnseeeeeesssmmmmmenes s L3 2
7.5, CONCIUSIONS ....utiiiiiiiiiie e ceeeeeeee e eeeeseesense e e e e e e s smsmnnnnnssnnnnnneneeeeenenne LD

8. Optically induced spinrwave dynamics in [Co/Pd} antidot lattices with perpendicular

MAgNEtiIC ANISOLIOPY......uuuiieeiiiiiiii s ceeeeeeemeeeeeetieeeeessememmmmmeessnneeeeeessssmmmmmssseseeessessnnnsemenenk@]
LS 20 I [ 11 {0 To [0 T i [0 ] IO PPPPPPPPPPPRRR - 3
8.2.  Sampk fabriCatioN..........covuiiiiii i ceeereccr e et smnenene e e e e eee e LAD
8.3. Measurement of ultrafast magnetization dynamics.................cceevvicemmcecreeeennnnn. 144.
8.4. ResuUlts and diSCUSSIONS..........ccceeeiiiiiiieemerrneie e e eeeeeeeeieeeeeeene e e e e e e e e e e e eeeeeeneeens . LA 4
8.5,  CONCIUSIONS ...ttt eeeeeeer e eeeeere e e eeeeeneens e e e e e e e e e e eeeeen LD

9. Effect of the spintwist structure on the spin-wave dynamics in FesPts/Ni soFexo

exchange coupled blayers with varying NisoFexo thiCkness.............cooovviiiiimmmmeccciieeeeee, 156.



LS % I [ 11 {0 To [ BT i [0 o PP PPPRRRPPPPPPPPPPPPPPPRRRIN £1o)
9.2. Sample fabriCation.................euuiiicccceeeeii e s e LD
9.3. Measurement of ultrafast magnetization dynamics..............ccccoeiveeeeeeeemeeeennnnnn. 158
9.4. Results and diSCUSSIONS.............ceeiiuuiimmmrremmsiiiiiiirreeseseeesesssreeeeeeeeeeessmmeemenees LDO
9.5, CONCIUSIONS ... eeeeeeeeee et eeeeeeeees s e e e eeseeeeens s e e e e e e e e e e e e eeeeen LD8

10. Magnetzation reversal dynamics in Co nanowires with competing magnetic

oS0 1 0] o] [T USPPPP 74 0|
O J0¢ S [ o1 (o o 0T i To T o PP PPPPPPPPRPPPRPPRPP By 40 I
10.2.  Sample preparation...........cccceeevveiiemmmceereeseeeeeeeviismmseeseseeeeeesnsnneeesmemeennmeessss L L
10.3. Characterization and measurement of the quasistatic magnetic properties.172
10.4. Results and diSCUSSIONS..........uuuuuuuiiiiceererrrtiiins s smmmmmssssnnnnnn e s smmmmmeee Ll 2
10.5.  CONCIUSIONS.....coiiiiiiiiiiii i emmmmmmene e e e eeesesnsneennneee e eee L D

11. All optical excitation and detection of spinwaves in high aspect ratio ferromagnetic

NANOWIIES ...ttt seeee s bbbt s s bbbk smmmmmms st b s b s smmmmmmmmsssnnnnnnnns LO L
5 0 S | o1 (o o (U Tod 1T o OO PP PPRRPUPPPPPPPPPPPPPN - ¥ I
11.2. Sample preparation...........cccceeeeiiiieemcceeiiee e e eeeeevismmseeees e e e e eernn e e emeeeennmeeeess LOS
11.3. Measurement of quasistatic and ultrafast magnetization dynamics............. 183
11.4. Results and diSCUSSIONS.......ccciiiiiiiiiiiiiacce e smmeeeeees e eeeeeeen L84
11.5.  CONCIUSIONS......ooviiiiiiiiiii i smmmee e smmmmmmmes e eee L O

12.  Summalry and future PersSPeCtiVE..........cooeeeiiiiiiiieeeeeeeee e eeeeeeeeeeeeeeen e D92
Dt R S Y [ 0] 1 =Y/ PPN £.© )24
12.2.  FULUIre PEersSPECHIVES......cccuuiiiiiii s ieemcceeee e et e et emeeemmmmse e e e esn e e s e ssmmmeenneesen s L OB

=] T 10T | £=1 ] 1 Y2 SRR £ 2



Chapter 1

1. Introduction

The study of spinwaves (SWs) and active control and manipulation of spin degree of

freedom in nanomagnets have become one of the most important topics of research in

modern science due to its increasing impact on the present and future technologifis-3].

Since the invention of hard disks, the technology of magnetic reaarite never ceased to

evolve. Magnetic data storage offers noewolatility and long term stability of magnetic

states. Recent technologies have helped us investigate and tailor SW excitations in

patterned arrays of ordered ferromagnets (FMs), which enhance opportunities in the above

fields of research. In the past decade, it has been suggested that SWs may be used to carry

and process information. Due @ their relatively low speed of propagation as opposed to

light, SWs with frequencies in the range of GHz have wavelengths in the nanometer regime,

making them an ideal candidate for nanoscale echip data communications. This emerging

research fieldisch 1 AA O ACT 11 EA08 AT A OEA AT OOAODPI T AEI
OEA OI ACTTTEA AOUOOAI 068 4EA -vAldilyA fastieh Gaba 1T £ OF
processing speed, less power consumption and increased integration densities as

compared to theconventional semiconductor devices.

The hard-disk industry has been using longitudinal recording successfully for five decades.
(1T xAOAOh EO EO O1 AAOOGOI T A OEAO OOOPAODPAOAI AcCI
hard-disk industry. Superparamagnéism occurs when the microscopic magnetic grains
become so tiny that random thermal vibrations at room temperature cause them to lose
their magnetic orientations. Though the antiferromagnetically coupled (AFC) medi§4-5]
helped to achieve higher storage density by obstructing the superparamagnetism effect
eventually, it was found that magnetic materigs with high magnetic anisotropiesare even
superior candidates than the AFC media in this fieldAs a result, materials with high
anisotropy caught significant attention. This magnetic anisotropy can have different
origins. It can originate intrinsically from the crydalline structure of the material. Materials
such as Co, CoCr, CoPt, CoCrPt have very high magnetocrystalline anisotropy. Specific
shapes of the element can also give rise to anisotropies in the systems. For example, in thin

films, the plane of the film isthe easy axis for magnetization. Again in high aspect ratio
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nanowires, the wire axis is the easy axis of magnetization. For device applications, it is
always desirable to have systems with tunable anisotropies. In case of nanowires, the
anisotropy can becontrolled by controlling the aspect ratio of the nanowire[6]. Now a
days, he technology of nanofabrication has achieved unprecedented efficiency in
manipulating material structure and properties and helped us to achieve some very
important structures with designed high anisotropies: i) structures with high
perpendicular magnetic anisotropy (PMA), ii) exchange spring (ES) magnets and iii)
magnetic nanowires with varying aspect ratio. The most crucial problem in the application
of the high anisotropy materials is that very high field is required to switch the
magnetization [7]. To overcome this difficulty new technigques are being invented. One of
them is the thermally assisted ecording (TAR) or heat assisted magnetic recording
(HAMR)[8]. In this method, low switching field can be achieved by reducing the anisotropy
of the material by heating the sample. Recent developments showed that sptransfer
torque (STT) can be used to flip the active elements in magnetic randeatcess memory
(MRAM). STTMRAM can replace conventional MRAM due to low current requirements,
thermal stability and reduced cost. The reduction of its write current density and increase
of thermal stability is the basis for current academic research in spin electronics and
magnetic multilayers with perpendicular magnetic anisotropy are thought to be ideal

candidates for ths.

In this thesis, we have studied the magnetization processeswver various time-scales
ranging from static and quasistatic processes such as equilibrium spin configurations and
magnetization reversal to femto and picoseconds processes such as ultrafast
demagnetization, remagnetization, magnetization precession and damping of magnetic
materials with high magnetic anisotropy. The materials investigated include Co/Pd and
Co/Pt continuous multilayers with varying Co layer thickness and varying no. of bilayers
repeats, FePt/NiFe ES magnets with varying NiFe layer thickness, patterned Co/Pd
multilayers and ferromagnetic nanowires. In this introduction, we shall present a brief
review of the research on the static and quasistatic properties of the aforesaid systenThe

review of the dynamic properties will be presented in a later chapter.
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The technological pogress with magnetic thin film mediastarted to face difficulties inthe
1980s due to thepolycrystalline nature of the films. The physical properties (espeaally, the
magnetic ones) of these media are strongly dependent on the microstructures of the film
such as grain morphology, crystallographic orientation and grain sizZ@®]. Eventually, it was
found that instead of single layer thinfilms, the multilayer (ML) magnetic thin films can
enhance device performance significantly due to the larger grain density as well as
decreased magnetic exchange coupling between the magnetic layers and the grains in each
magnetic layer [10-12]. Due to the very high and tunable anisotropy, the PMMLs
emerged as potential candidates in storage industry as soon aserpendicular data
recording was found to bemore efficient than the longitudinal recording[7, 13-14]. After
the pioneering work by Néel[15], it was known that surface discontinuities influence the
magnetic anisotropies in thin films. Hence in MLs with ultrathin component layes, the
interface anisotropy contribution can dominate over the bulk contribution to give a
preferential perpendicular orientation of the magnetization. PMA was first observed in
Co/Pd MLs[16-17] in 1985. The study was made with fixed Pd layer thicknessrg). From
VSM measurements, it was found that the ML becomes hard to magnetize in the film plane
for Co layer thickness (c9 < 12 A and shows perpedicular easy axis of magnetization. The
samples were heated to 408C, which caused alloying and/or mixing at the originally sharp
interfaces. As the Co/Pd alloy structures do not exhibit PMPAL8], this heating resulted in
the in plane easy axis of magnetization for the samples. Ham it was inferred that rather
than the crystalline anisotropy, the surface anisotropy at the Co/Pd interface and the strain
in the Co layer is responsible for the PMA. Also, it was observed that the saturation
magnetization of the Co/Pd ML structure is ignificantly higher than the value that could be
expected if it was assumed that the magnetic moments reside in the Co layer only. This
implies that some magnetic moment gets induced in the Pd layer also due to the
ferromagnetic coupling between the Co anéd electrons. The PMA depends not only dgg,
but on the thickness of the Pd layertéd) also. Fortpa< 6.7 A, no multilayer reflection was
observed and hence PMA is not expectefll9]. Beyond all the phenomenological
explanations, Magnetic Circular Xay Dichroism (MCXD) study at the Cods and M3 core
edges in Co/Pt ML shows a strongly enhanced perpendicular Co orbital moment and this is

believed to drive the PMA in these MLER0]. The magnetic and magnetoptical properties
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of PMAMLSs are very sensitive to the peparation method and conditions, the sublayer and
total film thicknesses. The magnetization reversal studies on Co/Pd MLs by direct
observation of domain strucure, using a magneteoptic microscopge as well as
magnetization viscosity measurement with time, shows that the reversal mechanism
depends strongly ontce The reversal mechanism was found to change from domain wall
motion dominated reversal to nucleation dominated reversal ascochanges from 2 to 4 A
[21]. This observation was confirmed by MonteCarlo simulations.Study of magnetization
reversal of Co/Pt MLs inultra-short time-scale reveals the presence of ring domain$22].
The magnetic reversal behavior is quite interesting for CoO capped Co/Pt MLs that are
exchange biased perpendicular to the film planf3]. The nucleation properties of reverse
domains in the ascending and descending branches of the hysteresis loops are significantly
different for these samples. Another very important property of the PMALs is the
observation of antisymmetric magneteresistance (MR). All popular MRs, such as giant
magnetoresistance (GMR) [24-26], tunnelling magnetceresistance (TMR) [27-28],
anisotropic magnetoresistance (AMR)[29-33] etc. are symmetic with respect to the
magnetic field H. However, in Co/Pt MLs, MR antisymmetric with respect téd can be
observed due to the mutual perpendicular orientations of the domain walls, current and

the sample magnetization34].

Antidot lattice (ADL) structures have been proposed as a method for data storage with
the recording bits trapped between consecutive holes along the intrinsic hard axis of the
magnetic material. To date, most of the works have been concentrated on the magnetic
antidot arrays with in-plane anisotropy [35]. However, the shifting of the data storage
technology from the longitudinal to the perpendicular recording mode indicates that the
ADs can be considered as the potential magnetic recording media only when the anisotropy
is perpendicularly oriented [36]. Hence, patterned PMAMLs have also attractedlarge
attention along with the bit-patterned media and thermally assisted magnetic recording.
The study of percolated perpendicular media (PPM) was started since 200[86-37].
Fabrication of PPM was attempted by the routes of edeposition of magnetic materials and
non-magnetic oxides [38-39], magnetic films on anodized alumina template§40-41],

deposition of hard magnetic materials on arrays of normagnetic nanoparticles [42],
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deposition of hard magneic films on nanoperforated membranes fabricated by an
organic/inorganic self-assembly procesg43-44] and sputtering [45] . It is very important to
keep an eye on the surface flatness during the fabricatigd5]. It was observed that with
increasing areal density of jnning sites, the medium coercivity increases[36]. The
intergranular exchange coupling results in a very steep slope in the hysteresis loop. It was
observed that if the defect diameters are smaller than the domain wall (DW) width, then no
pinning occurs[37]. The exchange coupling constant of the medium significantly inffaces
the medium coercivity and the reversal mechanisni46]. If the value of the exchange
coupling constant exceeds a threshold value, then the DWs car be pinned using non
magnetic pinning sites. However, the switching time is independent of the damping
constant of the PPM. Calculation of energy barrier is also performed to estimate the
thermal stability [37, 47]. Study of magnetic properties on antidots based on Co/Pd MLs
with varying Co layer thicknesses claims anitiferromagnetic couplig to be responsible for
the PMA in these structure448].

On theother hand, ES magnet§49], based on the interfacial Bchange coupling of soft
and hard FMlayers, have emerged as potential candidates for the application in a broad
range of fields[50-51]. The term exchange spring refers to the reversible desgnetization
curves that are often observed in these structures. Initially, the research on ES systems
started in the field of permanent magnetg49]. It was found that if we combine a hard
magnet with high coercive field with a soft magnet with high saturation magnetization, the
maximum energy product of thisexchange coupled system becomes significantly high. This
makes these ES systems suitable for permanent magnet applicatidtiowever, gradually
the attention shifted towards its application in the storage industry as the soft magnetic
phase can significany improve the writability of the media without compromising the
thermal stability [52]. As a result, GMR effects, magnetization reversal, coercivity tuning
and mapping spin configurations become very interesting fields of research. Basically, by
controlling the anisotropy direction in the hard layer, one can have parallel or
perpendicular ESmagnet. However, the shifting of the storage industry from longitudinal
to perpendicular recording has encouraged interest in perpendicular ES magndts3]. The
spins in the hard magnet is pinned due to the very higlanisotropy. With increasing

distance from the interface into the soft layer, the effective exchange coupling decreases



Chapter 1

and the spins in the soft layer forms a characteristic spHwist structure under the
application of an external field. There have beea lot of studies[54-57], both numerical
and experimental; to probe this spintwist structure in the ES magnets as this twisted spin
structure influences the sample properties. GMR and AMR effects can be distinctly
observed in ES systemg[58]. In DyFe/YFe2 ML system, a spiAwist structure can be
observed upto 20 A in the soft YFelayer above a certain bending field. Due to the AMR
effect, a dip in the MR near the coercive field of the system is observed when the field was
increased from a large negative value. However, when the field is increased beyond the
bending field, both magneization and MR increase significantly. This increase in MR is due
to ES induced GMR. Hence, in ES magnets also, the-s@insfer torque may play a role.
Magnetization reversal in ES systemg$59-65] is a very interesting phenomenon. The
thickness of the soft layer plays an important role in coercivity reduction and
magnetization revasal in these samples. With the increase of the soft magnetic layer
thickness, the system properties changes from that of a rigid magnet to an ES madib&i .
Accordingly, the magnetization reversal mechanism also changd60]. Magnetization
reversal studies on ES Hiayers with varying soft layer thickness shows that the shapes of
the hysteresis loops change systematically as a result of the change in the effective
exchange coupling. It is obvious that the soft magnet will switch at a lowerefd (reversible
switching) as compared to the switching field for the hard layer magnetization (irreversible
switching). However, interestingly it is observed that contrary to common belief, the
reversible twist of the soft layer is not pinned at the softhard magnet interface, but
penetrates significantly into the hard layer[59]. When the soft magnet is reversed under
the influence of a small field, a DW is created at the interface of the hard and soft phases.
With increasing field, this DW can propagate through the hard magnet causing
i ACT AOGEUAOGET T OAOAOOAI 8 4EEO DPEATTITATTT EO A,
field required to reverse the magnetization of the hard layer in the biayer is lesser than
thatiT £ AAOA EAOA 1 AuAo8s /T A AAT Al O EAOA Oi EAC
this case, microwave is used to induce large amplitude precession to result in
magnetization switching by overcoming a metastable state. Since DW is also a metastable
state, microwave assisted DW reversgl61] can be induced in ES Hayers to reduce the

switching time significantly.
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The discovery of novel magnetic and transport properties such as conductance and flux
guantization [66-67] and GMR[68] in magnetic nanowires (NWs) for dimensions in the
nanometer regime led to its potential applications in the fields of magnetic storage, field
sensors, logic devices and magnonic crystals and hence triggered large interest in NWSs.
Densely packed adered arrays of magnetic NWs with large aspect ratiosR) may
overcome the superparamagnetic limit due to the large volumes of the individual NWs and
large shape anisotropy along the wire axis, associated with larger areal density. Initially,
most of theworks were concentrated on the fabrication of NWs under different conditions
and investigation of the shape anisotropy. However, gradually the attention shifted to the
study of magnetic properties, particularly magnetic hysteresis, reversal mechanism,
magnretization dynamics and SW¢69-70]. Magnetization reversal being hysteric, involves
metastable energy barriers. As a result, both the static magnetization reversal and dynamic
reversal became interesting topics of study{71]. The classical NéeBrown model for
rotation in unison can safely explain the magnetization reversal in single domain particles
[72-73]. However, in magnetic wires [74-76] and elongated particles [77-79],
inhomogeneous reversal modes like nucleation of reversed domain followed by the
propagation of the DW, come intdhe picture. In these structures, the thickness of the DW

(w) is an important parameter. It was suggested theoretically that for a NW with diameter

d<+/A 1, , all spins should reverse in unison (coherent rotation). For a NW with diametet

>./A 1, , the reversal should involve curling mode. In both cases all the spins reverse

simultaneously suppressing all the thermal effects in infinitely long wires. However, it was
1 AOAO &I 01 A OE A GbwidarleadEb &finié énerdyibarrierEveq in infinite
wires. Nucleation of DW was also proposed to be responsible for the magnetization

reversal in NWs of finite length. For a NW with diameted >+/A },, even smaller energy

barrier results if the nucleation of O E ADW starts at the end of the wire. The activation

energy associated with the reversal process was found to be proportional to the wire crass
section and independent of the wire length. Subsequent experimental and theoretical
studies also suggest thathe reversal in NWs generally starts at the ends or at defecfg4,

76, 79-81]. In contrast to Fe and Ni NWs, the presence of two competing anisotropies: i) the
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shape anisotropy along the wire axis and ii) the magnetocrystalline anisotropy (in hcp Co)
perpendicular to the wire axis in Co NWs makes the reversal process compliedt
Furthermore, when the NWs are placed in an array, the interwire interaction influences
both the reversal process and switching field. Magnetization reversal studies by BC
magnetization and micreSQUID magnetometry reveals that the reversal mechanism a
array of NWs is different from that of the single wire. Deviation from curling mode and
pinning of DWs at imperfections was also observed. Magnetic force microscopy
measurements on arrays of Fe NWSs also support the effect of interwire dipolar interaoti
in reversal proces®s [82]. Hysteresis loop of individual wires were found to be
rectangular. In an array, each wire is placed in a spatially varying dipolar field of its
neighborhood and as a result, the hysteresis loop of the array is significantly broadened.
Depending upon the aspect ratioR and d, the ground state changes from single domain
state to multidomain state through vortex formation[83].

The high speed of operation and thermal stability of all devices demd optimization of
various material parameters and understanding and control of magnetization processes at
various time-scales To be more specific, a thorough understanding of the precessional
dynamics is crucial. The magnetization dynamics depends sigigifntly on the magnetic
ground state of the gstem. In continuous and pattened MLs, the dynamics is strongly
influenced by the sublayer thicknesses. The exchange coupling between the layers strongly
affects the dynamics. Both precession frequency and damping get affected. Depending on
the layer thicknesses, single or multiple SW naes can be observed. Also the number of
sublayers plays a crucial role in determining the SW modes in the MUas.case of NWs, the
dynamics is significantly affected by the interwire dipolar coupling. The dispersion relation
depends strongly on the competion between the shape anisotropy, magnetocrystalline
anisotropy and the dipolar interaction. At the same time, the finite width and the
periodicity of the wire influence the SW modes in the NW system.

To study these potentially exciting phenomena, thdoremost challengefaced is the
fabrication of high quality samples. Extremely sophisticated techniques are required to
deposit ultrathin multiple layers with sharp interfaces. Presence of a magnetic field affects
the growth of a ferromagnetic layer and hace can be used to control the fabrication

process. Popular methods for the fabrication of MLs are molecular beam epitaxy (MBE) and
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magnetron sputtering. Magnetic materials exhibit high surface energy because of the
partially filled d-shells. The growth ofthe interface of MLs is dominantly governed by the
surface and interface energy terms. So it is essential to understand these forces for growing
MLs with monolayer level control. A systematic layeby-layer growth is rare for MLs due
to misfit strain energy and the StarnskiKrastanov growth modei.e, formation of islands is
more common. To suppress this island growth, it is required to take the route of nen
equilibrium growth at low temperatures [84]. Nanolithography has always been very
popular for the fabrication of nanoscale magnetic structures including NW¢$85-86].
However, this process is slow, expensive and not suitable for large areaoduction. On the
other hand, electrodeposition through nanoporous templateg87] is a very efficient and
cost-effective method to produce large aspect ratio NWs at large scales with different
diameters, lengths and crystallinity.

To investigate the magnetization dynamics, different techniquein the frequency, wave
vector and time domains were invented. The conventional ferromagnetic resonance (FMR)
[88] is a frequency domain technique where the sample is eited at a particular frequency.
The external bias field is swept to probe the magnetization dynamics through the
resonance. Vector network analyzer based FMR (VNAMR) is also a frequency domain
technique [89-90] but with very high frequency resolution over a broad band of frequency.
Here, the biasfield is kept fixed and the excitation frequency is varied from MHz to GHz
range to measure the dynamic magnetic response. To incorporate spatial resolution,
spatially resolved FMR is also developed91]. On the other hand, the Brillouin light
scattering (BLS) technique[92] has emerged as a very efficient technique to measure the
magnetization dynamics in the wavevector domain. Recent developments of spaee
resolved and timeresolved BLS techniques have taken the application of BLS to the next
level. By BLS technique, a precise measurement of the SW dispersion with waeetor can
be obtained. Pulseinductive microwave magnetometry (PIMM) is a time domain
measurement technique. However, the time resolution is limited to tens of picoseconds.
The time-resolved magneteoptical Kerr effect (TRMOKE) [93] microscopy offers very
high time resolution along with a spatial resolution in the subum regime. With the time
resolution of the order of subhundred femtosecond (limited by the pulse width of the

laser), the ultrafast magnetization dynamics can be probed quite efficiently. Further by
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incorporating a scanning microscope with the TRMOKE, timeresolved scanning Kerr
microscopy (TRSKM) [94-96] was developed to image the timeevolution of spatial
distribution of magnetization in confined magnetic elements. Magnetoresistive methods
[97] and Xray [98] microscopy are also showing potentials of achieving very high spatio

temporal resolution.
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2. Theoretical background

2.1. Introduction

The invention of magnetic media and recording equipment is the basis of the present day
technological revolution. Along with this, the ultrafast optical microscopy has emerged as
one of the bes$ techniques to investigate various properties suitable for modern
applications of the material under study. As a result, magnetism and ultrafast optical
microscopy have become very active and interesting fields of research. Magnetic materials
were found to be a major test bed for the development of the ultrafast optical microscopy.
There are primarily three different sources of magnetic moment in a free atom. The
diamagnetism is observed due to the change in the orbital moment induced by some
external magretic field. On the other hand, both spin and orbital angular momentum play a
role in the occurrence of paramagnetism, ferromagnetism, antiferromagnetism and
ferrimagnetism. Among these, the ferromagnetic materials are found to posses most
challenging and interesting properties to be explored by the ultrafast optical microscopy.
Ferromagnets (FMs) have characteristic demagnetization times in femtosecond range,
relaxation times in low picoseconds range, precession frequency varying over a broad
range, domainwall width and spin-wave wavelengths in the nanometer range all these
properties make FMs to be the most exciting candidate to be studied byethultrafast optical

microscopy.

2.2. Ferromagnetism

2.2.1. Classical approach z Curie-Weiss Law

According to Weiss[99], there are two competing energy contributions in a FM i) the

ET OAOT Al EE X AEEIA0 AGE XA EBGAKEGEAOTI OO0 DPAOAITIT Al
and ii) free magnetic poles on the surface which cause demagnetization. The competition

between these two energy terms makes the FM to break up into small domains for the
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minimization of the free energy. In this classical framework, the Cur@/eiss law [100]

describes he ferromagnetic susceptibility.

5
N Y

(2.1)

From the law, one can infer that below the Curie temperaturel), FMs show spontaneous
magnetization. Eventually, Heisenberd101], Dorfman[102] and Frenkel [103] managed to
AET A OEA NOAT 001 1 AAEAT E &thd exchaddge (hiedactidn!/EhiOE E O
the consequence of the antisymmetrization requirement for electron wavefunction.

2.2.2. Quantum mechanical approach z Exchange interaction

The exchange interaction is a direct consequence of the Coulombic interaction energy and
Pauli Exclusion Principle. The concept of direct exchange can be explained on the basis of
Heitler-London model of hydrogen moleculd100]. In this model, the wavefunctions of two

AT AAOCOI T O AQAsx O OxACWhe®O& jAOA GDAOEBAR ADPAI
The exclusion principle demands that upon overlap, the resultant wavefunction must be
antisymmetric. This can be achieved by the spatial or spin part of the wavefunction

» ..where 3 is the spatial and? is the spin part. For two nulei a and b, the exchange

integral is given by:
0 *“peig= o g plOtaQt (22)

The above discussion was for electrons with direct overlapping of wavefunctionse, the
interaction is direct exchange. One can have indirect exchange also. Later, it was
understood that on top of these contributions, magnetic anisotropy and agneto-dipole

interaction also play crucial role in determining domain structures in FMs.

2.1.3. Spin-orbit ¢ oupling
Spinorbit (SO) coupling is basically the interaction of spin and orbital moments. An

electron orbiting a nucleus with velocityv experiences a field:

» o Qu
_ 2.3
” i Qi (2:3)

o7

O«



13
Chapter 2

where V(r) is the is the potential experienced by the electron and> o is the classical

angular momentum. The SO interaction energy is given by:
o Hg (24)

Substituting egn (2.3) in egn. (2.4) one can derive:

A Qw

v 25
Ca 1w Ql‘3 (2:5)

2.3. Anisotropy

The nonrelativistic quantum mechanics safely describethe basic properties of a FM. But

in this formalism, the free energy is independent of the direction of magnetizatiorOn the

other hand, practically it is observed that the magnetization generally lies in some
preferred direction with respect to the crystalline axes or/and to the external shape of the

Al Aus 4EEO DOl PAOOU EO AAI T AA OEA Oi Aci ACEA
essentially a correction to the total energy. The origin of this term lies in the relativistic
correction to the total Hamiltonian. The introduction of thedipole-dipole interaction and

spintorbit coupling terms breaks the rotational invariance with respect to the spin

guantization axis and hence giverise to the magnetic anisotropy[104].

2.3.1. Magnetic anisotropy at macroscopic level

First, we will take the thermodynamic approach to give a phenomenologt description of
magnetic anisotropy. Throughout the description, the temperature of the FM will be
assumed well below the Curie temperature to neglect magnetic fluctuations. Let us define
mwv as the unit vector of magnetizationM of a FM under the influerte of a bias fieldH. The
components ofmwv are | 1, ]2 and {3 with | 12+ J 22+ J 32 = 1. Under some approximation, the

thermodynamic potential Gof the system can be reduced to a function afv only.

"0 O (2.6)
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2.3.1.1Shape and magnetocrystalline anisotropies

A very common origin of magnetic anisotropy is the anisotropic shape of the element.
This is called the shape anisotropyHowever, when the shape of the body is isotropic but
still the magnetization prefers to remain aligned to a particular crystal axis, then the
anisotropy is termed as the magnetocrystalline anisotropy. Thus the total anisotropy

energy of a system can be expressed as:
O O O (2.7)

The first term denotes the energy for the magnetocrystalline anisotropy contribution and
hence is an intrinsic property of the material chosen. It arises mainly from th8Ocoupling.
Dipolar interaction has a little contribution in it. The second term, on the other hand, is the
contribution from the shape anisotropy and depends on the geometry of the sample. The

shape anisotropy arises entirely from the dipolar interaction.

From symmetry arguments, oe can deduce a form ofGayst((mv). This term can be

expanded in the successive powers qfO & d,

"0 a O w O || ® O || |

0

¢
¢
¢

(2.8)
8888

Where Hw is the component of the external field alongnu. In the above expansion, only
terms even inmu are kept to satisfy the time reversal symmetry. It is observed that terms in
this type of expansion converge very quickly. So, only few terms are enoughdescribe the
magnetocrystalline anisotropy. Due to crystalline symmetry, one can establish
relationships between coefficients in eqn.(2.8). As a result, number of independent
parameters is reduced. In cubic systems like Ni and Fe, this results in the suppression of

terms of order 2 and the first non vanishing term is of order 4.

0 O 0ol g 18X RS 048X

0188 199 19¢° 88888

(2.9)

The co-ordinate axes are taken along the cubic axes shown inFig.2.1.
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Fig.2.1: Coordinate system used for a cubic system
For hcp systems like Co, eqii2.8) reduces ta
O O Ui Q& 00 Q& 0 0AT@ i Q&

(2.10)
88888
Here,3 and[ are angles with respect to thea and c axes, respectively. It is to be noted that
the anisotropy constantkd O AOA A AEO IKHAs®I okdérA b tubibsyste@BE A Oh
of order 2 in hcp systems Also, asan hcp structure has lower symmetry than a cubic
structure, the magnitude of m@netocrystalline anisotropy is higher in hcp structures than

the cubic structures.

2.3.1.2Vdume and interface anisotropies
In case of systems with smaller dimensioslike ultrathin films, the effect of the surface
(or interface) has to be taken into account. In this case, the total thermodynamic potential

is written as a sum of a volume term and a surface (or interface) term:

O Qa0 Q"0
G’(mv) and G{mw) are energy densities per unit volume and interfacial areaespectively.
The second term depends on the materials in contact and the crystalline orientation.

The interface anisotropy was first pointed out by NéeJ15] due to the lowered symmetry of
the interface as compared to the bulk. The expression of the surface contribution to the

magnetocrystalline anisotropy is:
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"0 O, i €— U 0 ATO i Q& 88888 (2.11)

The sign ofKiS can be positive or negative depending on the interface under consideration.
If it is positive, then, for ultrathin films, this contribution may dominate over the volume
contribution to give a preferential perpendicular direction of magnetization. This isof
immense importance in present day technology and we will discuss about it in some more

details later.

2.3.1.3Strain inducedanisotropy and magnetostriction
In reality, the G value of a material isalso a function of the strain tensorr which we
neglected in ean. (2.6) under some approximation to give a simple description of different

anisotropy terms. Hence,
Ok O h (2.12)

A system under strain acquires some anisotropy energy due to the change in timagneto
elastic energy Under small deformation, one can expan@muh)Rn a power series of| and
Rto get an expression for the strain indced anisotropy. It is important to note that during
the fabrication of ultrathin films/multilayers, there can be huge strain due to the epitaxial
growth on a substrate with different lattice parametess. So, this strain induced anisotropy
plays a crucial role in ultrathin films. It is also evident that under strain the symmetry of
the material will be lowered. So, new terms in the anisotropy are expected which may be

forbidden in the unstrained state.

On the other hand, as the magnetelastic energy is linar with respect tor, the system tries
to lower its energy by acquiring an anisotropic norzero strain. This is known as the
magnetostriction. The strain depends on the direction of magnetization and the magnitude

is given by the competition between the elstic and magneteelastic energy terms.
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2.3.2. Magnetic anisotropy at microscopic level - Dipolar interaction
While investigating the microscopic origin of magnetic anisotropy, we will first start with
the dipolar interaction. For an itinerant FM like Fe, Co and Ni, the expression for the dipele
dipole Hamiltonian is given after Jansefil05] :

‘ p i &ai 11 &

= — ’Q‘I’Q% o1 & i (0) —
C g i8S I I3

where & i is the magnetization density operator expressed in terms ofis per unit
volume. The corresponding energ¥dip is calculated under Hartree appraimation. Now, for
3d transition metals, the magnetization distribution around each atomic shell is almost
spherical. Hence, while calculatind=dip, we can safely ignore the higher order multipolar

terms and keep the dipolar term only to obtain for that» atom:

o
&
&

0O — —a& o ‘ (2.13)

Under the assumption of dominating exchange interaction, eqx2.13) is further simplified

as:

a &
C i

P OWE i (2.14)

where, [ jj is the angle betweermwv and the direction ujj of the atom pair , j).

2.3.2.1. Dipolar shape anisotropy

A close look to eqn(2.14) reveals that the energy converges very slowly ag3. Hence, the
dipolar field Haip(i) on a momentm; depends significantly on the moments located at the
boundary of the sample, giving riseéo the shape anisotropy According to Lorentz,Hdgip can
be calculated by dividing the sample in two partas shown inFig.2.2: i) a spherical cavity
of radius R where the discrete moment distribution is retained and ii) the rest of the
sample, where the discrete moment distribution can be approximated by a continuous
distribution of magnetization M(r). If the magnetization is uniform, then only the surface

carries some pseudo charges. In that case, we have:
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(2.15)

Fig. 2.2: Schematic describing Lorentz decomposition method to calculate the dipolar fields on a

moment at a positioni.

Hcavis the field due to the dipoles inside the spherical cavityQ Ois the Lorentz field

HJH
X
due to the charges on the cavity surface arHd is the demagnetizing field due to the pseudo
charges on the external surface. The firsmto terms in eqgn (2.15) converge rapidly and

hence do not contribute to the shape anisotropy. The shape anisotropy is entirely

controlled by the demagnetizing feld Hda. The expression for the shape anisotropy is gen

by:

0 g QGiPi 80P (2.16)
The magnitudeM(r) is constant throughout the sample except at the interface. Due to the
presence of a different material, the magnitude d¥i(r) is modified due to proximity effect.

Hence, again it is possible to split the total shape anisotropy into volume and surface terms.

2.3.2.2.Dipolar crystalline anisotropy
The first two terms in eqn. (2.15) contribute to the magnetocrystalline anisotropy. As
can be seen from egn(2.14), dipolar energy involves terms of order 2 with respect tanw.

However,in structures with higher symmetry like cubic, terms of order 2 are forbidden but
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allowed in structures with lower symmetry like hcp. So the contribution of dipolar

interaction to the magnetocrystalline anisotropy is zero in case of cubic systems but non
zero in case of hcp systemsdowever, under strain, the symmetry of cubic systems is
lowered (as discussed in seabn 2.3.1.3) and in that case one might have the contribution

of dipolar interaction also to the crystalline anisotropy.

2.3.3. Magnetic anisotropy at microscopic level z Spin-orbit coupling
The Pauli Hamiltonian or the Schrédinger equation with relativistic correctio is given by:
n . n [S 1R [¢1
= - Q 7 7 7 7 Q'@ — as -— 217
ca W 0w W w P T4 W 0 ( )

Here, the first two terms are the nonrrelativistic kinetic energy and potential energy, third
term is the relativistic massvelocity correction, fourth term is the Darwin term and the last
term takes care of the SO coupling. However, the orbital motion is directlinked to the

lattice and hence this term contributes sigificantly to the magnetocrystalline anisotropy.

The SO term survives only near the nucleus. Hence, here also the potential can be safely
approximated to be spherically symmetric. Then, the SO Hamiltonian can be expressed as:
@ B

= ———— 8 »
Ta wl Qi -

Qo
R
Ca wi Qi

(2.18)

, 1| mBv

Since in FMs, the magnetism is due to ttebelectrons,u j €Al be replaced with the radial

averageuvover d-orbital. Hence eqn(2.18) finally reads:
= , BY

The effect of the SO coupling is to remove the quenching of orbiaigular momentum. As a
result, the value of the gyromagneticatio g changes from 2However, as the effect is rather

small, g always remains close to 2.
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Now, as already mentioned, the effect of this term is small, hence a popular way is to use
the perturbation theory to analyze this effect. To calculate the anisaipy constant of order
n, one needs to use perturbation theory of ordem. It is sufficient to use 2d order
perturbation theory for hcp structures and ultrathin films and it is evident that 4" order

perturbation theory is required for cubic systems.
For 2nd order perturbation theory, the change in energy is given by:

y 90 asd  $Qi
YO 0 ©
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for uniaxial system is given by:

0 x (2.19)
W
W being the width of thed band. Fora cubic system, using # order anisotropy:
0 x - (2.20)
W

So, in general, anisotropy constant of orden is given by thenth power of — and hence

converges rapidly.

2.3.4. Perpendicular magnetic anisotropy (PMA)

The PMA is presently a very interesting topic of researcfi06-109]. In secton 2.3.1.2, we
have introduced PMA. Strong PMA can be realized in Co based MLs where thda@er
thickness is less than 12A. The PMA is significant in X/Co/X MLs where X = Pd, Pt, Au and
Ir, whereas this effect is quite weak for X = Cu and Ag. The investigation of origin of PMA
has attracted huge attention. Few proposed explanations for this are: reduced coordination
symmetry, altered electronic structure, localized epitaxial strain at the interface and
electronic bandstructure interactions. For a bare Co film, the oubf-plane Q and dxz, dyz
states located near the Fermi energyfEr) show less dispersion due to less overlap of

neighboring Co atomsHowever, because of strong interaction between Co atoms in the

00A
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film plane, the inplane dxy and Q states show significantdispersion. In contact with a
non-magnetic material, the energies and wawunctions of out-of-plane states change due
to interfacial hybridization. These hybridizations are sensitive to the local interface
structure and affect the SO coupling perturbatio, which in turn changes the
magnetocrystalline anisotropy energy. The PMA increases with the strength of the

hybridization.

Pdd bands have higher energy than Cd bands. The energes of the Pdd statesare close to
that of the antibonding outof-plane @ d states and at the same time, in contact with Co,
the Pd 4 orbitals have lesser localization. As a result, strongybridization occurs at the
Co/Pd interface within -1.5-0.5 eV with respect toEr. These hybridized states are shifted
upwards in terms of energy. Now, it is known that the anisotropy energy is closely related

to the anisotropy of the orbital magnetic moment which is simply the difference of parallel

and perpendicular orbital moments: Y & a” & . Because of the strong

hybridization at Cd Pd interface, a significant spin polarization of the Cd band occurs and
a is significantly enhanced. This enhanced perpendicular moment causes PMA by

modifying the SO couping.

In contrast, the interface Cud states have more localized orbitals and much lower energy
with respect to the Cod orbitals. Hence, they have less overlap,e, weak hybridization

which in turn weakens the PMA.

2.3.5. Exchange anisotropy

Exchange bias or ¥change anisotropy was discovered in 1956 by Meiklejohn and Bean
[110]. This type of anisotropy is found in a FMf the interface of a FM/AFM (AFM:
Antiferromagnet) ML is cooled in the presence of a static magnetic fieithrough the Néel
temperature (Tn) of the AFM. The Curie temperatureTg) of the FM should be larger than
Tn. The exchange anisotropy is a unidiretional anisotropy. The hysteresis loop of the ML
system, when field cooled at temperaturdl < Tn, has an increased coercivityic and at the
same time, shifts along the field axis. This loop shift is generally termed as thgchange
bias H. Both theseeffA AO O A E O A BTR Fhis Confibn3 that thé presence of theAFM

is essential to observe the exchange anisotropy. The exchange bias properties disappear if
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the FM/AFM interface is cooled at zero field from demagnetized state. However, the

properties are retained if it is cooled at zero field from a remanent state.

The unidirectional nature of the exchangeanisotropy can be explained by incorporating
exchange interaction at the interfacg111]. As shown inFig.2.3(i), the spins in the FM get
aligned to the appied bias field H at Tn < T < Tc, while the spins in the AFM remain
randomly oriented. As the sample is cooled td < T in the presence ofH, the spins in AFM
at the FM/AFM interface gets aligned along the direction of the spins in the FM due to
exchange oupling as illustrated in Fig. 2.3(ii). The rest of the spins rearrange themselves
according to theantiferromagnetic ordering to produce zero net magnetization. Nowas we
start to reverse H, the spins in the FM starts to rotate. For sufficiently high anisotropy, the

spins in the AFM do not rotate.

TN<T<Tc T<TN T<TN T<TN T<TN
~H_ ~—H_ ~H =t =
— —— — ~— T~ —~— . — —_—

T— T e — — —_
\_—V/ Cool _‘:*— ._-___t"-—- __-__:-l— .ﬁ___.__"!—-
(i) (ii) (iii) (iv) (v)

Fig.2.3: Schematic diagram of spin configuration of an FM\FM bilayer at different stages.

As elaborated inFig.2.3(iii), the interfacial exchange interaction at the FM/AFMnteraction
tries to align the spins in the FM along the direction of thespins in the AM at the interface,
i.e, exert a microscopic torque on thespins in the FM. Therefore, thespins in the FM have
only one stable configuration implying unidirectional anisotropy. Thus, higher H is
required to fully reverse the spins in the FM layer in FM/AFMilayer than in a bare FMof
similar thickness. Fig. 2.3(iv) presents the case where thespins in the FM are fully
reversed. Now ifH is brought back to the original direction, then thespins in the FM will
rotate at smaller fields dueto the interaction with the AFM. This interlayer exchange
interaction hence gives rise to an dditional field and as a result, the hysteresis loop is

shifted in the field axis.
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2.4. Energy terms in f erromagnetic systems

Both static and dynamic properties of a magnetic system depend on the interplay between
different energy contributions present. Thetotal energy of a FM in the presence of an

external field can be written as:
O O ©O O O

Where:
Ez= Zeeman energy
Edemag= Magnetostatic energy
Eex= Exchange energy

Eani = Magnetocrystalline anisotropy energy

2.4.1. Zeeman energy
The energy of a magnetic system with magnetizatioll in the presence of an external field
His given by:

(0] 1 g, (2.21)

In the continuum limit, this becomes:

0 Igaao (2.22)

Hence the Zeeman energy reaches its minimum value whé&his aligned alongH.

2.4.2. Magnetostatic energy

Magnetostatic fields arise naturally from a magnetization distribution because of the
influence of its own field. This &ect results in magnetization structures €.g.magnetic
domains) on a length scale larger than few atomic spacing. Inspite of being much weaker
than the exchange interaction, it plays a crucial role in FMs. The corresponding energy can

be written as:
' P &l
@) Eﬂ ™ (2.23)

where Hqd is the demagnetizing field expressed in term of the demagnetizing factok&O & d,
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Combining eqis (2.23) and (2.24), we have:
O -0 0 (2.25)
In the continuum limit, egn. (2.23) changes to:

(0] g smel Qo (2.26)

2.4.3. Exchange energy

As described in seabn 2.2.2,, the exchange interaction originates from th overlapping
electronic wavefunctions. This can be phenomenologically described by the Heisenberg
exchange Hamiltonan. Considering nearest neighho interaction only, the exchange

Hamiltonian of an atomi with its neighbors can be written as:

- ¢ 048 (2.27)

If the exchange is isotropic and equal to a constant valudethen

: SV K (2.28)

Hence, for the entire sample, thexchange energy will be:

o 0 qg (2.29)

In the continuum model,eqgn.(2.29) can be written as:

0O 0 "O Qw (2.30)
where m is a continuous vector quantity andA is called the exchange stiffness constant
defined as:

o (2.31)
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where a is the lattice constant. The typical values oA for Ni, Co, Fe and permalloy
(NisoFexo) are 9 x 1012 J/m, 30 x 1012 J/m, 21 x 1012 J/m and 13 x 102 J/m, respectively.

2.4.4. Magnetocrystalline anisotropy energy
As discussed in seabn 2.3., anisotropy reflects the existence of a preferential direction of
magnetization in a material. Following eq. (2.9), the expression for anisotropy energy for

acubicsystem can be written as:

0 0 0,188 189 199 04899 (232)

On the other hand, using egq, (2.10), one can deduce the expression for anisotropy energy
for a uniaxial system:
O Oy Ui Q& vi Q& (2.33)

2.5. Magnetic domains and domain -walls

Every system tries to remain in the minimum energy state. Now, considering egf2.25), it

is evident that M has to be reduced to minimize the magnetostatic seéfhergy. As a result
the system tries to break into domains. In each domain, the property of spontaneous
magnetization is retained and the exchange interaction dominates which aligns spins in
certain direction. A sample will be in multdomain or single domain state depending on the
applied bias field and/or dimensions. One can have different types of domain patterns in
various samples. Few examples are: checkerboard domain pattern, circular domain, wavy
domain, surface domain and fitree domain. Bubble domainsare a special kind of circular
domains created inferromagnetic films with PMA in the presence of a perpendicalr bias
field. Formation of stripe domains is observed in magnetic thin films with a rotatable
magnetic anisotropy.

The spins do not change their directions abruptly from one domain to another. As
elaborated inFig.2.4, the spins gradually change direction from domain | to domain Il. The
reason is that the exchange energy increases with the increase in angle between
neighboring spins. An abrupt change in the angle wodlresult in a huge increase of

exchange energy. So, to minimize the total free energy of the system, there exists a
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transition region from domain | to domain Il and this region is called as thelomain-wall
(DW).

Fig. 2.4: Different types of domainwalls - (a) 180° domain-wall, (b) 90° domain-wall and (c) Bloch

wall.

If the normal component of magnetization is continuous across the DW, then the DWs are
primarily classified into two types: i) 1809 DWs, illustrated in Fig. 2.4(a), which separate
two domains with opposite spin directions and ii) 9¢ DWs, illustrated inFig.2.4(b), which
separate two domains with spins making an angle 90 The existence of surface free poles
does not affect the rotation of spins in bulk sampleddowever, they have significant effect

in thinner samples. Due to this contribution, in case of very thin films, spin rotation in a
plane parallel to the film surface involves less magnetostatic energy than the spin rotation
in a plane parallel to the wall. The first case is called as the Néel walthematically shown

in Fig.2.4(a), and the second one is called the Bloch walhd is shown inFig.2.4(c).

2.6. Magnetization reversal and various reversal modes

Magnetization reversal is one among the various magnetic processes which have attracted
tremendous attention. The time required for an element to switch its magnetization
direction is becoming important as the operational speeds of the devices have now okeed

the GHz regime. The reversal mechanism and associated modes are of particular interest.
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These reversal modes depend primarily on the shape of the element and the direction of
the applied field.

Below a critical size, when an element is in the singldomain state, the magnetization
reversal occurs in unisonover the whole element[112-113]. The calculations for the
critical size are done by using the Ring model. Energies of the single domain configuration

and a configuration which tends to a flux closure structure are copared at a zero external
field.

Fig.2.5: lllustration of flux closure structure assumed in the ring model

Assuming flux closure structure as shown irFig. 2.5, the expression for the critical size is
givenby [114]:

00 'Y Y
0T T 0 (2.34)

Where Ms = saturation magnetization, Rc = critical radius, a = lattice constant, N; =
demagnetizing factor along the polar axis and = exchange stiffness constantiowever,
there are three very important issues with this model:

i)  This model assumes that once the system is in the single domain state at zero field, it
will always remain in the saturated state for all field valueg which is not always true.

i) The configurations, which are used for the calculation ofR:, are to a good
approximation close to the minimum energy state but actually not strictly in the
minimum energy state always. This affects the stability of the states and may lead to
erroneous results.

iii) The method of comparing energies does not allow the existence of hysteresis and

hence, loses its reliability as hysteresis is of fundamental interest in a FM.
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As a result, in most cases, this model significantly overestimates the coercivity. Avoiding

these serious issus, various reversal modes in magnetic structures can be investigated

under few very simple assumptions:

i) The element does not have structural imperfectioa

i) Exchange energyHex), anisotropy energy Eani), Zeeman energy ;) and magnetostatic
energy (Edemag are considered, other energy terms are neglected.

iii) The analyses are valid only below the Curie temperature.

iv) Only static ferromagnetism is considered.

Under these assumptions, the magnetic properties of structures like infinite cylinders,

spheres or prolatk ellipsoids can be studied quite accurately. Consider amfinite cylinder of

radius R and cylindrical co-ordinates (r, 3, z) (as shown inFig. 2.6 with respect to the

Cartesian ceordinates) with the bias field H applied along theZ direction. For H higher

than the saturation field, the cylinder will be in saturated statei.e, in single domain state.

As H is decreased, the minimum energy state calpe obtained by finding proper direction

cosine vectoryi(r, 3, z). However, for an infinite cylinder, using symmetry considerations,

the rigorous job of finding 4i for every H value can be avoided. In that case, the reversal can

occur via three mechanismss illustrated in Fig.2.6:

(b) Coherent rotation

(c) Curling
(d) Buckling

FAS L

s f}f}‘,\/ : :

s ¢ 4

) 3

FEPI " I

(b) FEE (c) @ % %
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X

Fig.2.6: (a) Cylindrical co-ordinate system used. (b)(d) Various magnetization reversal modes in

an infinite cylinder: (b) coherent rotation, () curling and (d) buckling.
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2.6.1. Coherent rotation of magnetization

The expression for the coercive field flc) can be easily obtained in tfs case[113, 115].
Suppose the angle between thong-axis (Z direction, in our case) andH is [, Nz and Ni are
the demagnetizing factors alongZ direction and any other direction perpendicular to Z

respectively as shown inFig.2.7.

Fig.2.7: Schematic showing the directions of the applied bias field and the demagnetizing factors in

an infinite cylinder with respect to the coordinate system used.

For infinite cylinder, Nz = 0 andNi = 2a. The energy of the system is then,

"0 ga OO i Qe D HE (2.35)

The contributions of the demagnetizing factors are incorporad in the first term whereas
the second term takes into account the contribution of the external fieltl. Minimization of
Fmag With respect to[ gives:
a0 U
T_UU U we-H Qe 1 Qe 1 (2.36)

0 6 0 wéd+ O
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Fig.2.8: Hysteresis loops for applied field (a) parallel, (b) perpendicular and (c) at 430 the long-

axisof an elongated particle.

Hence, the maximum coercive field can be obtained for the limiting case Tt (similar to
the case shown irFig.2.8). Puttingd  ¢“ @& ® T this becomes:
O ¢ (2.37)

2.6.2. Magnetization curling

Curling mode is favorable as it reduces the magnetostatic sahergy of the system due to
its vortex-like flux closure structure. However, it involves more exchange energy asi

T. In this case, the reversal occurs via rotation of spins fromaxis in a plane perpendicular
to the radius. Hence, the rotation anglé is independent of3 and z, and depends omr only.

Setting’O 1T, we have the total energy per unit volumg§l14]:
. p . B R 238
O = ©O ©Ociaqi (2.38)

Where a is thelattice constant. By substituting the direction cosines,

| [ Qewéeih | [ Q& QEh | &l
we obtain,
O 0 Q1jQi pj 1 i Q¢
and
0 D GEi

Along with these two equations, we make the followingubstitutions:
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w 1j'Yh Y 87j0 h Y Yj'Yh QCHD
Using above equations, ag (2.38) can be written as:
0 Q i Qe .
o 2 o2 L vagai o (2.39)
Y 4 Qi w
Using Euler differential equation, this integral can be minimized:
Qe .., W&I ., (2.40)

@ ©06 P Qe

The solution reaches minimum for a certain range di values for the trivial solution 7 L
The value ofh, at which the solution starts to deviate from the minimum, is called as the
reduced nucleation fieldhn. For small angle$ L p, egn (2.40) can be linearized to Bessel

equation:

(o] R %1 I . (241)
S T~ Q Y ’
a © Qo @ 1 m
The solution is a comination of Bessel and Neumann functions of the first order.
Assumingdj ¢'YL p, a simple form of the nucleation fieldhn is obtained with a valid

approximation of] Tmatw TT

0 o8t Y
An alternative solution of eqn (2.41) can be obtained by graphical methods and it states
that the magnetization reverses completely at  “, the second trivial solution of eqn
(2.40).

2.6.3. Magnetization buckling
In this case, the spin rotation is alongX direction and the deviation is a periodic function

(period = 2T) of Z. The angle of deviatior is defined as:
T T Al @Qa p _\F (2.42)

Substituting the direction cosines and solving for the total energy, one obtains the

expression for the nucleation field:

Q pg ¥
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Among the three mechanisms, the system chooses the one with the most posittve It is
observed that for™Y p®, curling is the favorable mechanism whereas buckling occurs for
Y p®. However, the transition from curling to buckling mode is not abrupt. Té
mechanism is quite complicated foiS= 1, where a mixed mechanism occurs and reducés.
Coherent rotation is actually a special case of buckling fotyL p8In long cylindrical
nanowires, vortex wall assisted reversal is observed. This is often termed &scalized
curling mode At the end of the wire, a vortex is nucleated and it traverses through the wire
reversing the entire magnetization. As the diameter reduces, transverse wall mode
becomes the primary mechanism for magnetization reversal. This mode dadten called as
the corkscrew mode However, reversal involving vortex wall mode is faster than the
corkscrew mode[116-117].

Similarly, calculations can be performed for spheres or prolate ellipsoids and depending on

the structure one can have different magnetization reversal modes likanning [118] etc.

2.7. Magnetization dynamics at v arious time-scales and the
Landau-Lifshitz -Gilbert (LLG) equation

Magnetization dynamics occus over a broad range of timescales ranging from pus to fand
is schematically shown inFig. 2.9. The slowest dynamics is the domaiawall motion. The
typical time-scale of this process is few ns to hundred ps. Precession of magnetization is a
faster dynamics[119] and it occurs within 10-100 ps and gets dampe in sub-ns to tens of
ns time. So the spiawvaves in ferromagnetic materials can propagate within few hundreds
of ps to tens of ns before it gets damped out. Within similar timscales, we have two more
phenomena: reversal of spins as used in magnetic racling (few ps z few hundred ps) and
vortex core switching (few tens of psz several ns). Apart from the fundamental exchange
interaction (~ 10 fs), SOcoupling and spintransfer-torque (~10 fs z 1 ps), the fastest
magnetization dynamics is the laser inducg ultrafast demagnetization. When a
femtosecond laser pulse falls on a magnetized ferromagnetic samplen ailtrafast
demagnetization is observed120] within about 500 fs. The physics behind this ultrafast

demagnetization is still a topic of intense debateDifferent physical mechanisms are
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considered to play an important role for the demagnetization process. This includethe

excitation of stoner pairs[121], SOcoupling[122]h AT OPI ET ¢ xEOE OEA Al A,
via a terahertz emission[123], and scattering of spins with impurity cenérs or phonons

[124]. The demagnetization is followed by a very fast partial recovery of magnetization

within 1-10 ps. This occurs due to the exchange of energy from hot electrons and spins to

the lattice. This can be phenomenologically described bythree temperature model [120,

125]. After this fast recovery, there is a slow recovery of magnetization due to the diffusion

of electron and lattice heat to the surroundings (such as substratg126-127].

1
¥ gt
Spin transfer -~
Spin-waves torque )
Lo T = f\-—-‘ ~(L@+ 13)
(Y77 AR i
; Vortex core switching  Spin-orbit «~
and magnetic writing coupling ~ <
P e e e e T o
fus 1lns 1lps 1lfs
mxH
L"* mxH Z,H Z, H, LA * *
| an ! I iy ;
i m <, A Exchange
_ . ™M | aser induced interaction
Dottnaln wall Damping Precession Ultrafast demagnetization
motion

Fig.2.9: Magnetization dynamics at various timescales

The precessional motion is guided by the Landalifshitz-Gilbert (LLG) equation.The LLG
equation can be derived using the spin commutation relations on the spin operator and the
Zeeman Hamiltonian and combining that with the Classical Mechanics and
Electromagnetism[128]. Here, we will present the final form oty. When the magnetization
(M) of the sample is at an angle to an effective external fieldHdx), then it experiences a
torque and starts to precess aroundHess and finally gets aligned toHes. The LLG equation is
derived from quantum mechanical argumens [129-130]. The first fam of the equation as
suggested by Landau and Lifshitz was:

(N
243
o [0 Tall (243)
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with o 4j90
where r is the gyromagneticratio.

ZAH

(a)

Fig. 2.10: Magnetzation precession about the applied bias field (a) without damping and (b) with
damping.

This equation implies an undamped precession of the tip of the magnetization vector
around Hest. However, this is in contrast to the practical situation whereM finally gets
aligned to Hef. So, a damping term has to be added to the ed2.43). Landau and Lifshitz
proposed the damping term to bg131]:

-/m3 (m3 Heﬁ)
Whereas, Gilbert suggestefll32-133]

o dm~
gms —-08
C dt =

Hence, incorporting the damping term, we arrive at the LLG equation:

o (2.44)
To |7 TeER 5 gg

Here in the equation the first term governs the preessional motion of the magnetic
moment whereas the second term takes into account the damping.is the gyromagnetic

ratio and 4 is the Gilbert damping.
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2.8. Ultrafast demagnetization

The discovery of ultrafast demagnetization in 199q120] in Ni films led to tremendous
research as it resulted in two new challengesi) understanding of magnetization dynamics
in an extremely non-equilibrium regime and ii) controlling the material properties in the
sub-picosecond timescale which will lead to significant progress in the spintronics
industry. After 1996, this ultrafast demagnetization was observed in many materials.
However, in spite of its technological importance, the underlying physical mechanism
remained highly controversial. There are various theories proposed for this and below, we

will discuss about few of them.

2.8.1. The three temperature model

In 1996, the first observation d the ultrafast demagnetization in Ni under the excitation of

a 60 fs laser pulse was explained phenomenologically by a thri¢emperature model (3TM)
[120]. This is basically an extension of the twtemperature model introduced by S. I
Anisimov in 1974[134]. In 3TM, it is assumed that the system consists of three thermalized
reservoirs for exchanging energy, namely, the electron, lattice and spin systems at
temperatures Te, Ti and Ts respectively. The absorbed energy creates hot electrons within
the system.During this transient hot electron regime, spin dependent electron scattering
modifies the spin population. Hence this induces a spin dynamics associated witf
different from Te and Ti and leads to the ultrafast demagnetization. The temporal evolution

of the system can be described by three coupled differential equations:

ay .
0 Y — MY Y QY Y 0O (2.45)
Qo
aY
0 Y — QY Y QY Y 246
° Qo ( )
aY
oY — MY Y QY Y (2.47)
Qo

With G = Electronic specific heat of the material concerned
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G = Magnetic contribution to the specific heat
G = Lattice contribution to the specific heat
gel = Electron-lattice interaction constant

gsl = Spintlattice interaction constant

Oes = Electron-spin interaction constant

P(t) = Laser source term

2.8.2. Elliott -Yafet (EY)-type of phonon scattering

The 3TM model discussed in the previous section provides a phenomenological description
only and does not consider the transfer of angular momentum. The ultrafast transfer of
angular momentum was first proposed by Zhang and kbner [135] without incorporating
the lattice degree of freedom. To explicitly incorporate the dissipation of angular
momentum during the ultrafast demagnetization, the 3TM model is extendefil25, 136].
Throughout the calculations, it is assumed that # electronic system is in full internal
equilibrium. It is proposed that the spin relaxation is mediated by EYike processes, with a
spin-flip probability ast for electron-phonon momentum scattering events. The equation

for magnetization dynamics thus beomes:

~

o 'Y'"Y Y AT Y 2.48
75 G P G Ok (2.48)
Where m =M/ Ms

Tc= Curie temperature

R = Material specific scaling factor for demagnetization rate with

3 o "Y
YO @0 —

{

Mat = Atomic magnetic moment
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Hence, the excess energy of the electron system provides the energy for the
demagnetization and the angular momentum is dissipated via the interaction with the

lattice.

2.8.3. Spin-flip Coulomb scattering

This is another theory bagd on the EY interactions. The EY mechanism states that due to
the presence of spirorbit (SO) interaction, the spin does not remain a good quantum
number. So, whenever an electron is scattered in a momentudependent scattering
mechanism, the spin admixtue is changed. In the previous section, the (quasi)elastic
electron-phonon scattering was considered to be responsible for the EY mechanism. One
can think of the electronelectron Coulomb scattering[137] also. Not beinga (quasi)elastic
process, this scattering process offers more phase space for transition from minority to
majority bands than for electron-phonon scattering. The model developed describes the
scattering dynamics by Boltzmann scattering integrals for the mmentum-dependent

dynamical distribution functions in various bands.

2.8.4. Relativistic quantum electrodynamic processes

This theory primarily focuses on what happens at the very first stage when a femtocsecond
laser beam falls on a saturated FM materigdlL38]. According to this theory, at the very
beginning, the photon field interacts with electronic chargesand spins. The material
polarization induced by the photon field interacts coherently with the spins and modifies
the angular momentum nonlinearly in less than 50 fs. The origin of this coherent
interaction lies in relativistic quantum electrodynamics, teyond the SO interaction
involving ionic potentials. In the second stage, relaxation of electrons and spins to
thermalized populations takes place and incoherent processes like demagnetization occurs.
This can be clearly distinguished from the previously mntioned coherent interaction.
Finally, for longer time delays, the energy exchange between charges and spins with the

lattice becomes important.

2.8.5. Laser induced spin -flip
This theory [139-140] combines ab initio electronic manybody theory with quantum

optics to give more insight on the coherent process occurring at the very beginning when
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the laser light falls on the material (as discussed in the previous section). In this theory,
calculations show that for every elementary orsite process of optically inducd
magnetization switching, light acts as a local angular momeumtn reservoir at ultrashort
time-scales. Light does not take away the total angular momentum change in the material
but takes a part of it (with the use of orbital momentum via SO interaction a& converter)
and triggers its redistribution. The entire process is extremely complicated as the light
absorbed at every single site does not involve only the driving laser pulse but also the

emitted light from the neighboring sites.

2.8.6. Super-diffusive spin transport

Spin-dependent transport of laserexcited electrons is proposed to be another channel for
the dissipation of angular momentum during the ultrafast demagnetizatiofl41-142]. This
theory takes into account multiple, spinconserving electron €) scattering events and
electron cascades created by inelastic scattering. The demagnetization is described by
developing transport equation for the superdiffusive flow of spin-polarized electrons. On
absorbing a photon, are jumps to sp-like band from the d band. As the mobility ofsp-like e

s are more than thed band e, in this model,d es are treated as quasilocalized. The #ory
assumes the optical excitation to be spin conserving. Considering that the probability of the
emission direction is isotropic and integrating over all possible angles, the statistical
averaged flux (number of es per unit time) is calculated. For adistributed source of

excited electrons, the total firstgeneration flux due to alles with spin A and energyEis:
5 afo QA WY ahd %o o (249)

St = XYL, E, z, t) is the electron source term and%Y k . Similarly, the second
generation flux S21 can be calculated. Finally, the equation describing the fast transport of

the laserexcited es can be derived:

g g
T _ B T_%0 0 ¥ NV (2.50)
To 1 T a

Where "Gs the identity operator and™¢ “Y ,nltis the density of firstgenerationes.

The superdiffusive transport may give rise to ultrafast demagnetization due to two

reasons: 1) laserexcited es in sp bands have high velocities and 2) the lifetimes of the
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excited spin majority and minority es are different. As a result of the secondgmnt, the
excited majority carriers in 3d FMs are more mobile than the minority carriers which may
lead to a deficit of majority carriers in the magnetic film and a transfer of magnetization

away from the surface.

2.9. Ferromagnetic resonance and the macrospin model: Kittel

formula

Ferromagnetic resonance (FMR) is a phenomenon in which an alternating magnetic field is
applied to a FM material under a steady bias field in such a way that the ac field is
perpendicular to the bias field and the angular frequency of the ac field is equt the
frequency of precession of magnetization in the FM resulting in @sonance In that case,
the magnetization in the FM material will precess with the resonance frequency absorbing
power from the ac field. FMR was first experimentally observed by Griffiths [143] in a
measurement analog to the Purcellorrey-Pound nuclear resonance experiment.
Surprisingly it was found that the resonance frequency o) was quite higher than the
expected Larmor frequency § L), as given by the following equation, under the same
effective field (He):

1 10 (2.51)

The explanation of the anomaly was given by Charles Kittf144-145]. He found that one
needs to consider the dynamical coupling caused by the demagnetizing field. All his
calculations are doneunder the macrospin formalism where it is assumed that the
magnetization is uniform throughout the sample. In this case, the magnetic moments of the

entire sample can be replaced by a giant macrospin.
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Fig.2.11: Coordinate systems used for (a) an ellipsoid, (b) a plane and (c) a cylinder.

For a FM material with magnetizationM under a bias fieldHes, the equation of motion is
given by eqn.(2.43):

Ql

- A

9o | Tull
For a general ellipsoid as shown irFig. 2.11, let us assume that the demagnetizing factors
along three principal axes X, Y and Z afd, Ny and Nz respectively. If the bias field is along Z
(H2) and the rf field is along X Ifx), then the effective values of the magnetic field

components is given by144]:

O 0 00 (2.52)
0 o 0 (2.53)
O 0 00 (2.54)

Substituting eqns(2.52) to (2.54) in eqn.(2.43):

" , v n 255
Y e 0 0 0 0 ( )

— DO 0 0 00 00 (2.56)
Qo
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- 257
958 ™ (2.57)

By considering time dependent variation ofVl and H (exp(E 9)0Othe equation of resonant

frequency is given by:

1 r 0 o0 0 0 O 0 0 0 (2.58)

The expressions for the resonance frequency for some standard shapes (under the co

ordinate system convention as shown ifrig.2.11) are listed below[144, 146]:

Table 2.1: Eigen frequencies for some standard shapes

Magnetization Demagnetizing Factors . .
Shape o Eigen frequencies
direction Nx Ny N,

. - }/
infinitely | Tengential |0 4N 0 w, = g[H,(H, +40m,))2
thin plane

Normal 0 0 an w,=g[H, - 4oM ]
Infinitely | Longitudinal | 2a 2A 0 W, =g(H, +20M,)
thin
cylinder Transverse 2N 0 2N w, =g[HZ(HZ - 2,0!\/IZ)]}/2
Sphere - 40/ 3 40/ 3 4n/ 3 np=dH,

2.10. Spin-waves

Spinrwaves (SWs) were first introduced by Bloch as théow-lying excitations above the
ground state in ordered magnetic materials[147]. If one moment is disturbed from its
equilibrium position in an array of exchange and dipolar coupled spins, then by the
magnetic field produced by this moment, the neighboring moments will also be disturbed.

Thus the disturbance will propagate as a wave through theystem. This is called the SW. In
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terms of quantum mechanics, SWs are actually the eigenmodes of the exchange
Hamiltonian of the system[148]. The Hamiltonian is written as:

0 < 4d-

(2.59)

Where S is the spin operator in units ofl for the it atom. The quantum equation of motion

for Snis:
o ’S}HD WY
0--5 {.fio
S T PR
eh ol o e e e
S e T ¢ (250
Using the commutation relation] { "4, we obtain:
(2.61)

o ool

Qo

For small distortions, neglecting the higher order terms in the series expansion of eqgn.

(2.61), we have theequation of motion (in a simple cubic lattice with lattice constant) for

the spin as a classical quantity:
(2.62)

Extending egn.(2.62) one obtains that for any lattice of cubic symmetry having nearest

neighbors with R, as the separation between nearest neighbors
Q| &Y

A = n 2.63
25, Vg1 (263)
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Let{ 4 & where,S is the unperturbed spin vector andr represents a SW of small

amplitude. Substituting in egn.(2.63) and assumingr/ S << 1, we get:

il SY "Yioon - 2.64
B @Y Y o o (2.64)

The above equation is a wave equation and the solutionse, the SWs have the following

form:

- -Agnp

Where,
0] AY Yo Q (2.65)

Hence, we arrive at the fundamental relation between the wave number and frequency of a

378 4EA 37 EO NOAT OEUAA AT A OAOI AA AO OI Aci T
OEAOAOQEIT O OPEITITO68 370 AAT AA OOAAI @éis AAO
They are more compatible to the nandechnology as the wavelength of SWs is lesser than

that of the light-wave of same frequency. Similar to the phonons, magnonic bands and band

gaps are also observed in the magnonic crystals. The magnonic band sturet can be

controlled to a large extent by controlling the sample structure and the external magnetic

field. The study of SWs is a very useful tool to probe the dynamic properties of magnetic
materials. Classically, the spin dynamics is governed by the Lldau-Lifshitz equation

(without damping) under the influence of an effective magnetic fieldHer, which
incorporates the contributions from both exchange and dipolar interactions. Depending on

the wavelength range of interaction, one can have exchange dorated SWs, dipolar

exchange SWs or dipolar SWs.

2.10.1. Exchange SWs

For SWs with short wavelengths X) i.e, with long wave-vector k, the interaction is
primarily exchange dominated. Due to the strong exchange interaction, all spins are
parallel in the ground stae. The Heisenberg exchange interaction energy on thph spin is

given by:
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cuY8"Y Y
The torque on that spin is given by:

aY 0
- C_ Y Y Y Y (2.66)
Qo ]

For small amplitude of excitation, we haveYRY L "YAT "X e "Y Considering harmonic

solutions:
Yo aQ nNy ¢&Q

We can derive the dispersion relation for a lattice with lattice constan& and wave-vector
k:

3 TP QO (2.67)
At long wavelength limit, ka << 1 and eqn(2.67) reduces to:
9] LY Q (2.68)
The dispersion of exchange SW is isotropic in nature.
It can be shown easilyj146, 149] that the exchange energy of a SW varies withk?,
1 jr O 10  0Q (2.69)

where 'O ¢0j 0 , A being the exchange stiffness constant andlls is the saturation

magnetization.

2.10.2. Exchange SW in thin films - perpendicular standing spin -wave modes
Incorporating the Zeeman and volume dipolar energies, the SW dispersion relation is given
by the famous HolstienPrimakoff [150] relation (and later, by Herrings and Kittel[148] in

a more rigorous way):

1T 0 0Q 0 0Q 1“0 i Q& (2.70)
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Here,J k is the SW frequencyrs is the gyromagnetic ratio andf k is the polar angle between

Handk. For SW propagation parallel td1, [ k= 0 and eqn(2.70) reduces to:
T "0 0Q (2.71)

The above equation does not contain any contribution from the dipolar interactions. These
types of pure exchange dominated SW modes are often observed in thin filmg)ere they
propagate perpendicular to the film surface and form standing wave pattern. They are

termed as perpendicular standing SW (PSSW) modes. The wave vedtoperpendicular to
the film is quantized and assumes valuesQy, a “'Q(I = positive integer andd = film

thickness) for both pinned and unpinned boundary conditions. For general boundary

conditions [146], the expression foik /is quite complicated.

2.10.3. Dipolar SWs

Refering to eqgn. (2.70), for any— 11, we have contributions from dipolar interaction

along with the exchange interactio. If the wavelength of the SWs becomes long (give range

of values), then we have primarily dpoolar SWs. Conditions under which the exchange
interaction and electromagnetic induction can be neglected were explained by Walker

[151]. The magnetostatic condition assumed is valid over a considedabvaveength range.

The digpersion relations for magnetostatic modes are obtained by the simultaneous

Ol 1 OOCETT T &£ -AgxA1 180 ANOAOGETT O AT A OEA ANOA
equation) under proper boundary conditions[152].

ylT OEA 1T Aci AOT OOAOCEA 1 EIEOh -A@xAl 180 ANOAOGEI
n "0 m
n8'0 1“0 Tt
The magnetization may be written in the form:

I v 4, 0 4 (2.73)
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Here,m (R, t) is the variable part of the total magnetization. If the precession angle is small,
the m (R, t) << Ms, and can be expanded in a series of plane wavesnshgnetization, or
SWs:

0 4 O oQfF (2.74)

Under this approximation, the LLG equation can be linearized and solved to obtain a
discrete set of dispersion curves. We define the eardinate system such that the Xaxis is
perpendicular to the film and the external fieldH along Zdirection is in-the-plane of the
film. Due to broken translational symmetry at the boundaries, the modes for a finite slab of
thickness d are modified with respect toeqn. (2.70) giving rise to two sets of modeg153-

154] z 1) surface modes and 2) volume modes.

Let us define:

m TA
m m P

The componentkx no longer remains a continuous variable but takes on discrete values as
determined by the boundary conditions. The series of modes, lying between and , are
the bulk SW manifold in the lowk limit. For k and Ms collinear in the film plane, a mode
with negative dispersion is obtained. This is called the backward volume magnetostatic

(BWVMS) mode and the corresponding dispersion relation is given §¥55-156]:

o~ . P Q
‘“ —_— 2.76
T 00 1“0 50 (2.76)
This mode becomes the usual FMR mode or the Kittel mode for k = 0. Again, ik is in the
plane of the sample andVisis perpendicular to the sample, then the corresponding mode is

the forward volume magnetostatic (FWVMS) mode with the dispersion relation:
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Q
1 [ O 1“0 O 1“0 pﬁ (277)

When bothk and Ms are in-the-plane of the sample but perpendicular to each other, we get
the magnetostatic surface wave (MSSW) mode or the Dam@&shbach mode with the
unique properties - 1) surface character, 2) noreciprocal propagation, 3) disappears
beyond a criical angle— OAT t“0 jO and 4) frequencies above the upper edge of

the SW manifold. The dispersion relation is given bjl55]:

1 [ 00 1“0 ¢ p Q (2.78)

The amplitude is primarily concentrated near the surface and decays exponentially away

from the surface.
For"Q0 Hb, 1 "0 ¢“0 (2.79)
For'Q 1 00 T°0 (2.80)

Observe that, asQ® 1t the mode reduces to the Kittel mode. Hence, the surface mode

becomes a volume mode of the sample for very small valueskof

2.11. Magneto-optical Kerr effect (MOKE)

The Faraday effec{157] is the first ever observed magneteoptical effect which states hat
when a linearly polarized beam is transmitted through a magnetized material, the plane of
polarization of the beam is rotated to give an elliptically polarized light. Later, in 1877, it
was found that the same thing happens in the reflection geometrylsm. Upon reflection
from a magnetized sample, a plane polarized light can be converted to an elliptically
polarized light. This phenomenon is called the Kerr effedtl58] and the corresponding
rotation of the plane of polarization is called the Kerr rotation. As defined iffrig. 2.12(a),
Both the Kerr rotation (f k) and ellipticity (rR) give a measure of the magnetization of the
sample. Ever since, after its discovery, MOKE has found to be a very efficient technique to

probe magnetization dynamics at various timescales and image magnetic domains. This
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effect is significantly enhanced wen the magnetized material is a ferromagnetic ongl59].
The magnetcoptical interaction introduces anorthogonal componentk in the electric field
vector of the reflected light both in and out-of- phase to that of the reflected light. The in
phase component gives rise to the Kerr rotation whereas the outf-phase component is
responsible for the Kerr dlipticity [160]. Depending on the relative orientations of the
plane of incidence and magnetization Nl) of the sample, there are three important
geometries of MOKE as illustrated itfrig. 2.12[(b) -(d)]: i) longitudi nal MOKE, ii) transverse
MOKE and iii) polar MOKEIn the longitudinal case,M lies in the sample plane and parallel
to the plane of incidence. In the polar geometryM is perpendicular to the sample plane.
The longitudinal and polar Kerr effects are characterized by a rotation of the plane of
polarization; the amount of rotation is proportional to the component of magnetization
parallel to the plane of incidenceThe Kerr rotation (f k) and ellipticity (rR«) can be expressed
as[ k +E k =/ r, whenk>>r [160-161]. The longitudinal and polar MOKE occur for botlp-
and s-polarized lights whereas the transverse effect occurs only fgu-polarized light. In the
transverse geometry, M lies in the sample plane but perpendicular to the plane of
incidence. This effect involves a change in the reflectivity of the light polarized parallel to
the plane of incidence, not a rotation of the polarization. This change in reflectivity for the

transverse effect depends upon the magnetization component perpendicular to thane of

incidence.
; Z 3 1 : k 1 : k i : k
r :;': 1 7 1 7 1 T
& At | I :
..... \;g" ) I l 1 I
ll"'ll M M
@ (b) (c) (d) M

Fig. 2.12: (a) Geometry forthe Kerr rotation (J «x) and Kerr ellipticity (RJ). (b-d) Different MOKE
geometriesz (b) Longitudinal MOKE, (c) Transverse MOKE and (d) Polar MOKE.incident electric
field vector, r = reflected electric field vector,k = induced (due to MOKE effect) orthogonal

component in the reflected electric field vector (both in and out of phase t9.
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As a powerful tool for probing the ultrafast magnetization dynamicsjt caught huge
attention of researcher. There are many theories which explain the origin of magneto
optical effects in FMs. This includes the band theory of meta[2862] and macroscopic

theory considering offdiagonal terms in the dielectric tensor[163-164].

2.11.1. Physical origin

The physical origin of magneteoptic effects may be explained by the magnetic circular
dichroism effect. Consider the incident light is linerly polarized along the +X direction and
is propagating along Z direction as shown ifrig. 2.13. This linearly polarized light can be
expressed as a superposition ofa right-circularly polarized (RCP) and leficircularly
polarized (LCP) light In absence of any external field, the expression of the linearly
polarized light reads ag165]:

0 B 0 _
0 - U "@UQ - U THQ (2.81)

With
YO GIOE a0 6 QRS § Gidd [ & Q6 6 Q0

Y

Fig. 2.13: The incident light - linearly polarized along the +X direction and propagating along Z

direction.

As the light propagates through the medium, the elegt field generated sets electrons into

motion. The RCP electric field leads to rightircular electron motion and LCP electric field
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drives the electrons in leftcircular electron motion. In absence of an external magnetic

field, the radii of these two cicular motions become equal leading to a zero difference in

the dielectric constants. However, in presence of an external magnetic field, this scenario

changes. The electrons will feel an additional Lorentz force due to the external magnetic

field. This will in turn affect the radii of the left- and right-circular path. As a consequence,

there will be a finite difference in the dielectric constants of the leftand right-circularly

polarized modes[161]. The refractive indices of RCP and LCP lights also turn out to be

different in the presence of the external magnetic field. The expressionsrfthe refractive

ET AEAAO ET DPOAOGATAA 1T &# A EZEAI Ah A 1I11TxETC , AO
£ €1 7 (2.82)

7EAOARh OEA OCo6 OECT ORERBHOODI OIOEGE A #,0és@ ABDOO GAd

the RCP and LCP reflected components are given[tg6] :

0 (0
P
(2.83)
€
o Py
E p

Hence, the amplitude (and phase also) of each component is altered upon reflection. So, the
reflected beam no longer remains a linearly polarized beam, but becomes an elliptically
polarized light z hence, gives rise to the Kerr effect. The angle, by whitie major axis of

the polarization ellipse is rotated from the original linear polarization axis, is the Kerr angle

[k

2.11.2. Phenomenological origin

The dielectric tensorf AT A T DPOEAAIT DaedtAeiiopBrdnteters, Avbich 2an

describe the optical response of a material completely. The dielectric tensor can be
decomposed in a symmetric and an antisymmetric part. For an isotropic medium, the three
eigenvalues are ame and the dielectric tensor becomes a dielectric constant. The normal

modes of the symmetric part, being linearly polarized lights, do not give rise to magneto

optic effects[167]. The generalized fomoff AAT AA T AOAET AA OOET C %OI A
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PooT 0 E’zz~ P Qo (2.84)
"Qa "Qa 0

Where0 @ jf isthe magnetooptic constantandd & M h s the unit vector
of magnetization. The normal modes of this antisymmetric part are the leff and right

T circularly polarized lights, expressed as:

(2.85)

The difference between these two gives rise to the magnetuptic effects. The Fresnel
reflection matrix R is used to derive the expression for the Kerr effect. The efiagonal
OAOIi O T £ OEEO i AOOE@ 1 OECET AOA £EOI isfodted 3/

matrix in egn. (2.84), R, in the basis osand p-polarized lights,is obtained as:

3 P (2.86)

(2.87)

The expressions for Kerr rotation for different MOKE geometries can be found jh64]. We
shall present here the final expressions of the Kerr angle for few cases for a thin magnetic
film. For three mediumsz medium 0, medium 1 andmedium 2, we denote the incident and

transmitted angles by[ o, [ 1,[ 2 and refractive indices byno, n1 and n2.

1 Polar configuration (m:= 1, mx= m, =0):

The expressions for the complex Kerr angles are:

i 0E+ .
- & E+&
i Wé+— —
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B ﬁh Q 0Mw QEEQHMG w "Q¢ 'HOKILIQO0 &
1 Longitudinal configuration (my= 1, mx= m; =0):
The expressions ér the complex Kerr angles are:
0. i o E—+ 81 '9&83
" i e+ — 1 Q
- i 0 E—+ 8l Qe
" i EL — e

2.10.3. Quantum mechanical origin

In quantum mechanics the Kerr effect is explained168] in terms of microscopic electronic
structure based on the Ermi Golden rule [169] or by the Kubo formalism [170].
Smultaneous occurrence of exchange splitting and SO coupling is responsible for the Kerr
effect. The MOKE is related to the offiagonal components of the optical conductivity

tensor. This tensor has the form:

” -| ” -| ” —| n (288)

Here, the Zaxis is perpendicular to the sample. The complex Kerr angle is defined as:
Ok— W@ (2.89)
For a film of thicknessd, its expression is obtained as:

0 o
o 2 U° (2.90)
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Here,, is the optical conductivity of the substrate and is the wavelength of light. This
expression is valid only for_| Q

The real part, 17 and the imaginary part, 1 of the conductivity tensor are even and
odd, respectively, with respect tod and are linked by the KramersKronig relations. The
dissipative part of the offdiagonal component of the conductivity tensor (ford > 0), for an
optical transition from the initial state i to the final state f due to the absorption of a
photon, is givenby:

e L - IR
tham ., (2.91)
1

wheren kn @ ,/Aj ig the FermiDirac function, mis the total volume anda] k
- - .The factofl T 1 takes energy conservation into account. The matrix elements

dQ) s and 0Q) s correspond to dipolar electric trasitions for right and left circularly
polarized lights. Clearly,, 1 is proportional to the difference of absorption probabilities

of the right and left circularly polarized lights and hencegives rise to the Kerr effect.
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3. Numerical methods

3.1. Introduction

For uniformly magnetized samples such as continuous thin films, thenagnetization
dynamics can be investigated under the macrospin formalism described in section92of
chapter 2. The nonlinear ordinary differential LLG equation is linearized under small angle
approximation to extract the spinwave (SW) frequency and dier material parameters.
However, for materials with finite size, the situation is significantly different. Finite
boundaries result in the occurrence of uncompensated dipoles at the surface. These dipoles
produce a demagnetizing field opposite to the exteal field. The resultant internal
magnetic field becomes inhomogeneous with profile depending on the sample geometry.
This demagnetizing field is primarily the origin of the dipolar anisotropy and its
determination is extremely crucial for the investigaton of SWs. This, in turn, affects the SW
spectra significantly. Many existing literatures point at the importance of taking this
demagnetizing field into account for a proper understanding of the magnetization
dynamics[171-175]. Subsequently, various methods have been developed to determine the
local demagnetizing field profile for samples of various shape$4, 176-180]. One of the
most popular methods is the micromagnetic simulations. The micromagnetics was
developed by scientists to bridge the gap between the macrospin formalism and the
discrete spin model (quantum mechanical approach). However, micromagnetic simulations
are basically some sort of numerical experiments and hence, are applicable for samples
with small dimensions only. On the other hand, the existing theoretical models, under sem
assumptions, determine the SW spectra and allow correlating the physical parameters of
the modeled system with the SW spectra. Below, we shall discuss briefly about two such
theoretical models, namely the Discrete Dipole Approximation (DDA) method and dfle
Wave Method (PWM). We shall also discuss about two micromagnetic simulators which we

have used for the analyses of the experimental results presented in this thesis.
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3.2. Discrete dipole approximation (DDA) method

In this method, the system under study iconsidered as a set of discrete magnetic dipoles
‘ ,regularly arranged in sitesr of a crystalline structure [181-183]. Say, XY plane defines

the base of the system and Z is the normal direction as shownhig.3.1.

n=(N-1) Z, H,
n=(N-2)

n= 2la

Fig.3.1: Example of a square rod under the DDA model. The rod has a dimenstha 2La (N-1)a,
where ais the lattice constant. All the moments in each lattice plane point to thédirection due to
the applied bias field Ho. Ms is the static magnetization of the sampleand & 4 j0 . The

magnetostatic waves are assumed to propagate along tEalirection.

The dipolar energy is calculated by summing the contributions from each dipolar lattice

plane parallel to the base. According to classical formulfl84], the magnetic field t

produced by all dipoles at a sitez is given by.

Izﬁ o» Z ‘,8» 7 9> 78S
T > zs

> Z

(3.1)
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The lattice planes parallel to the base are numbered by~ o)  pO Sites within each
plane are denoted by» 1) Hu} Hwith integers M~ 6 Oh OOQ'Hence, the position of a

magnetic dipole in the system, with lattice constané, is given by:
bk »ROEK OnmRE h  AM~ 0 Oh 0QhE & oty pO (32

Therefore, we have N(2L+1) number of magnetic moments in the system. It is assumed
that the Z axis is the only allowed direction of propagation and magnetic field along Z is
calculated. Hence; ¢ mirde where ¢ ~ ) pOand reindex the dipolar field | k
L. Now,

» z OnNHINH ¢ ¢ Q (3.3)

It is further assumed that all the magnetic moments, within a particular plane, are identical,

ie,
H k H rr METAQ AT R (34)
This assumption also implies that magnetic excitations propagating iplane are excluded.

In the next step, a symmetric structural matrix with elementsO ; is introduced and

defined as:

0O

5¢
~

LI (35)
n

Exclusion of the reference point [0, on6 ¥ &£0T 1 OEA OOi T ET C EO
symbol. The magnetic field, in terms of this matrix, can be written as:

p H H <O

L«x1 = ©; - (36)

In this model, magnetization is introduced in a phenomenological manner. For the case of a

simple cubic lattice, it can be defined ad' H j @ . Then, egn(3.6) becomes:
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Eqn.(3.5) defines thedipolar matrix D with elements O ;, . Magnetic mode properties are
deduced with the help of this matrix. This matrix is symmetricO ; k ‘O j . Defining]

¢ ¢, the measure of the distance between two planes, with ¢ | 0 p, equation

(3.5) can be rewritten as:

OkOf kOp kO

[ .,
n

Let us assume that the sample is under an external magnetic fidid along the Z axis. IHo
is strong enough to orient all moments precessingbout Z axis, then the magnetization
vector can be decomposed into two components: i) static pails parallel to Z axis and ii)

dynamic part m lying in the XY plane as shown irig.3.1:
4 0 Q O (3.9)

Ms is homogeneous throughout the sample andgisL 0 . Similarly, | can also be

decomposed into static and dynamic parts: | I | . Using eqn.(3.7), one can
deduce:
1 5 o000
C
(3.10)
P .
i = 00O

The dynamics of a magnetic moment is governed bihe LandaulLifshitz (LL) equation

(without damping, eqn.(2.43)):

SR (3.11)
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The effective magnetic field5y  acting on a magnetic moment in the pland as

primarily a superposition of Ho and | in the magnetostatic limit.

2+« 3 1 © a7l (3.12)

Combining egns(3.9), (3.11) and (3.12), LL equation becomes:

e 0Q o o 1 7 | (3.13)

The above equation is solved under linear approximationThe problem finally reduces to
an eigenvalue equation. The eigenvalues give the frequencies of the magnetostatic modes

propagating along the direction of the applied field.

3.3.Plane wave method (PWM)

The PWM is an extremely useful method for determining exeaition spectra in systems with
discrete translational symmetry [185-189]. The conceptual simplicity and its applicability
to any type of lattice, any shape of scatterm centers and various dimensions of the
periodicity make this method popular among researchers. Its formulation is based on the

expansion of the eigenvectors in terms of superposition of plane waves.

For the calculation of SW spectra in magnonic crystaldvCs), we will start with the
phenomenological LL equation as mentioned in eqr(3.11). In this case,M and Hef are
functions of position vectorr and timet, so

rd oo

5 R 30 ﬂ.lrﬁ) (3.14)

SW dispersion is calculated using the equation mentioned above. As discussed in the
previous section, the effective magnetic fieldonsists of the Zeeman field0 'Q, anisotropy
field, exchange field Hexy and the magnetostatic field Hds). Both M and Hd4 can be

decomposed into a static and a dynamic part:
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I yp 00 o
O 0O i Qi
)T OEA 1T ACT AOT OOAOGEA ADPDPOI @EI AGETTh OOETC

no | e m

(3.16)
ng] 0 O D m
The exchange contribution can be written in terms of the exchange lengtbxas:
5 »o  ng s d s
~ (3.17)
where, _ - CS

Ais the exchange stiffness constant. Hence, neglecting anisotropy, the effective field takes

the form:

5 »o 0 ng sond W | 0 (3.18)

Eqgn. (3.14) is solved with this effective field under linear approximation. In PWM, the
search is all about a solution in the form of monochromatic SW1 »ox Q , 5 being the
wave frequency. The dynamic component oHs also has the same form of time

dependence:] »» | »Q

Using linear approximation, from eqng3.14) and (3.16), we get:

'ﬁ}i»%i‘)id»d»%d» 8 &
3.19
oTTroe (319)
0 Qw

'ﬁ}i»%08=d>d>%d>88) (3:20)
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G (r,t) is the magnetostatic potential andm is a dimensionless parameter called as the

reduced frequency defined as:

1

- 3.22
ss O (3:22)
In the MC, it is assumed thatMs and lex values are periodic functions of the implane
Pl OEOQOEI 1T OAAOI O x®8B8E A PAOET A ANOAI O1 O
O » + O »h_ » F _ » (3.23)

Egns (3.19)-(3.21) will be solved by the PWM. Followng Bloch theorem we have, the
solution of a differential equation with periodic coefficients can be represented as a

product of plane wave functions and a periodic Bloch function:

O » DOg»0® Dgqp Q812 (3.24)
Ll
[ o> g >R rgy QB2
!l
where ag»> + OgrAidg» + 1g» (3.25)

k is a wavevector in the first Brillouin zone and Gdenotes the reciprocal lattice vector. The
next step is the Fourier transform to map the coefficientdls and lexin egns (3.19)-(3.21)

into the reciprocal space using the formula:
0o » 0 T Qe

(3.26)
| 2 = T Qe
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When a finite no. ofreciprocal lattice vectors are used in the above equations, then the

problem reduces to an eigenproblem which can be expressed in a matrix form:

00 B - B (3.27)

The eigenvalues aremny Egn.(3.27) is solved numerically. However, it is important to put the

solutions, obtained by this method, to the convergence test.

3.4. Micromagnetic simulation s

Micromagnetism, in a broader sense, is a tool for studying a wide variety of phenomena
involving magnetization reversal and dynamics. It is a continuum theory whicklescribes

the behavior of magnetization ina significant length-scale which is large enogh to replace

atomistic magnetic moments by a continuous function of position and small enough to

reveal the transitions between magnetic domainsA huge improvement in the availability

of largeOAAT A AT I DBOOAO BI xAO ET OEA ofrésdin thedigidtd O 1 A
of micromagnetic simulations. Numerical simulations based on the finite difference method

(FDM) or finite element method (FEM) help to establish a correlation between the local
arrangement of magnetic moments and the microstructural feares on a length scale of

several nanometers.

In micromagnetic simulations, the LLG equationegn. (2.44)) is solved assuming the
magnetization to be a continuous faction of position and deriving relevant expressions for

different energy terms involved (section 2.40of chapter 2. The stable equilibrium state is

I ACAET AA AU I ETEIEUETIC OEA O1 OAI "EAAG6O ££EOAA
Apart from the magretostatic contribution, all other energy terms depend only locally on
OEA 1T ACi AOEUAOGET 18 4EOO AEOAAO AOAI OAOCEIT 1T &

terms of both memory space and time. The magnetostatic field is a longnge interaction
and herce its calculation consumes a lot of time. This loagnge nature of the interaction
can be eliminated by introducing a magnetic vector potential. This losgange interaction
free energy functional leads to effective numerical algorithm requiring only linted

memory. The expression for the total free energy of the system can be written as:
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Ms, A and K1 are respectively the saturation magnetization, exchange stiffness constant and
anisotropy constant. The first term in eqn.(3.28) is the contribution from the exchange
interaction, second term takes into account the uniaxial (alongic) magnetocrystalline
energy, the third term is the Zeeman coupling term and the last term is the magnetostatic
term. As the computation of the last term consumes huge timand memory, extremely
simplified and regular microstructures (whose periodicity can be used to make the
calculation fast) can be used. However, this may introduce artifacts into the simulated
results. The computation of the demagnetizing field from the ngnetic volume and surface
charges is proportional toN2 in terms of both storage and computation time, wheré is the
no. of cells into which a system is discretized in FDM or FEM calculations. Fast adaptive
algorithms are used in numerical micromagneticausing fast Fourier transform (FFT) or
multipole expansion on regular computational grids to speed up the computation. It is
evident that this method will not be applicable for finite element based codes due to

irregular mesh structure.

(a) =

Fig. 3.2: Discretization of a sample into (a) cuboidal cells following finite difference method (FDM)

and (b) tetrahedral cells following finite element method (FEM).
There are different simulator packages availablas listed below[190] :

Table 3.1: Different simulator packages.

Name of Calculation _
_ _ Developer Source Websites
Simulation Method
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Code
Object
Oriented
Micromagne M. Donahue DM http://math.nist.gov/
tic and D. Porter oommf/
Free Frameworks
Software (OOMMF)
Packages H. Fangohr and http://nmag.soton.ac.
NMAG _ FEM
T. Fischbacher uk
http://magnet.atp.tu
MAGPAR | Werner Scholtz FEM wien.ac.at/scholz/ma
gpar
LLG M. R. http://llgmicro.home.
Commercial . P FDM . .
Simulator Scheinfein mindspring.com/
Software
D.V. Berkov http://www.microma
Packages | vicromagus FDM
and N. L. Gorn gus.de/

To solve a particular problem, one has to choose the appropriate solver to get reliable
results [6, 35, 191-204]. A thumb rule is that mcromagnetic simulations are valid for time
scales > 1 ps and length scales > 1 nm. All the micromagnetic simulation works presented
in this thesis are done by FDM by using either the OOMMF software or the LLG
micromagnetic simulator software. Below, we wil discuss briefly about the FDM, the
general algorithm followed in numerical simulations to solve the LLG equation, and OOMF

and LLG softwares.

FDM is a popular method to find approximate solutions of partial differential equations.

The partial derivatives of a function u(r, t) is replaced by finite difference quotients
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YahvaiYa AT ¥ in FDM and this process is known as discretization process with the
corresponding error as the discretization error.
. .1 oaduioin Yo 1 o aufod

0 & Yot o ahufold Yo ‘ ‘ E (329
T w S Tw

A set of partial differential equations are converted to a set of algebraic equations by the
discretization process. The solution or derivative is specified on the boundaries. The
approximate solution at any other point is obtained by solving these algebi@aequations

1 Of AOEAAT T U AU O1T 1 A EOAOAtt@iethodsOET A 1 EEA %Ol
In order to solve the LLG equation, first the sample is divided into a number of identical

cuboidal cells with dimension < the exchange lengthexof the correspondingmaterial. Each

cell is assigned a single spin. In each cell, all differential operators are replaced by FD

operators.

For the calculation of the hysteresis loopirst, the sample is saturated by applying a high
magnetic fieldH8 4 EEO OOAOA Al OOAOPTI T AO O1 OEA OOAOQA

change in the external field byY’O amount changes the energy surface byO amount,

hence, drives the system out of the equilibrium condition. Unles$Ois sufficiently high to
change the energy byYO amount, the position of the system will be close to some local
minimum of energy. Once the curvature of the energy surface is altered B¥D amount, this
local minimum vanishes and the system starts to find another minimum energy state
following eqgn. (2.44). The hysteresis loop is calculated by the repeated minimization of

energy for the increasing and decreasing applied field.

For the calculation of magnetization dynamics: To obtain the time evolution of

magnetization, eqn. (2.44) is integrated for each cell. After each time step, the local field is
calculated in each computational cell. To compute the contribution from the exchange
interaction, the first term in eqgn. (3.28) is discretized to obtain the fdlowing approximate

expression:

(O JIrp— 0 (3.30)
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NN signifies nearest neighbors. The approximation of using finite difference quotients is
valid only for small angle of precession. The expression for the contribution of the
magnetocrystalline anisotropy is given as:
0
"0 cU—o I (3.31)
To calculate the demagnetizing field, in FDM, a dipole is assumed at the center of each cell.
The demagnetizing field is given by net field generated by these dipoles:

Yo 0 Y 0 8Y

0O v 9T~ (3.32)

With all these, the Zeeman contribution is added to calculate the local field.

The Object Oriented Micromagnetic Framework (OOMMF) software was developed by

Mike Donahueand Don Porter at the National Institute of Standards and Technology, MD in

1999 [205]. All the calculations grformed in OOMMF are at T = 0 K. This software relies on

the C++ compiler. The problem is specified with all the necessary input parameters and

ET EOEAT AT1TAEOCEITO ET A O8I EEZ6 AEEI A xOEOOAI
magnetization conE COOAOET 1 O AO OAOETI 660 O0OAPO AOA OPAA(
has primarily two types of evolvers: 1) time evolvers (to handle the LLG equation) and 2)
minimization evolvers (to find the local minimum on the energy surface through direct
minimizatol OAAET ENOAOQ8 %Oi 1 OAOO AOA DPAEOAA OD xI
particular problem. Evolvers implement some standard methods to solve the LLG ordinary
differential equation. The drivers determine the completion of a simulation stage/run using

specified stopping criterion in the input MIF file. The stopping criterion is basically set on

the convergence value of the maximum torquel 5, where O 150 . This is achieved

by setting a stopping value for the individual stage time ofX]j ‘Q dn such a way that the

value of the maximum torque goes well below 10 A/m.

The LLG micromagnetic simulatof206] is another simulation package based on FDM but
runs only on Windows operating systems. It is &ll 3-D simulation tool. Unlike OOMMF it

can incorporate temperature dependence in the simulations by providing an equivalent
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random magnetic field. This feature is extremely useful as quasistatic magnetic properties
depend significantly on temperature. It can compute equilibrium magnetization
distribution sin small particles and in thin films, as well as fundamental properties, such as
the coercive field, stray fields, switching time, interlayer coupling strength, vortex and
domain-wall lengths. It can also simulate the structure and response of magnetic devices,
such as magnetic random access memory, spin valves, AMR and GMR heads, and magnetic
sensors. Another advantage of LLG is it bacompute standard magnetic imaging contrast
mechanisms realized in brentz microscopy, electron holography, SEMPA, and magnetic
force microscopy. LLGmicromagnetic simulator also provides a very easy, yet precise and
detail control over the input parameters for complicated structures €.g, ML structures)
unlike OOMMF or WMAG. Here alsohe convergence criterion $ set on the maximum
torque mxH << 106 A/m, where m = M/ Ms, which was always reached within the allowed
relaxation time. On top of all these features, LLG has various options for an attractive

visualization of the simulated results.

3.5. Calculations of power and phase profiles of resonant

modes

To investigate the power and phase profiles of the resonant modes, we have used the
Dotmag software developed by our groug201-202]. This software uses the output files
AOT 1T OEA 1/ --& O1 #OxAOA8 1/ --& CAT AOAOAO A
information about the magnetization distribution at a particular time. These files can be
used to pla the spatial distribution of magnetization in the sample. However, at a
particular time, the profiles show a magnetization map which is a superposition of multiple
resonant modes present in the system with proper powers and phases. The extraction of
the power or phase profile for a particular resonant mode is a nottrivial job. To perform
this job, first, one spatial ceordinate (either x or y or z) of the time-dependent
magnetization is fixed and discrete Fourier transform is performed with respect to tira in
the Dotmag software. The output files can be now plotted to obtain the space dependent

power and phase at discrete frequencies). The frequency resolution depends on the total
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simulation time window and the spatial resolution depends on the discretiation used
during the micromagnetic simulations. During the fast Fourier transform (FFT), if we fix
the zco-ordinate at&@ ¢ to obtain the power and phase distribution in the XY plane, then

we have:

0 "G OO o (3.33)

The power and phase profiles for a particular resonant mode atQ "Q can then be

expressed as:

Power: 0 N e cmé D Qi (3.34)
Phase: 5 focie OAf Q4D duw (335)
' Y O |
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4. Fabrication, synthesis, characterization and

measurement techniques

4.1. Introduction

The key challenges to study thestatic and dynamic magnetic propertiesof magnetic thin
films and nanostructuresare the synthesis or fabrication of high quality magnetithin films
and nanostructures and their proper characterization. Technology demands fabrication of
nanomagnets with narrow size dispersion and in an ordered array over a macroscopic
length scale.The intrinsic static and dynamic magnetic properties depend significantly on
the interface quality along with crystallinity, chemical purity and spatial and chemical
uniformity of the nanostructures. The other challenge is to develop coffective
fabrication techniques for high yield. Various fabrication/synthesis techniques have been
developed to prepare high quality magnetic nanostructures. Depending upon the
requirement, different techniques are used for the sample fabrication for different
measurements. Also, a variety of physical properties of the nanostructures needs to be
studied thoroughly before any application. Hencedifferent techniques were used to
characterize the surface/interface properties, crystallinity or chemical purity of the
samples. Only after a satisfactory characterization, the samples are used for investigating
the quasistatic and/or ultrafast magnetizdion dynamics. In this chapter, we will discuss
briefly about some state of the art fabrication and characterization techniques which were
used in the works presented in this thesis. We will also discuss about the static and time
resolved magnetaeoptical Kerr effect microscopes which were developed during the course
of this thesis and used to measure the static and dynamic magnetic properties presented in

this thesis.
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4.2. Fabrication

4.2.1. Sputtering

Sputtering is particularly suitable for preparing good quality magnetic thin films and
multilayers (MLS). It is, basically, a multiple collision process involving a cascade of moving
target atoms and is schematically shown irfrig. 4.1. It was invented more than 150 years
ago[2071 AO OAAOET AA OPOOOAOEIT Cco8 )1 ODPOOOAOET Ch
kinetic energy to the target to eject material which is subsequently deposited on the
substrate. These energized particles remain in theystem as a glow diffuse plasma. The
plasma is formed due to the ionization of a gas between the cathode and the anode. In
terms of the power source used to generate the plasma and the way of manipulating it, the
sputtering systems are categorized. We haugsed the magnetron sputtering. The plasma is
actually partially ionized gas consisting of cations, anions and neutral atoms. The overall
charge is neutral. In sputtering, the target material is the cathode and the substrate serves
as the anode. The breakumvn of some inert gas sustains the plasma. Argon is the most
widely used working gas. There are two very advantageous properties of the argon gag

it has larger mass as compared to neon and helium and ii) it is less expensive as compared
to xenon and kypton. The sputter yield Sj.e, the efficiency of the inert gas for sputtering
out materials from the target is proportional to the ratio masses of the inert gasri:) and

the target (m2) [208]:

v (4.1)

Several conditions have to be fulfiled to have steady plasma. At the beginning, the
deposition chamber is evacuated to achieve a base pressure of about’1010-8 Torr. This
helps in reducing impurity content in the sputter deposited material. After aclaving a
satisfactory base pressure, the argon is introduced in the chamber to attain a deposition
pressure of few mTorr. In the next step, a negatev dc potential of few hundred mVis
applied to the cathode. Once an electron acquires sufficient kinetic egg to travel towards
the anode, it collides with the argon atoms to form argon ion which, in turn, ignites the

plasma. In a magnetron sputtering system, a magnetic field is used to trap secondary
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electrons emitted near the surface. It helps to increase ¢hdeposition rate, decrease
impurity concentration and achieve deposition at lower substrate temperature. This
magnetic field causes the electrons, emitted from the cathode, to travel in a cyclic path
between the cathode and the anode. As a result, the vkamg gas,i.e, argon gas undergoes a
greater rate of ionization, and hence, a greater rate of sputtering is achieved as compared

to the conventional (without magnetron) sputtering.

Anode

Substrate

Plasma

Magnetic field profile

Magnetic field profile

—

Magnets% S Cathode (Target m)
S

N N

® ®© ® ® ¢ ¢ ® ¢ O
Cooling arrangements

Fig.4.1: Schematic of thesputtering technique.

4.2.2. Focused ion beam (FIB) milling

Focused on beam (FIB)milling [209] is a popular tool for fabricatingnanoscalepatterned

OAi bl AGbs 7A EAOA OOAA OEA &%) (AT EI O .ATT, AA
patterned samples likeferromagnetic antidots in our work. This machine is equipped with
an extremely high resolution %1 OOAOA Al AAOOI T AT1O0iIT xEOE A &

electron source. The capabilities of the FIB for small probe (diameter ~ 5 nm) sputtering
are achievedby the liquid metal ion source(LMIS). We have used Ga as LMIS because of the

following advantages of Ga:

1. Low melting point.
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Low volatility.
Low vapor pressure.

Excellent electrical, mechanical and vacuum properties.

a M 0D

Emission characteristics enable high angular intensity with a small energy spread.

To obtain pattern, the sample is first mounted o a stage and inserted inside the chamber.
The chamber is then evacuated to a pressure down to 20 orr. The electron pole is placed
exactly vertical to the chamber whereas the ion pole is tilted by 45with respect to the
electron pole/chamber [Fig.4.2(a)]. After achieving the desired vacuum, the sample stage
is tilted by 520 to reach the eucentric point as shown irFig. 4.2(b). In the next step, the
electron and ion source voltages (30 kV) are turned on. A particular portion of the sample
is then identified which will be patterned and then it is scanned by the &ions. After that,
the desired pattern is drawn by varying the X, Y and Z coordinates. Here, the Z coordinate
controls the thickness. The ion beam current is then adjusted according to the requirement.
It must be kept in mind that too much of ion beam cuent can damage the sample
significantly. Finally, the ion beam mills out the material from the exposed areas according

to the drawn pattern, thus creating the desired patterned sample.

Electron gun

-
.
lon gun J
% LR
1
\450 .

Chamber
s(‘:
<+
Sample -
i fo 524
-
Sample stage After evacuation @B =~ ~~°°°°°
(a)

Fig.4.2: Arrangemert of the electron gun, ion gun and sample in the chamber (a) before and (b)

after the evacuation.
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4.3. Synthesis

Magnetic nanowires (NWSs), studied in the course of this thesis, were synthesized by the
electrodeposition technique.Electrodeposition technique far fabrication of nanostructure
uses a nanoporous membrane for deposition of material through the pores. It is\ery
efficient and costeffective method[87] to produce large aspect ratioNWs at large scales

with different diameters, lengths, andcrystallinity.

b
Copper strip
holder
Copper strip Reference electrode
(Cathode) ¢ (SCE)
Platinum foil > ’ 4—— Electrolyte solution
(Anode)

Fig.4.3: A typical electrodeposition cell.

The limit to which a material can be used as template is defined by its reactivity with the
electrolyte used for deposition. Almost any solid matter can be deposited inside the pores
of a temphte. By depositing metals into the pores, NWs with a diameter predetermined by

the template pore diameter can be formed.

Electrodeposition is the process of producing a coating, usually metallic, on a surface by the
action of electric current. The depositon of a metallic coating onto an object is achieved by
putting a negativechargeon the object to be coated and immersing it into a solution which
contains a salt of the metal to be deposited (in other words, the object to be plated is made
the cathode of an electrolytic cell). A schematic of a typical electrodeposition cell is
presented in Fig. 4.3. The metallicions of the salt carry a positive charge and are thus
attracted to the object. When they reach the negatively charged object (that is to be

electroplated), it provides electrons to reduce the positively charged ions to metallic form.
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Gold coated anodic aluminium oxide (AAO) (Whatman/Synkera Technologief10] and
polycarbonate track etched (PCTE) (Whatman) membranes attached either on gold coated
glass slides or copper strips are used as the working electrode in our study. A 250ml|
beaker is used for containiig the electrolyte solution. It is covered by a glass plate through
which electrodes are inserted into the solution. Platinum foil serves as the counter
electrode and saturated calomel electrode (SCE) as the reference electrode in our study. A
Potentiostat (Chi600b) was used to apply constant potentials for appropriate durations for
material deposition. The deposition potential is determined from the cyclic voltammetry
curve. Chronoamperometry is used to perform the depositionn chronoamperometry the
potential of the working electrode is varied and the resulting faradaic current occurring at
the electrode (caused by the potential step) is monitored as a function of tim€obalt and
Nickel nanowire arrays have been deposited through PCTE membranesf @verage pore
diameter 100 nm) and AAO templates (of average pore diameters of 35 and 55 nm). The
electrolytic solution used contains Nickel or Cobalt Sulphate (NiSO7HO or CoS@Q 7HO)
salt, Boric Acid H3sBQs) and Sodium Lauryl Sulphate (SLS). The detadse given below:

Table4.1: Chemical composition of the electrolytic solution.

VOLUME OFTHE SOLUTION 100 ml
C0SQ.7H;0/ NiS04.7H,0 0.842 g
H3BOs 0.742 g

SLS 19

SLS was used for wetting of the membrane pores. This is essential to avoid trapping of air
bubbles inside the nanopores as the trapped air bubbles will prevent deposition of material
through pores. Moreover these trapped bubbles disturb the optimized paragirs which
lead to unbalancing of electrochemical processes. At first, cyclic voltammetry was
performed to select the proper deposition potential of the material concerned. The

deposition potential used is-1.0V for both Co and Ni. Using this potential, Mind Co were
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deposited through PCTE and AAO for different deposition times to get NWs of varying
length. To release the NWs for further investigation, the PCTE membrane was soaked in
dichloromethane and AAO template in different concentrations of NaOH fdifferent times.
Various methods were tried to dissolve the membrane (both AAO and PCTE) after
deposition in order to get NWs free for further characterization. The schematic of the

fabrication procedure is shown schematically irFig.4.4.

Gold coating
by sputtering

Electrodeposition
through pores Nanowires after

template etching

%

(b) (c)

Fig.4.4: Nanowire fabrication procedure: (a) gold coating on one face of the template by sputtering.
(b) Deposition of metal ionsthrough the pores of the template. (¢) Nanowires after dissolution of

templates.

4.4. Characterization techniques

4.4.1. Scanning electron microscopy (SEM)

The scanning electron microscope (SEM) ia popular tool to studysurface topography and
morphology of samples. In a typical SEMhe phenomenon ofthermionic emission or an
electric field is used to generate a stream of electrons from a cathod&'e have used both
types of scanning electron microscopes. For first casthe source of theelectrons is an
electron gun fitted with a tungsten filament cathode, whereasthe electrons are emitted
from a field emission cathodein the second ase Narrower electron beam profile can be
achieved with the field emssion process which results in a better spatial resolution than

the thermionic emission electrons. The energy of the electrons can be varied from few


http://infohost.nmt.edu/~mtls/instruments/Fesem/basic%20concepts1.htm
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hundreds eV to few tens of keVA gadient of electric field is used to accelerate the emitted

electrons.

Electron gun

Display

v Anode -

Condensor lens

Electron beam

Scan coils

Objective lens
Scanning unit

Sample / 0.9 LN

NSecondary electron
detector

Scanning stage
Vacuum pump

Fig.4.5: Schematic diagram of the scanning electron microscope (SEM).

The beam firstpasses through twoelectromagnetic lensestermed ascondenser lens Fig.
4.5) and then through an electromagnetic scanning coibnd finally, is focused onto the
sample [211]. When deflected by he scanning coil in theX and Y directions (i.e, in the
plane of thesample), the beam performs a raster scaover a rectangular area of the sample
surface. Upon interaction with this highly energetic electron beam different types of
electrons including secondary electrons, backscattered electronand Auger electrons are
emitted or scattered from the sample due to the elastic and inelastic collisisnEnergy is
also emitted in the form of characteristic Xrays and visible light (cahodo-luminescence).
The secondary electronsproduced by inelastic scattering of incident electrons with the
atoms of the sample are detected by a detectoBy comparing the intensity of these
secondary electrons to the scanning primary electron beajan mage of the sample surface

is constructed anddisplayed on a monitor. SEM images have large depth of field due to a


http://infohost.nmt.edu/~mtls/instruments/Fesem/basic%20concepts1.htm
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very narrow electron beam. As a result, SEM has the capallity of producing three-
dimensional images, which arequite important for investigating the surface structure of a
sample. The samples are generally mounted rigidly on a specimen stub witte help of a
carbon tape. The sampleshould be electrically conductive at the surface and electrically

grounded to prevent the accumulation of elettostatic charge at the surfaceWe have used

O&%) 15! .41 c¢nmdo AT A CRMélo chardcteilizé ddr sardpled , AA onmo

4.4.2. Energy dispersive X -ray (EDX)
A powerful tool for the elemental analysis or for investigating the chemical purity of a
sample is tie Energy dispersive Xray (EDX spectroscopy.The principle of operation of an

EDX spectrometer is shown schematically iRig.4.6.
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Fig. 4.6: Interaction of accelerated electrons with a sample and emission of-rgys is shown

schematically.

At the ground state,every atom contains a number of electrons moving around the nuclei
and arrangedin different shells. In this technique,a high energy beam of charged patrticles
like electrons, protons or sometimesx-rays, is used to stimulate the sample and teject out
electrons from an inner shell, thus creating a hole.Electrons from outer shells with higher
energiesjump to the inner shell to fill up the hole The difference of energyof these two
levels is radiated in the form of an X-ray. Sincethe atomic structure of each element is

unique, the energy of the emitted X-rays, which is basically the characteristics of an
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dispersive spectrometer to measure the energy and number of the emitted-rdys. The
element is identified from the peak energy values of the-Kays and the relative heights of
the peaks give theatomic percentage ofthe elementin the sample In general the EDX
spectrometer is attached tothe SEM. We haveused an EDX spectrometer from EDAX

attachedwith O& %) 15! . 4! c¢mnmd 3 %- 8

4.4.3. X-ray diffraction (XRD)
The XRD technique exploits the diffraction patterrgenerated from a crystal upon Xray

radiation. The diffraction pattern contains information about the crystal structure.We have

OOAA OG0! .1, 94) #! | -rapdifradtBrdeter Ofd /thé characterization of
samples used in this thesis. Th&, radiation (X-ray) from a copper target with an average
wavelength(/q T £ x p8uvtpy C EO OOAA ET Al1l 1T AAOGOOAI
| SR
1 Inoident ! , 7 T~
' Diffracted _ 1 . AN
| X-rays 2’ ;. \
|
|
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Fig.4.7: Shematic diagramns of (a) X-ray diffraction and (b) X-ray diffractometer are shown.

The atoms, within the crystalline material under study, elastically scatter the incident-X

ray. The incident angle of Xay is varied between a range of angles in small steps and the
corresponding reflected intensities are measured by a detector placed at the reflected

angle. When incident anglef(@ OAOQOEOAZEAO " OQAKEIQH(BO. A7), AENOET T | ¢
rays are reflected from regular arrays of atoms and constructively interfere to give rise

intensity peaks in the diffraction pattern [212]. The intensities of the reflected Xays are

measured as a function of the angle of the reflected beam with respect to the direction of

the incident beam. In our measurements, the-Ky source is kept fixed while the sample
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moves at half the rate of the detector to maintain th¢-2] geometry (Fig.4.7(b)). As each
element has a set of uniqueal-spacings, conversion of the diffraction peaks to-spacings
allows identification of the elements present in the sample. Typically, this is achieved by
comparison of dspacings with standard refererce patterns (.e, ICSD or Inorganic Crystal

Structure Database).

4.4.4. X-ray reflectivity (XRR)

The basic principle behind the Xay reflectivity (XRR) technique is to reflect a beam of-
rays from a flat surface and subsequently to measure the intensity ofgdys reflected in the
specular directionas shown inFig.4.8. This effectdoes not depend on the periodtity of the
electron density as decided by the crystal structure. However, it significantly depends upon
the average electron density across the interface. Hence, this phenomenon occurs for both
crystalline and noncrystalline materials. The plot of the spcularly reflected Xrays versus
the angle of incidence with respect to the surface is called as the reflectivity curve.
Reflectometry is an Xray technique to measure the reflectivity curve of a material. It is also
called as the Grazing Incidence-Kay Reflectivity (GIXR) or reflectivity. It is a very efficient
technique to measure surface layer characteristics, such as thickness, roughness and
density using the reflectivity curve. During the measurements, it is assumed that the angle
of incidence is equéto the angle of detection. The beam direction is fixed in the instrument
and the angle of incidence is changed by rotating the sample. This is known as the
rotation. The rotation of the detector arm away from the incident beam direction is a
measure ofthe scattering angle and is denoted b@[ . In this technique, a coupled j (—
scan is performed from an angle nearly zero degree to a few degrees. Until the critical angle
for the total external reflection is reached, the Xay barely penetrates into thematerial.
This critical angle depends on the electron density of the surface layer. As soon as the angle
of incidence exceeds the critical angle,-bay starts to penetrate into the material and this
penetration depth increases rapidly with angle. Consequely, absorption of Xray also
increases and the intensity of the specularly reflected radiation decreases. The critical
angle is the starting point of the rapid fall of intensity observed in the reflectivity curve. The
profile of the curve immediately befae the critical angle is ideally a plateau and

determined by the size and flatness of the sample and measurement parameters. If the
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electron density is inhomogeneous at the surface, then the intensity drop at the critical
angle may become less than the i@ case. Some instrumental parameters such as the
wavelength spread and the divergence of the incident beam also affects the sharpness of
the critical edge. As the incident beam penetrates into the sample, a proportion of the
incident beam is specularly rélected at every interface, within the penetration depth, in
which the electron density of the material changes. Waves reflected back outwards towards
the surface the material may be rgeflected towards the bulk. Oscillations in the reflected
amplitudes are created. They interfere to give rise to complicated interference patterns.
These patterns are related to the angle of incidence, and the depths of the interfaces with
respect to each other and the surface. As the angle of incidence increases furthege th
absorption increases and the specularly reflected intensity is eventually reduced below the

background and no useful reflectivity information can be obtained beyond this point.

Specularly reflected
X-rays

Incident
X-rays

Fig.4.8: The principle ofX-ray reflectivity (XRR).

4.4.5. Vibrating sample magnetometer (VSM)

The variation of magnetic moment (magnetizationM) as a function of applied magnetic

field (H) or temperature (T) [213] can be measured quite efficiently by &ibrating Sample
Magnetometer (VSM). The schematic diagram of a VSM is shownFig. 4.9. The working

DOET AEPI A T &£ 63- EO AAOGAA 11 OEA &AOAAAUBO I
change in magnetic flux through a coil, an electromotive forceanf) is induced in the coil.

Mathematically,



80

Chapter 4
¢ € c§£ (4.2)
Qo

where @8 is the inducedemf, a is the area of coil andh is the number of turns in the coil.
UsingB =H + 4AM, we get:
Q
8 & 0T — (4.3)
0
if Hremains unchanged.

Now, if the initial M is negligible compared to the induced magnetization, thewe have the

induced emfproportional to the magnetization of the sample

8 Q0 € wx“ 0 (4.4)
For the measurement of the static magnetic propertiesthe sample is placed inside a
uniform magnetic field produced by two pole pieces adn electromagnet(Fig.4.9).
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Fig.4.9: Schematic diagram of Vibrating Sample Magnetometer (VSM).

The sample is mounted on a vertical namagnetic plastic/quartz rod connected to a

piezoelectric transducer assembly located above the magneThe transducer converts a
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sinusoidal electric signal (generated by an oscillator/amplifier) into a sinusoidal vertical
vibration of the sample rod which results in a sinusoidal oscillation of the sample in
presence of the magnetic fieldHence, avoltageh D OT BT OOET 1 Admadghédtic OE A
moment, is induced in the stationary pickup coils located in between the pole pieces
However, this voltagedoes not depend on the strength of the@plied magnetic field as the
magnetic field is stationary.Typically, the induced voltage is measured through the use of a
lock-in amplifier using the output of the piezoelectric signal as its reference signallhe M-H

or M-T curves of aferromagnetic material can be obtained ly measuringinduced voltage as

a function of magnetic field H) of an external electromagnetor temperature (T) of the

sample.

4.5. Measurement techniques

4.5.1. Introduction

Initially, after its discovery, MOKHE158] found its application primarily in the investigation
of hysteresis loops.Ever since the first implenentation of the time-resolved magneto
optical Kerr effect to probe the dynamics of magnetic thin films in 1991214], this
technique has evolved as a very powerful means of studying the magnetizatiolynamics
[35, 96, 160, 191194, 196-197, 200, 203, 215219]. There are a number of variants oftte
TR-MOKE technique, out of them the albptical TRRMOKE has several advantages including
the absence of special and complicated sample fabrication process and a very high
temporal resolution limited only by the pulse-width of the laser. The temporal restution
enabled the measurement of ultrafast demagnetizatiofiL20], various relaxationprocesses
[220] and coherent precession of magnetization ina single measurement. The
simultaneous spatb-temporal resolution enabled the measurement of dynamics of single
nanomagnetswell beyond the diffraction limit [192, 221]. All the experimental results on
the magnetization dynamics presented in thighesis were obtained by using an aHoptical
TR-MOKE microscope.
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4.5.2. Time resolved magneto -optical Kerr effect (TR -MOKE) microscope

4.5.2.1. Components required for the construction of the -NROKE microscope
Two photographs of the aloptical TR-MOKE microscope, in our lab in the S. N. Bose

National Centre of Basic Sciences, Kolkata, India, are presenitedrig.4.10.

9% 7SS

Beam combiner

Beam splltter

< i

\\ Magnet holder

Fig.4.10: (Upper panel) A photograph of the all optical timeesolved magnetcoptical Kerr effect
(TR-MOKE) microscope in our laboratory in the S. N. Bose national Centre for Basic Sciences.
(Lower panel) An enlarged view of the detection procedure. The important components in the set

up are labeled in the figures.

This is an altoptical measurement n a sense that both the excitation and detection of the
magnetization dynamics in the samples aralone optically. The TRMOKE setup was

developed during the course of this thesis. Few important components are labeled in the
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photograph. Although there arefew components which are always kept unaltered, some
components are regularly changed/modified according to the experimental requirement.

Below, we list the essential components required to set up the TROKE microscope.

Table4.2: Components of the TRMOKE magnetometer.

Sl. No. Name Company Model
1 Optical Table Newport RS 4000M
2 Optical Table Enclosure CustomMade -
Diode Pumped Solid State _ Millenia Pro 10s (with
3 Spectra Physics _
(DPSS) Laser diode laser: model J80)
4 Ti-sapphire Laser Spectra Physics Tsunami
5 Second Harmonic Generator| Spectra Physics 3980
6 Retro-reflector Newport UBBRZ12S
7 Delay Stage Newport (M-)IMS series
Delay StageMotion
8 Newport EPS301
Controller
Optical chopperand its MC1F60,
9 Thorlabs
Controller MC2000
10 Polarizer Thorlabs GTH5M
11 Microscope Obijective (MO) Newport M-10X, M40X, M60X
Piezo Electricx-y-z stageand
12 _ Thorlabs BPC203, NanoMaxX'S
its Controller
13 CCD Camera & Monitor Samsung SDC313B
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14 Optical Bridge Detector Neoark NDT-40110GTP
(OBD) Corporation
15 Dielectric Mirrors Thorlabs BB1-E02
BB1-EO3
16 SpectralFilters Thorlabs FGB37
FGL610
17 Attenuators, Neutral Density Thorlabs NE40B
Filters NDL-10G4
18 Beam Splitters (Non Thorlabs and EBS1 (50:50)
polarized) Newport EBP1 (70:30)
19 Lenses Thorlabs LA1608
LA1708
20 Lock-in Amplifiers Stanford Research SR830
Laboratory
21 Mirror Mounts Thorlabs KS1, KM100
22 Lens Mounts Thorlabs LMR1/M
23 Polarizer Mounts Holmarc PMG25
24 Linear Stage Holmarc TS90-Mul0-01
25 Manual X-Y Stages Holmarc TS90-Mul0-02
26 Oscilloscope Agilent DS05032A
27 Digital Multimeter Rishabh RISH Multi 15S
28 Spectrometer Ocean Optics uSB4000
29 IR Viewer Newport IRV2-1700
30 Beam Height Home Made -
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31 Beam Block Home Made -
32 Power Meter Newport, Coherent 407A,
FieldMate

4.5.2.2. Description of lasers

The entire setup involves three lasers.A diode pumped solid state laser (DPSS) with
maximum power 10 W (adjustable) and wavelengthh = 532 nm is used to pumpa Ti-
sapphire oscillator. Regenerative acousteoptic mode locking mechanism is usethside the
T-FOADPDPEEOA 1 OAEI | A®préduce the ddthul lasérpisdd oA47ETS pulse
width at 80 MHz repetition rate. The wavelegth of the oscillator is tunable from 700z
1080 nm, however,we kept it fixed at around 800 nm during our experiment as our Si
based detectors are most sensitive near that wavelengtithe fundamental beam is divided
into two parts. The intense part goeshrough a second harmonic generator (typd BBO
crystal) to produce the second harmonic} = 400 nm), which is used to pump the sample.
The time-delayed fundamental is used to probe the dynamic&elow we will briefly discuss

the components and working priples of these lasef222-226].
x DIODE LASERS

The CW output of the diode laser bars, consisting of twenty diode lasers, is collimated with
a cylindrical microlens of high numerical aperture (N.A.) and the highly asymmetric output
beam is coupled into a fiber bundle bythe so called FCbar technology, which is a highly
efficient method of coupling the output of diode laser in fiber. Typically 8®0% light of
diode laser is coupled into the fiber bundle This output is directly fed to the Millenia
through the fiber [224].

x DIODE PUMPED SOLID SATE (DPSS)LASER ORMILLENIA

1 Working principle

Nd3* ions doped in a Yttrium Vanadate crystalline matrix (Nd:YV£) serves as the gain
medium in the Millenia. The monochromatic output of the diode laser overlaps with the

absorption spectra of the N@* ion. Consequently, the diode laser pumps the Milleniaitta



Chapter 4

86

high efficiency. The efficiency othe Millenia is further improved by focusing the diode

laser output on a volume in the active medium ahe Millenia in such a way that it matches
with the radius of TEMo mode ofthe Millenia (mode matching) [Fig.4.11(a)]. The Nck*is a

four level system where a photon of wavelength /()

transition of an electron from 4Fz;2 level to 412 level.

= 1064 nm is emitted due to the

There are also transitions at 1319,

1338 and 946 nm. However, at room temperature they have lower gain along with a higher

threshold value than the 1064 nm transition and the

wavelength selection optics limit the

oscillation to 1064 nm [224]. A part of the output is fed backto the pump laser driver to

provide a constant output in power mode operation

acts as a beam blockerHig. 4.11(b)] which can be

. Ashutter placed outside thecavity
opened by the controller. The 90°

polarization rotation aligns the polarization axis ofthe output beam vertically.

Diode laser mode volume

TEMg, mode volume

7@

\

I~

Gain region

(a)

Lasing medium

High reflector

Output beam | Output coupler f] LBO
< I [I
I \

Shutter H

—1]

igh reflector

Diode pump light

| E—

from diode laser

Nd:YVO,
(b)

Fig.4.11: (a) Schematic diagram of mode matching between diode laser mode volume and TEM

mode volume of Millenia. (b) Schematic diagram of Millenia laser head. The figa are reproduced

from Ref.[224].
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1 Frequency doubling

A lithium triborate (LBO) nonlinear crystal is used to convert the infrared output with/ =
1064 nm to visible light with / = 532 nm. As the efficiency of the LBO crystal is sensitive to
temperature, it is important to maintain the crystal at the approprate phasematching
temperature to optimize its efficiency and to keep the output fixed af = 532 nm. This is
achieved by using a temperature regulating oven. As the crystal itself keeps the
fundamental and the second harmonic beams collinear (noncriticall phasematched), a
rigorous alignment of the Millenia cavity is not required. Again a large acceptance angle
makes it insensitive to any slight misalignment within the Millenia. Though the LBO crystal
has lower nonlinear coefficient than other materialsthese advantages make it very useful

for frequency doubling in the Millenia.
The expression for the second harmonic power is given §224] :

. Q 0a%
O e $ (45)

0
where deit is the effective nonlinear coefficientPs is the fundamental input power,l is the
effective crystal length, [ ] is the phase matching factor and\ is the cross sectional area of

the beam in the crystal.

x  MODE LOCKEDTI-SAPPHIRE LASER O SUNAMI

1 Working principle

Ti-sapphire is a lasing medium that is obtained by doping the sapphire crystal (&) with
titanium ions (Ti3*). The absorption transitions occur over a broad range of wavelengths
from 400 nm to 600 nm. Hence, this system is efficiently pumped by the output of the
Millenia. The fluorescence band also extends over a broad range from 600 nm to 1000 nm.
However, the short wavelength end of fluorescence and long wavelengtma of the
absorption spectrum overlap with each other Fig. 4.12] making lasing action possible oly
for1 > 670 nm.
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Fig. 4.12: Absorption and emission spectra of Fsapphire crystal. The figure is reproduced from
Ref.[222].

1 Tenfold mirror cavity

In a modelocked laser like Tsunami, to achieve a repetition frequency of ~80 MHz, it is
essential to have a cavity longer than that in a CW laser. The longer cavity length is realized

by a tenrmirror folded arrangement in the Tsunamias presented inFig.4.13.

M Mg J Fast
Photodioda
AN oC
Mg 1 i Py Pry 5 i > N

i R

Pry i Q‘"ﬁ Mig Baam Output

itter  Brewst
Mg Tuning Splitter rewister

St B Window

-..........-.... M d’

FZT (optional) L

Pump
Beam £=_Ti-sapphire Rod Model 2955
El.rgwster - - ACM Driver Electronics
Hinden 'M-l_ - Residual
Motorized (optional) M2 Pump
HR Beam Dump Optional

Model 3930
Lok-to-Clock Electronics

]

Fig. 413: A schematic of the beam path inside the folded cavity of TsunamThe figure is

reproduced from Ref[222].
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However, though this arrangement optimizes the space available, it makes pumping more
complex. It may even introduce asgmatism in the beam if the focusing mirror is used at an
angle other than the normal incidenceBut this can be virtually eliminated by a proper

selection of angles of the cavity focus mirrors and the reliéngth.

For further stability of the cavity, clea and dry nitrogen gas (purity = 99.999%) is
constantly purged to the laser head to remove dust and water vapor. A chiller unit is also
provided to keep the Tisapphire rod at constant temperature for long term stable

performance.
1 Group velocity dispersioand wawelength selection

Following the Heisenberg uncertainty principle (time-bandwidth product of a Gaussian
pulse is 0.44), we knowshorter the pulse, greaterthe difference between lowest to highest
frequendes within a pulse. As the refractive index(n) is a function of frequency, there is a
distribution of nin a pulse and hence a distribution of velocitiesThis variation of transit

time as a function ofthe frequency,i.e, the wavelength is called as the group velocity
dispersion (GVD) If lower frequencies travel faster than the higher frequencies, then that is
called positive GVDand the correspondingpulse is said to be positively chirpedand vice

versa Also, nonlinearn introduces an intensity dependent index at high intensities.

+ve chirped pulse Compressed pulse
P, Ps
Tuning slit
P, I P,

Fig.4.14: Thefour prism arrangementused for dispersion compensation in Tsunami laser.
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In Tsunami laser, positive GVIDs compensated by a four prism arrangement as shown in
Fig.4.14. The net intracavity GVDs tuned by translating prisms P> and P perpendicular to
their bases. More optical materialcan beinserted into the cavity by translating P- and P
further into the intracavity beam and net intracavity GVD becomes less negative. The
different spectral components of the pulse are spatially spread between prisms Bnd P.
This results in a convenientwavelength selection by moving a slit between theséwo
prisms in the direction of the spectral spreadThe output bandwidth and hence the pulse

width can be controlledby varying the slit width.

X SECOND HARMONIC GENBROR(SHG)

A barium beta borate (BBO) crystalis usedto double the frequency ofthe output of the
Tsunami in asecond harmonic generator (SHG)ABBO crystal also has higher conversion
efficiency than an LBO crystal. This crystal does not require any heater. A schematic

diagram of SHG and the optical path inside are shown kig.4.15 [223].

Acousto-optic

Collimating Modulator Focusing
Beam Block Lens (Bragg Cell) Lens Pulse Stretcher
/ I/ / 5
Q / 3 /
L, JAR| L, /b
(] I
Pulse-selected | T
fundamental < 1 ” - = |nput
N
(M4 removed) T
Foot Adjust (3)
Second
Harmonic < - -
— =< QOptional
Input
Residual
Fundamental < — 4 - = -

Compensator Crystal Angle SHG
Micrometer Adjust Crystal

Fig.4.15: A sthhematic diagram of the SHG unit and the optical path inside it are shown. The figure is
reproduced from Ref[223].
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The mirrors M1 and M direct the output beam, while mirror Mz focuses the beam to a small
waist into a critically phase matched (angle tuned) type | second harmonic generator. The
BBO crystal produces horizontally polarized second harmonic beamhereasthe residual
fundamental beam remainsvertically polarized. The prism P:1 separates out the second
harmonic and residual fundamental beamsBecause of thenighly reflective coatingon P at
residual fundamental IR wavelength the fundamental beam is reflected, whereas the
secondharmonic beam is diffracted to prisms Pand Ps. These prisms have antreflection
(AR) coating at second harmonicwavelength. This prism pair redirects the second
harmonic beam roughly parallel to the fundamental beam along with compensating the

beam ellipticity.
A thin BBO crystal is usedor the following advantages:

1. Minimizes the pulse broadening problem due to group velocity dispersion (GVD).

2. No compensating crystal is required

3. Only a single SHG crystal is required to match the phase over the entiu@ing range
(690 nm to 1090 nm).

As it can be observed from eqn(4.5) that the conversion efficiencies of SHG crystal is
inversely proportional to the cross sectional area of beam in the crystaihe conversion
efficiency can befurther increased by minimizing the beam waistThe pair of lenses (L. and
L2), with telescopic configuration, helps to achieve a optimum beam waist.However, the
BBOcrystal is slightly hygroscopic Hence,it is sealed in a small cylinder with ARcoated

windows and filled with an index matching fluid.

4.5.2.3. Description of the setip

As seen from the photographn Fig. 4.10, the entire set up isdevelopedon an L-shaped
optical table (two Newport RS4000 serietables are joined) with vibration isolation. The
optical table is an essential m@art of any highly sensitive optical experiment likeTR-MOKE
microscopy. The optical table used in our setup is made of vertically bonded closed cell
honeycomb core sandwiched in between two sheets of ferromagnetic material (4.8 mm
thick). This helps to increase e stiffness constant of the tableand decreasethe mass to

increase the resonant frequency of the table well above the external mechanical and
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acoustic vibration frequency. Therefore, the external vibrations cannot resonate the table
easily.To damp out the vibrations and acoustic modes of the tédbfast, the core of the table
is filled up by broadband and tuned hydraulic dampers. Thamechanical vibrations
originating from the ground is eliminated by placing thetable on top of vibration isolation
in floating condition. The flatness of the table sdace is = 0.1 mm over 600 x 600 m#area.
There is asquare grid of circular holes with 25 mmpitch for mounting of the lasess, optics

and detectors.

A schematic diagram of the TRMMOKEmMmicroscopeis shown inFig.4.16. The solid state laser
(Millenia) is pumped by an array of diode lasers to producea maximum output power 10 W
(adjustable) and wavelengthl = 532 nm The output of the DPSS pungthe Ti-sapphire
laser (Tsunami). As mentioned earlier, egenerative mode locking mechanism produces a
train of laser pulses with~ 70 fs pulse width and maximum average power of 2 W at a
repetition rate of 80 MHz (25 nJ/pulse) Though, the output wavelength can be ted from
690 nm to 1080 nm,the output is kept fixed at around 800 nm in our experiments for
stable operation and for better spectral response of the Si bed detectors at that

wavelength.

The output red beam from the Tisapphire oscillator has a spot sizeof ~ 2 mm and is
vertically polarized. This beam issplit into two parts (70:30) by a beam splitter (B). The
intense part goes throughthe second harmonic generator (typel BBO crystal) to produce
the second harmonic { = 400 nm), which is used to pump lie sample.The linearly
polarized time-delayed fundamental is used to probe the dynamic#\ broadband mirror
Moz is placed outside the SH@hich reflects a beam within the wavelength range 40§ 750
nm, to filter out the residual fundamental beamA spectml filter (Fb) is placedin the path of
the pump beam to further reduce anyresidual fundamental beampresent in the pump
beam, because alight amount of the fundamental beam mixed with the pump beam can
produce a very noisy signalAfter getting reflected from two more highly reflecting mirrors
(Mb2 and Mz), the pump beam travels through a variable neutral density filter also called
an attenuator (A2). The attenuator is coated with a reflecting material such that the

reflectivity of the material changesgradually from one end to other end causing a gradual
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change in the optical density. The transmitted pump fluence can be controlled by moving

the attenuator horizontally with the help of a linear stage

Iv‘r1 @ A1
800 nm, 80 fs

g
SHG
A Y
. M, \ L,
.
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'_E_ Variable 5
= delay Polarizer
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3 \/ 4.
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Laser CCD camera
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Fig. 4.16: A schematic diagram of an all optical timeesolved magnetoeoptical Kerr effect (TR

MOKE) microscope with collinear pumpprobe geometry.
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The pump beam goes through a fixed optical path and is modulated by a mechanical
chopper at a frequency of 2 kHzThe chopper frequencys used as the reference signal for
the lock-in-amplifiers for a phase sensitive detectionlinitially, the probe beam is guided
through a fixed optical path by using a set of highly reflecting mirrors (M, M2, M3 and
Mra). Here dso, we have avariable attenuator (Au) to adjust the fluence of the probe beam
The probe beam goes through a variable delay lingted with a retro -reflector, which is
used to vary the optical path of probe beanThe broadband hollow retro-reflector is placed
on the delay line whichreflects the incident beam in such a way that the reflected beam
becomesantiparallel to the incident beam. The probe path can be varied by moving the
retro-reflector back and forth on the delay stage. This is generally dorlgy a motion
controller and a PC interfaced with the delay stage through GPIB connectidine difference
between the optical paths of the pump and probe beams corresponds to the tirdelay in
this experiment. In the next step,a pair of lenses kL (f1 = 75 mm) and L (f2 = 200 mm)
arranged in a telescopic arrangementis used to collimate the beamand increase its
diameter to ~ 5 mm so that it fills the backaperture of the microscope objective. The beam
is then passed through a Glaithompson polarizerwith extinction coefficient of 100,000:1,

which refines the polarization state of the probe beam to a very high quality.

Subsequently the modulated pump beam andinearly polarized probe beam are spatially
combined with the help of a 50:50non-polarized beam splitter Bz set at 4% to the optical
path of the probe beam, which acts as a beam combiner. The beams @linearly focused
onto the sample under study using a single ioroscope objective(MO: M40X,N.A. = 0.65).
The collinearity is optimized with the help of steering mirrors (particularly Mrs, M7, Mo,
Moz and Mb3). The combined beams pass through a 50:50 nepolarized beam splitter B
and a glass slide (§ both set at 49 to the optical path before entering intothe MO at
normal incidence.lIt is essential to ensure that the samples precisely normal to the axis of
the microscope objective and also to the directions of the pump and probe beanisis is
achieved by adjusting the tilt of the MOThe sample is generally held by using a suitable
sample holder, which is mounted on a computer controlled piez&lectric scanningX-Y-Z
stage. The probe beam is focused to a diffraction limited spot size (~ 800 nm) at the sample

surface with the help of the MO and th&-travel of the piezoelectric stageThe pump beam
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is spatially overlapped with the probe beam after passing through the same M&hd is
carefully placed at the centre of the pump beam, where the later is slightly defocused with a

spot size of ~ 1 um due to the chromatic aberratiomasshown in Fig.4.17(a).

The backreflected beams from the samples are collected and collimated by the same
microscope objective (MO) and are reflected by the beam splittersBowards the detector.

In this path, gnall parts of the backreflected pump and probe beams are sent to a CCD
camera(after reflection from a glass slide @ for viewing the spatial overlaps of the pump
and probe onto the sampleThe remaining part is sentto an optical bridge detector (OBD)
after filtering out the pump beam by a spectral filter(Fr). The optical bridge detector
measures the Kerr rotation under a balanced condition and separates it from the total
reflectivity signal. Consequently, the spin(Kerr rotation) and the charge and phonon
(reflectivity) dynamics are isolated from each otherA white light is reflected by a glass
slide (Gi) placed in between B and MO and is focused onto the sample surface through the
MO to view the sample structurewith sub-mm spatial resolution such that we can locate the

exact position where the pump and probe beams are focused onto the sample.

|A< Probe beam ]A< Probe beam

Pump beam Pump beam

H
AN 1 (b) »X

Fig. 4.17: Schematic diagramof the collinear geometry of pump and probebeams focused by a
microscope objective (MO) on the sample surfaceith (a) in-plane and (b) outof-plane bias field

(H) geometry.
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Any ray with non-zero angles of incidencearries information about the longitudinal Kerr
rotations, if any, present in themagnetization dynamics. However, in our measurements
we have not used split photodiodesand hence,the longitudinal Kerr effect gets averaged
out to negligible net value and we primarily measure the polar Kerr rotationStill, there can
be a finite longitudinal Kerr rotation component mixed with polar Kerr rotation if the
incident beam is not perfectly normal to the sample/MO or the beam does not travel along

the axis of the MO.

(A-B)

Lock-in-amplifier 2

Lock-in-amplifier 1
(A+B)

Fig.4.18: Schematic diagranof the optical bridge detector unit is shown.

The geometies ofdc bias magnetic field for different samples areshown in Fig.4.17. For
samples with high perpendicdar magnetic anisotropy (PMA) and nanowires, the bias field
is applied at a small angle (~ 10) to the surface normal of the samplesvhereas for the rest
of the samples, itis applied at a small angle< 15°) to the sample plane. Initially a high
field is applied along the normal to the sample (for high PMA samples and nanowires) in
the sample plane(for the rest of the samples) to saturate the magnetizationThe magnetic
field strength is then reduced to the bias field valudo ensure that the magnetiation
remains saturated along the bias field direction. The bias field is tilted to have a finite
demagnetizing field. This demagnetizing field is eventually modified by the pump pulse to

induce the magnetization precession within the sample and we measutke corresponding
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polar Kerr rotation for the out-of-plane component of the precession orbit of the tip of the

magnetization vector.

Fig.4.18 presents the schematiadiagram of the OBD used in the TRMOKE measurements.
There is a polarized beam splitter (PBS) at the entrance of the OBD, which splits the beam
into two orthogonal polarization componets. These two parts with intensitieda and Is are
then detected by two photodiodes A and B, respectively. The outputs of these two
photodiodes are then preamplified (by preamplifiers PAs) and used as inputs for two
operational amplifiers (Op-Amps) to measure the total signal A+Bi.g, Ia+ Ig) and the
difference signal AB (i.e.la- Is). The outputs of these two OpAmps are measured by the
lock-in-amplifiers (SR830)in a phase sensitive manner with the chopper frequency as the
reference frequency.lnitially, in the absence of the pump beam, the optical axis of this PBS
is setat 450 to the plane of polarization of the probe beam. Under this conditiom=Is, i.e,

A" E m AT A OEA AAOGAAOI O EO OnileAkextGiep, ihentliel A O/
pump beam excites the sample, the plane of polarization of the probe dra is rotated due

to the magnetooptical Kerr effect. Consequently, the optical axis of the PBS is no longer at
450 to the plane of polarization of the probe beam. As aresukElsand A" E m8 4EA 1 E
magneto-optical Kerr rotation is proportional to the sample magnetization and hence the
signal AB gives a norinvasive way of measuring the magnetization of the sample. Thus, by
measuring AB as a function of time, magnetization dynamics over different timscales are
observed. This magnetization dynmics can be used to extract various material parameters
including Gilbert damping, magnetic anisotropy, saturation magnetization, gyromagnetic
ratio of ferromagnetic thin films, multilayers and confined structures. On the other hand,
the time-resolved reflectivity of the sample gives us the charge and phonon dynamic$he
schematic diagram $ shown inFig.4.18. The outputs (A-B and A+B)are regularly checked
while aligning and optimizing the function of the OBD. In our set up the PBS and the two
photodiodes A and B are mounted on a stage attachedtlw a precision rotation mount,
while the electronic signal processing is done in the circuit placed in a separate boging
low noise amplifiers and connected by low noise cables and connectofiis improves the

stability of the signal and the ease of djzal alignment.
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The collinear pumpprobe geometry enables us to achieve a diffraction limited spatial
resolution of about 800 nmalong with a temporal resolution of about 100 fs limited by the
cross-correlation between the pump and probe pulses. The bat@ed photodetector or OBD
helps to achievea very high measurement sensitivity of Kerr signal (~ pdeg) because a
small variation of the Kerr rotation or ellipticity can be measured on top of a zero or

negligible background.

4.5.2.4. Development of TRMOKE microsqgee and its alignment procedures

The alloptical TRRMOKE microscope in our laboratoryoffers an excellent spatietemporal
resolution [217]. However, this requires very thorough and methodical high precision
optical alignments of the set up. During the construction of the set up, a complete thorough
alignment was performed. The TRMOKE set up consists of highly sensitive lasers, a
number of linear and nonlinear optics, precision mounts and motion controlled stages.
Hence, the entire set up is extremely sensitive to the vibration, temperature, humidity and
dust level in the laboratory. Hence, a careful control of the lab conditions is necessary to
avoid large longterm drift of the alignment. However, even with all precautions, small
amount of misalignment of the laser and the optical components occur whichdds to a
degraded spatial resolution and reduced signaio-noise ratio. As a result, systematic minor
alignments are often required to achieve good quality signal from the set up before each
measurement. Below, we discuss step by step systematic alignmegrbcedure performed

for the development and maintenance of the set up during the course of this thesis.

At the very beginning, the optical tables with vibration isolations are installed on the
ground floor of the laboratory. The flat surface of the table has to be exactly parallel to the
horizontal base of the ground. The heights of the vibration isolatiorefys could be adjusted
to make the flat surface horizontal. This is confirmed by a spirit level. The table is kept
under floating condition with a low noise air compressor attached to the air lingnanifold
feeding air to each of the isolatotegs. Ituses alaminar flow damping, whichemploys many
tiny orifices, resulting in greater damping efficiency. The air volume between piston motion
and damper airflow is minimized by the hybrid chamber design Moreover, it hasbuilt in
leveling indicators, which provide visual feedback ensuring the table is properly floating

at the correct level. The combination of broadband and tuned damping provided an
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outstanding stability to the laser and the optical setup against the ground vibration as well

as the acoustic noise
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Fig.4.19: A typical modelocked power spectrum of the output beam from Tsunami.

In the next stage, the lasers (Millenia, Tsunami) and SHG are installed on the optical table.
An optimized diode current andtemperatures of the diode laser are set first at which the
performance of the Millenia is most stable. In the next step, the laser is switched on. From
this time onwards, the cavity of the Tsunami is continuously purged with ultra high pure
(99.999%) dry N2 gas till the completion of the experiment. It takes about 605 minutes
(warm up time) for the laser to achieve a stable mode locking. All the routine alignments
are done only after this warm up.The power spectrum of the output beam from the
Tsunami is monitored first by a fiber optic spectrometer (Ocean Optics model no.
USB4000). The central wavelengthlg) of the spectrum is set close to 800 nmHKig. 4.19)
and the full width at half maxima (FWHM) is adjusted to greater than 12 nm by iteratively
adjusting the micrometer drives of the slit for wavelength selection and the prisms for
dispersion control in the Tsunami The laser output power is routinely optimized primarily
by adjusting the cavity end mirrors and occasionally by the output couplers and GVD
micrometer drive. The part of the fundamentalbeam, which is sent into the SHG for

frequency doubling, is guided by the beam splitter B(Fig.4.16). The beam path inside the
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SHG is controlled externally by aligning the beam splitter Bwith the horizontal and
vertical screws attached to its mount and by adjusting the phase matching angiethe BBO
crystal inside the SHG through the external micrometer screw. The output of the SHG
serves as the pump beam in ouexperiment. A circular beam proile with uniform intensity
distribution within the beam profile (i.e, close to TEMo mode) is essentialfor both pump
and probe beams. Care has ba taken in the alignment of the SHG to obtain this desirable

pump beam profile. However, for the probe beanma TEMo mode isessentially observed

X  ALIGNMENT OF THE BEAMBEFORE THE RETREREFLECTOR

The weaker part of the fundamental beam serves as the probe beaior the height

adjustment (14.4 cm, from the top surface of the optical tabledf both the pump and probe

AAAT 6h xA OOA A OAEAOAT AA AAI | Aelectdr,Ghe rebA OAAAI|
beam is guided by four mirrorsMr1, M2, M3z and M4 (Fig.4.16). The beam is always aligned

in a rectangular path cutting across a set of holes on the optical table for the convenience of
alignment. At first, the retro-reflector is removed and the beam is made parallel to a set of

holes up to the other end of the optical table. The height of the beam, throughout the whole
DAOEh EO Ai 1T EZEOI AA AU OOEIT ¢ OEA OA &Ekiedddr AA OAR
is mounted on the delay stage.

X  ALIGNMENT OF THE RETR-REFLECTOR

The motivation behind the alignment of the retroreflector is to align the axis of retro
reflector and the axis of motion of the delay stage exactly parallel to the incident beam
path. The procedure is schematically shown ifrig. 4.20(a)-(d). At first the delay stage is
placed on the optical table in such a way that its axis becomes parallel to an imaginary line
going through the set of holesThe @eam heightis placed after Ms. The beam is supposed
to pass through the middle of the hole in thebeam heigh® When the retroreflector is
moved to the extreme left side (L) of the stage and the height (14.4 cm) and horizontal
positions of the beam are adjusted Y Mr3z with the help of screws, S1, S2 and S3ttached

to its mount as shown inFig.4.20(b).
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Next, the retro-reflector is moved to the extreme rightside (R). The position of the beam on
OAAAT EAECEOS6 xEI1 AA OEEEOAA &EOI T OEA EITTA
stage may not be exactly parallel and the position of the beam is adjusted to its previous
Pl OEOQET T {ETIT A lwithtteBEelpofBAAI EAECEOSQ
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Fig. 4.20: Schematic diagrams ofa) alignment procedure of the retro-reflector, (b) a kinematic
mirror mount along with the screws on itand (cd) alignment procedure of probe beam (c)just

after the retro-reflector and (d) after the polarizer.

The retro-reflector is again moved to L position and the beam position is adjusted by
mirror M. This procedure is continued iteratively till the beam position remains
unchanged when the retroreflector is placed at two extreme ends of the delay stage. After
that the ®eam heighBis shifted to a much far away position from the retrereflector
(typically 3-4 m) and the above praedure is again performed for further improvement of

the alignment of the retro-reflector. Once this is done, we may conclude that the incident
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beam has become precisely parallel to the motion axis of delay stage and the alignment of

the retro-reflector is considered to be complete.

X ALIGNMENT AFTER THE ETRO-REFLECTOR

After the retro-reflector the probe beam travels through a long path as shown iRig. 4.16.

Two mirrors Mrs and Me are placed right after the retroreflector for the alignment of the

probe beam. The probe beam is reflected to &by Mis and is approximately made parallel

to the line of holes on the optical table by M8 4 EA OAAAI EAECEOS6 EO DI
Mrs at two positions (Fig.4.20(c))T T OEA 1T POEAAI OAAT A 1 AOEAA AO
toMsh AT A OPI OEOEIT ¢86h xEEAE EO Al 1T OA O OEA 1|
joining the two positions should be exactly parallel to the line of holes on the optical table.

4EA OAAAI EAECEO8 EO AEEOOO bslisfadisidd tdriake@iei OE OE |
AAAI DBAOO OEOI OCE OEA T EAAIT A 1T £ OEA HHen A EI
OEEAZOAA O1 ODPI OEOEIT ¢6 Aled OEA AAAAI EPAACEQ
iTOAA AAAE O1 OPI OEOEI1T pd AT A OEA AT OEOA pPOI
atthetwoDT OEOET T O 1T £ OEA OAAAI Hik&ey B hagnifledBA O OE A
two convex lenses (L and L2) placed in a telescopic arrangement in the beam path. It

should be ensured that the beam is passing through the centre of the lenses at normal

incidence to avoid spatial chirping.

The beam is then pased through the centre of a GlaiThompson polarizer. The spatial
profile (shape and intensity) of the transmitted beam is symmetric on both sides of the
centre. The transmitted intensity from the polarizer is made maximum by setting the
optical axis of thepolarizer parallel to the polarization axis ofthe beam. The beam then
reaches the MO along the path shown ilRig.4.16 with the help of the mirror Mr7, the beam
combiner Bz (50:50 beam splitter) and another keam splitter B3 (50:50). The dielectric
coating of B faces the probe beam. The reflected beam frome B made exactly parallel to
the array of holes on the optical table and the height is adjusdeto 14.4 cm. For this
alignment, again two positions on the optical table are marked (in the absence of the MO)
as shown schematically inFig. 4.20(d) and the alignment is achieved with the aid of M,

M7 and the ®eam heightin a similar fashion as mentioned previously.
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X ALIGNMENT OF THEPUMP BEAM

The pump beam is guided to Bwith the help of three mirrors Mo1, M2 and Mz as shown in
Fig.4.16. At zero delaythe optical path lengths of pump and probe beams should be equal.
The desirable position of the zero delay is close to IFig.4.16 and Fig.4.20) so that we can
have a maimum utilization of the length of delay stage as the timalelay between the
pump and probe beamsBefore alignment of the pump beam, we calculated the optical path
length of the pump and probe beams starting from the beam splitter Band ending at the
beam combiner B. For calculating the optical path of the pump beam the optical path
inside SHG, shown irFig. 4.15, should also be taken into account &arately. The optical
path of probe was calculated by keeping the retroeflector at L. The path length of pump
beam is kept slightly longer (1015 mm) than the path length of the probe beam when the
retro-reflector is at L in order to get a negative delayprobe beam reaches the sample
before the pump) between pump and probéeams. The difference between path lengths of
pump and probebeamsare adjusted by repositioning the mirrors Mb1, Mb2 and Mss. Once
the positions of the mirrors are fixed, the alignment of the pump beam is initiated. Since we
are working with collinear pump-probe geometry, the pump beam has to be made
precisely collinear with the probe beam after B. Consequently, with the help DMb1, M2
and M3, the pump beam after Bis aligned in a similar manner as the probe beam as

discussed in the last section.

x  ALIGNMENT OF THEMICROSCOPKEBJECTIVE(MO)

The alignment of the MO is one of the most crucial steps whi@nsure a good spatial
overlap of the pump and the probe beams. To aligitne MO, first, a white screen is placed
perpendicular to the beam path Fig.4.21) and the incident postion of aligned probe beam

is marked on the screen in the absence of the MO. Then the MO is mounted in such a way
that the incident beam almost fills the back aperture of the MO as shown kg.4.21. The
output beam from MO is made tancident on the white screen in a defocused condition. If
the beam is incident exactly on the centre of the back aperture and passes through the axis
of the MO, then thedefocused beam on the white screen should be exactly circular with

equal intensity and the marked position of incident beam without the MO should be at the
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centre of the defocused beam. Any discrepancy implies that the incident beam on MO is not
exactly entered. In that case the MO is moved either horizontally (for adjusting horizontal
shift) or vertically (for adjusting vertical shift) to correct this misalignment. The intensity
profile of the defocused spot is adjusted with the tilt of the axis of the ®till a symmetric

intensity profile is achieved.

Incident beam +

Microscope

W ARG objective (MO)

Expected beam
position without
the MO

Fig.4.21: A schematic diagram showing the alignment procedure of the microscope objective.

Defocused
spot

x  ALIGNMENT OF THEOPTICAL BRIDGEDETECTOR(OBD)

First, the probebeam is made parallel to the array of hole on the optical table with the help
of mirror Mr s without the OBD. The OBD is then placed in such a way that the beam is
incident on the centre of thefront aperture of the OBD. The beam then falls on the two
photodiodes andreflects back through the front aperture ofthe OBD. To ensure that the
incident beam and the axis of the detector are collinear, the backflected beams are made
collinear to the incident beam. This is achieved by placing an aperture the incident beam
path little before the OBD and rotating the OBD around its horizontal and vertical axes to
bring the backreflected beams back to the aperture. The output voltages A, B, A+ B argd A

B are also monitored for finer alignment of the detector.
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4.5.2.5. Sane Routine Alignments
Generally, all the alignments mentioned above are not required to be performed

daily. They are required durng the construction of the setup. However, performances of
the lasers generally degrade after few months (4 months) due the change in the
environment. Hence, a routine alignment of the laser cavity has to be done and this may
result into a significant walking of the output beam from the Tsunamiln case there occurs

a significant walking of the output of the Tsunami, the aligment procedures mentioned in
the previous section (except the alignment of optical table) are required. In general, few
steps as mentioned below are always followed, before starting daily experiments, to ensure

a good alignment.

1 At first, the output power and spedra of Tsunami aremaximized after adjusting the
central wavelength ¢o = 800 nm) and FWHM (~ 2 nm or more) with the help of
external micrometer controllers of Tsunami
§ The alignment of the retrcOA £l AAOT O EO AEAAEAA &erBHPI AAET
and by moving the retroreflector from L position to the R positionof the delay
stage. If there is ashift of the probe beamwith the movement of theretro -reflector,
then the alignment procedure explained in sectiod.5.2.4.is performed.
T TheAT 11 ET AAOEOU 1T &£ OEA pOIi P AT A DPOI AA AAAI
EAECEOG AZ£OAO OB8.Bothhbkains shduld goittiedugh @he hole on the
beam height. The overlap is further confirmed by observing their images in CCD
camera.Any misalignment is fixedwith the help of mirrors Mp1, Mz and Me, M7.
1 Next job is to check whether the pump angirobe beamsare co-axial with the MO or
not. For that purpose, the MO is moved back and forth with the help of micrometer
screw attached tothe stage onwhich it is mounted. The pumpand probebeams are
focused and defocuseavith the movement of the MQ which can bemonitored in the
TV screen attached to the CCD camera.movement of the centrgs) of the pump
and/or probe spot(s) in the TV screeneither along the horizontal direction or the
vertical direction implies that the beam(s) is (are) not ceaxial with the MO. In that
case, he pump andor probe beamsare made collinear with the help of the mirrors
Mb1, Mbz and Ms, M.
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1 Finally, the alignment of the OBD igonfirmed by aligning the back reflected beam

from OBD with the incident beam.

On top of all these routine alignments, a fine tuning is required before starting the
measuranent. This isusually done by optimizing thereflectivity signal from some standard
sample. We use a small piece of Si(10®afer as the change in the reflectivity signal is
significant in this sample. It is mounted on a sample holder with its polished surface facing
the incident beams. The pump angrobe fluences are chosen to be about 10 mJ/émnand 2
mJ/cm? by adjusting attenuators A and A. The total reflectivity in the presence of the
pump beam, just after the zero delay (by moving the stage to the position just after the zero
delay), is checkedFor a reasonably good alignment, this value should kabove 600 nV in
our set up. Otherwise, the overlapof pump and probebeamson the sample surface is
improved by adjusting the mirrors Me1, Moz and Me, M7. After achieving the desired
alignment, the ime-resolved reflectivity data from the Si wafer is measured for about ~
2000 ps. The crosscorrelation of pump and probeis obtained to be around 100 fs by fitting

a Gaussian function to the reflectivity signal at the zero delay.

600 [ -

Reflectivity V)
S
o

oL - -
| L | L | L | L |

0 500 1000 1500 2000
Time delay (ps)

Fig. 4.22: The reflectivity signal obtained from a Si(100) wafer asa function of the time delay
between the pump and the probe beams. The decay of the reflectivity signal after the zero detay
be fitted with a double exponentialdecay functionto obtain the time constant of the longer decay

which is about 220 psin our case
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A typical reflectivity signal from the Si waferis shown as a function of the time delay
between the pump and the probe inFig. 4.22. The reflectivity increasesto a maximum
value right after the zero delay and then decays exponentially as the time delay increases.
The refledivity for the standard Si sampleused in our setup is found to decay with a time
constant of about 220 ps for agood alignment of the retro-reflector and the pump and
probe beams. A faster decay indicates poor spatial overlap of the pump and probe beams
for longer time delay. In that case, the retro reflector is moved to longer time delays from
the zero delay in steps and the reflectivity signal is optimized at each time delay with the
help of the steering mirrors. In this way, the delay stage is alignddr longer time delays.
After optimizing the reflectivity signal for 3 - 4 different time delays, the full timeresolved
reflectivity signal is measured again to check the decay constant. The entire process is
repeated unless the desired decay constant isbtained. Once the whole alignment is

finished, the set up becomes ready for measurements.

4.5.3. Static magneto-optical Kerr effect microscope (Static MOKE)
The static magneteoptical Kerr effect (Static MOKE) microscope was used to measure the
magnetic hysteress loops from some arrays of magnetic dots. The schematic diagram of

the set up is shown inFig.4.23.

Attenuator

Polarizer Chopper

A' B, q PA A

Lock-in Amplifier

OBD

Fig.4.23: A schematic diagram of static magnetoptical Kerr effect (Static MOKE) microscope along

with the direction of the applied bias fieldH.
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I ( Medaser of wavelength () = 632 nm was used for this measurement. The laser beam
passes through a variable attemator for controlling the intensity of the incident beam on
the sample. The intensity of the transmitted beam is controlled by moving the attenuator
perpendicular to the beam with the help of a moving stagd.he beam is polarized linearly
by passing it through a GlanThompson polarizer with s-polarization. This polarized beam

is then chopped at 2 kHz frequency by a chopper controlled by a controller unit. A lens is
used to focus the beam on the sample. The reflected beam is collected by another lens and
directed towards an optical bridge detector (OBD) as described in sectigh5.2 with the
help of a mirror. The magnetic field is applied in the normal direction tahe plane of the
sample. In this geometry the polar Kerr rotation is measured. In absence of any magnetic
field, first the balanced condition of the detector is obtained by rotating the axis of the
polarized beam splitter (PBS) slightly away from 45°. Toatibrate the OBD, the PBS is
rotated by 1° on both sides of the balanced condition and the dc output of the detector is
recorded. When the magnetic field is applied, the detector will no longer be in the balanced
condition (i.e, A, B). The difference sigal (A z B), which is proportional to the
magnetization of the sample, is measured as a function of the bias magnetic field to obtain
the hysteresis loop and is converted to Kerr rotation by multiplying it with the calibration
factor. The output signal ismeasured in a phase sensitive manner by using a loak

amplifier with the reference signal from the chopper.
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5. Literature s urvey

5.1. Introduction

Investigation of high frequency (ultrafast) magnetization dynamics in ferromagnetic thin
films and confined structures, such as magnetic multilayers (MLs), antidot lattices (ADLS),
nanodots, nanostrips, nanoparticles and nanowires (NWs) are interesting foboth
fundamental research and technological applicationsSince the timescale of the dynamical
processes involved in various applications is in the suhanosecond regime, it is essential
to understand the ultrafast magnetization dynamics inthese structures down to sub-

nanosecond scale in order to optimize the operational speeds.

The interface effects between layers in a periodically layered ultrathin magnetic and nen
magnetic structures give rise to some novel properties which are highly desirable in
present and future technology. However, the dynamics depends significantly on theyer
thicknesses. Depending upon the spacer layer thickness, one can have dipolar or dipole
exchange or exchange dominated spiwave (SW) modes in these systems. As a result,
these structures offer rich magnetization dynamics, which is important to undestand and
needs to becontrolled for various applications including data storage, spin transfer
torqgue-magnetoresistive random access memory (STWIRAM), magnonic crystals and in
magnetic metametarials with a negative refractive index in the high GHz fragency regime
[227]. Consequently, a large amount of studies are being performed on the matzation
dynamics on magnetic MLs by various methoddn this thesis, we will concentrate on
Co/Pd and Co/Pt MLswhich are considered to be strong candidates for these studies due to
their large perpendicular magnetic anisotropy (PMA) and strong sphorbit coupling, and
hence large magneteoptic Kerr effect. Consequently, patterning these MLs to nanoscales
has also created large interest. Exchanegpring (ES) bilayers also emerged as promising
candidates for storage and permanent magnet applications. Thexchange coupling
between soft and hard layers gives an option to modify its properties for different
applications. The spintwist structure introduced in the soft layer, due to the presence of

the hard layer, affects the propagation of SWs. As a resulewa SW modes are observed in
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the ES regime as opposed to the rigid magnet regime and they depend strongly on the soft
layer thickness [194]. These features have triggered considerable interest in the ES
samples. On the othe hand, ferromagnetic (FM) nanowires (NWs) have attracted
significant attention due to its high and tunable shape anisotropy. Their dynamic
properties significantly depend on the material as well as their diameter and aspect ratio.
The finite width and pading density of the NWs play crucial role in determining their
magnetization dynamics [228]. The shape aisotropy competes with the
magnetocrystalline anisotropy of the material and the anisotropydue to the inter-wire
magnetostatic interactionsto modify the SW modes in the system. A mode localized in one
particular region of the NW can be transferred to som other region by simply applying a
dc spin-polarized current. Hence, these magnetic NWs offer a vast field of study. Below, we
will briefly discuss about some previous studies of magnetization dynamincs in these

structures.

5.2. Magnetic multilayers

Initial ly, studies were performed on MLs with thick spacer layer so that the constituent
layers are notexchangecoupled. Hence, in these structures purely dipolar collective modes
were observed. A dipolar surface wave mode exists in each magnetic lay229-231] and
due to the dipolar stray fields, these modes may get coupled via the spacer layers and form
collective excitations. The exchange interaction and surface anisotropies can sigrafitly
affect the SWmodes In ML, due to the presence of many interfaces, this effect is strongly
enhanced. So, if the spacer layer is thin enough to allow coupling between the magnetic
layers, then theSW spectra changesignificantly. In magnetic ML withultrathin layers, the
dipolar collective modes (except the stack surface mode) gets converted to exchange
dominated modes (PSSW modes) in the full coupling limit. In case of Co/Pd MLs, theoretical
calculations show that the effect of interlayer exchange apling comes into play only when
the layer thicknesses are < 50 A. BLS experiments performed on [Co/BdML with varying

Co layer thickness[232] show that when the individual Co layers & 32 atomic layers

thick, collective dipolar SWexcitations are observed. With decreasing thickness, the band
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width of the collective excitations decreases upto a thickness of 4 atomic layers. Beyond
this thickness, the surface mode frequency remains fige however, the frequency of the
bulk mode increases. For irplane magnetized Co(25A)/Pt ML with varying Pt layer
thickness also, studies confirm the presence of multimode spectra due to the coupling of
the Co layers[233]. Theoretical calculations performed with a semclassical model inthe
magnetostatic limit [234] show surface SW modes in ultrathin films can be extremely
sensitive to PMA at intefaces. For a stack of six 8.8 A Co films separated by some nhon
magnetic spacer layer of thickness 7.6 A, when the surface anisotroiy< -0.4 erg.cn?, the
magnetization prefers an outof-plane orientation. For this configuration, the surface mode
merges into the bulk band whereas the lowest order bulk mode becomes strongly localized
to the sample and becomes soff235]. This rich SW spectra in MLs hence contain
information on interlayer coupling, magnetic properties including saturation
magnetization, g-factor, voloume and interface anisotropies and spatial variation of
magnetic parameters[231-232, 234-235]. For example, epitaxial (100) textured Co(3
5A)/Pt(17A) MLs show a broad band of collective SWs. The extracted volume K.) and
interface (Ks) anisotropy values show that in these MLy > Ks, and the SW spectra is
determined by the in-plane anisotropy. On the other hand, in polycrystalline (111) textured
Co(3-5A)/Pt(17A) MLs Ky < Ks, and hence these MLs show high PMA. In both cases, the
broadening of SW spectra is found to be due to the variation of interlayer exchange
coupling constant and local variation of Co layer thickness (which means local variation of
effective anisotropy in presence of a strong interface anisotropy)236-237]. Fdlowing
these findings, several works on magnetization dynamics in magnetic MLs by various
measurement techniques were started22, 238-251]. Study of magnetization reversal of
PMA Co/Pt ML in ultrashort time scale establishes the crucial role of anisotropy in
determining the reversal behaviour[22, 245]. At the time of the magnetic &ld excitation,
the lattice may freeze into phonon distorted state. This causes some local changes in the
electronic band structure, which in turn modifies the anisotropy due to the spirorbit
coupling. As a result, instead ofiaving a sharp region, a broad transition region between
two magnetization states is observed. Broadband extraordinary Hall effect (EHE)
microcircuits were also used to measure the high frequency magnetization dynamics of

PMA MLs [246]. However, the breakthourgh in this research area is the aloptical
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excitation and probing of magnetization dynamics in PMA Co/Pt M& by TRMOKE
technique in 2007[216]. A systematic study is performed witHCo(4A)/Pt(8A)] n MLs with
varying no. of bilayer repeats ). Due to high PMA, very fast precession frequncy is
observed for all samples. The PMA values decrease with increasmghereas the damping
parameter | increases with increasingn. The enhanced iteraction between magnons and
conduction electrons was suggested as a possible mechanism for the enhancemenj of
with n. On the other hand, when thg values were calculated from domain wall motion in
Pt/Co/Pt films, they were found to be independent of @ layer thickness although PMA
increases with decreasing thicknesg249]. TRMOKE measurements on Pt/Co/Pt films
show that the PMA is inversely proportional to the Co layer thickneg®50]. The] values
were also found to be dependet on Co layer thickness, but they do not follow any
particular trend. On the other hand, in CoFeB buffered [Co(0.3 nm)/PeIMLs with varying
Pd layer thickness, it is found that thg value depends on the Pd layer thicknesalso.The
CoFeB buffedayer significantly affects both the precession frequency ang of the films due

to its in-plane anisotropy[252].

Not only the SWspectra,| or PMA, in MLs one can even control the speed and efficiency of
ultrafast demagnetization [253]. By using the spirpumping mechanism[254-256], it has
been found that it is possible to control the efficiency of spiangular-momentum transfer

by introducing a spacer between two ferromagnetic (FM) layers. If the mgnetizations in FM
layers are parallel (P configuation), then there will be no spin current. But if the
magnetizations are antiparallel (AP configuration), then there will be some non zero spin
current. In Co/Pt MLs, by introducing different spacer layers (NiO or Ru), significant
changes in the ultrafastdemagnetization were observed. In case of Ru spacer layer, in AP
configuration, larger magnetization loss along with ~25% faster demagnetization was
observed as compared to the P configuration. This difference in the demagnetization times
between the P anl AP configurations was not observed when NiO spacer layer was used
however, there was still a difference in the amount of demagnetization for P and AP
configurations. The ~25% decrease in demagnetization time in AP state for Ru spacer layer

was attributed to the direct spinrmomentum transfer between two CePt layers.
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5.3. Exchange-spring magnets

Though there areseveral studies o magnetization dynamics @ magnetic MLs with PMA,
there areonly limited numbers of reports in the literatures on the magnetizationdynamics
of ES magnets anthere have beemo report on time-domain measurementson ES systems
at all. Dynamical measurements on the Si@o/Fe ES biayers by BLS techniqud57, 257]
show interesting dependence of magnon frequency on the applied field. The So layer
thickness was fixed at 200 A and the Fe layer thickness was varied from 25 to 200 A and
field dependence of the magnon frequency was measured. dftleanest spectra were
obtained for Fe layer with thicknessof 100 A. The spectra were obtained for two
configurations: applied field (H) along i) hard axis and ii) easy axisf the system.For fields
along hard axis, the results were same for positive aregative fields, which can be justified
by symmetry arguments.However,for fields applied along easy axis, the results for positive
and negative fields were significantly different. The frequency first decreases with
decreasingH upto H=-2.5 kOe whereit attains a minimum value indicating the onset of the
reorientation of the Fe film into a spiral structure. Beyond this iH is decreased further, the
frequency starts to increase and shows a jump atl = -5 kOe due to the reversal of
magnetization in the SmCo layer. Below this field, the frequency values are similar to those
for the positive fields. The experimental results were qualitatively described by a simple
theoretical model employing layerby-layer permeability calculations[258]. An interfacial
exchange field of 2.4 kOe in 100 A Fe layer was obtained from the calculation. The presence
of the hard layer dso affects the inplane anisotropy of the soft layer. To find the functional
dependence of the isplane anisotropy [259], the FMR spectra of Sato(x)/Fe(y) ES bt
layers with (x,y)= (20,20) and (35,30) nm were recorded as a function of the iplane angle.
The spectra were characterized by symmetric line shapes. S@o(20nm)/Fe(20nm) sample
was measured at room temperature but SrCo(35nm)/Fe(30nm) was measuredat 150 K
to prevent SmCo from switching during the measurements. Measuremestshow the
presence of three anisotropy contributions: i) an outof-plane anisotropy dominated by
shape effects, ii) a unidirectional exchange anisotropy originating from the sing interface
interactions between SmCo and Fe layers and iii) a crystal field anisotropy consistent with

that of epitaxial (211) Fe. By similar measurements in St&o(20nm)/Fe(20nm) samples,
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three SWmodes were observed: one bulk and two surface modd260] in both in-plane
(IPG) and outof-plane (OPG) geometry. For IPG, the bulk mode was found to shift to lower

field values and disappear at an angle of 40

Another very important candidate for the hard magnetc layer in an ES bilayer is FePt.ts
high thermal stability [261] and large uniaxial magnetic anisotropy originate from the spin
orbit coupling of the Pt and the hybridizationbetween Pt & and Fe 3 states [262-263].
This high anisotropy and broad relaxation channel originating from the sphorbit coupling
results in high precession frequency and small relaxation time in FePt which is extremely
desirable for technological applications. There are two very important studies on the
ultrafast magnetization dynamics of Ld-ordered FePt films[264-265]. In case of 6.5 nm
thick FePt film, it was observed that the precession frequency did not show any monotonic
dependence on the applied fieldH. However, the relaxation time increases slowly andj
decreases steadily with increasingH [264]. As one of the possible reasons of this
dependence, inhomogeneity ofthe effective anisotropy in the sample was suggested.
Whereas in the other study[265], the precession frequency was found to increase
systematically with increasing H, however, a slight decrease in the relaxation time with
increasing H was observed. Another important finding of this work was that both the first
and second order anisotropies in the FePt layer contribute in determining its magnetic
behavior. However, later it was found that in L3-ordered FePt films, only first order
anisotropy is important [266]. The presence of a small hardxis hysteresis causes local
fluctuations of the internal fields that influences the shape of the hardxis hysteresis loop
and often misinterpreted as a second order anisotropy. FMR measurements on
FeP{10nm)/Fe(2 and 3.5nm) show how the magnetization dynamics depends on the soft
layer thickness in an ES magnd®67]. For 2 nm thick Fe layer, the biayer behaves as a
rigid magnet. However, when the Fe layer thickness is increased to 3.bm, the bilayer
behaves as an ES magnet and in addition to the rigid magnet mode; two additior&lV
modes are observed. Similar results were also obtained by micromagnetic simulations
[268].
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5.4. Magnetic nanowires

The study of SWs in magnetic NWs dates back to the 1991 when discrete modes in the SW
spectrum of permalloy (Py) NW array were observed at a single value of wawvector k.
However, the origin of the modes was not identified at that time. The origin of this
guantization was discovered later in 1998[269]. BLS measurements on Py NWswealed

the existence of discrete SW modes in the lowregion. Interestingly, these modes did not
show any noticeable dispersion and behave like standing wave modes. They were observed
over a continuous range ok for a wire of finite width. These modes wee not much affected

by the separation between the wires. Hence, it can be believed that these modes originate
purely due to the finite width of the wires. More than one set of discrete modes were
observed in the experiment. The lowest frequency modes appeed near zerok whereas
higher frequency modes appeared at highek values with an increase in the corresponding
cut-off k. The frequency splitting of the discrete modes was found to decrease with
increasing wave number. Beyond a certain value df, continuous film like dispersion is
obtained. It was proposed that each wire acts as an independent scattering centre. The SW
modes, in that case, were described by truncated plane waves and henkeyas no more
conserved. As the dynamic component of thenagnetization was no longer a periodic
function, the Fourier transform was norizero over a continuous range ok and hence, the
discrete modes were observed over a finite range & No clue of the zone folding effect due

to the periodic nature of the NW arangements was found.

The quantization of modes were also supported by theoretical studieR70]. From FMR
studies [271] on Ni, Co and Py NWs, it was found that tlresonance frequencies depend
strongly on the material. The frequencies of Co were higher than that of Ni for all bias field
values whereas the frequencies values of Py were in the intermediate range. It was found
that above a certain critical fieldHs, the frequency varied linearly with the applied field for

all samples, whereas belows, there is a deviation from the linear relationship. In the linear
regime, the samples were in saturated state and the dependence was well explained by the
Kittel [144] formula. On the other hand, the behavior belowHs was attributed to the
unsaturated state of the NWs. The effect of dipolar coupling between the NWs was also

characterized by the FMR techniqu§272-274]. The dipolar coupling acts as an additional
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anisotropy which acts in a direction perpendicular to the wire axis. For an array of Py or Ni
NWs, we have only the shape anisotropy along the wire axis. In that case, if the wire density
is increased, the effective anisotropy will decrease. Eventually, tligpolar interaction may
overcome the shape anisotropy and a crossver between easy and hard directions of

magnetization can be observed.

To understand the results obtained experimentally, theoretical models were developed for
the SW modes in circular NW under the application of uniform microwave field[275-277].
Later, this theory was generalized for NWs with arbitrary cross section§278]. Integral
equations were developed using the extinction theorem to obtain both eigenvectors and
eigenvalues. This theory also provided an insight to the effect of roughness on the SW
modes[279]. It was found that to the first order, the roughness could cause a shift in the
frequencies of the SWs in the magnetostatic limit. Theoretical calculations wereormed

to calculate the differential crosssection for inelastic magnon scattering of nospolarized
neutrons [280]. The crosssections for SWs of different forms, due to the deltfunction
dependence, were found to be strongly depelent on the direction of the wavevector k.
Further, studies on Py NWs by BLS showed that under the application of a small transverse
field, a branch of low frequency SW modes appeardd81]. However, this branch did not
exist for fields applied along the longitudinal direction. With increasing transverse field, a
SW hybridization was observed in the vicinity of the switching fieldA Hamiltonian-based
microscopic theory for NWs with inhomogeneous magnetization showedthat the
appearance of thislow frequency mode was a conseqgence ofsmall easyplane singleion
anisotropy at the NW surface. TR-MOKE microscopy was also used to measure the
magnetization dynamics in electredeposited Py NWs with high packing density and wire
diameter much greater than the exchange length of H228]. The experimental data were
supported reasonaly well by the micromagnetic simulations. The competition between
shape anisotropy and the anisotropy associated with the intewire magnetostatic
interaction in the array was investigated. Simulations of the remanent state revealed the
presence of antiferomagnetic alignment of magnetization in adjacent NWs and formation
of vortex flux closure structures at the ends of each NW. As the applied bias field was

increased from the remanent state, the ground state changes and accordingly, the profile of
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the resonant mode changes from nonuniform to uniform nature within the plane of the
wire. As a result, the frequency of the mode was found to decrease initially with increasing
bias field. Resonant modes were also studied for fields applied in the direction
perpendicular to the wire axis. The dependence of the SW spectra on the packing density
and the dispersion relations for the modes propagating through the array for field parallel
to the wire axis were also investigated. Finally, a tunneling of the end modesrdligh the
middle of the wire was observed due to the extended penetration of the dynamic
demagnetizing fields into the middle of the wires and also due to the lowering of the tunnel

barrier by the static demagnetizing field in the array.

BLS spectra obtaied from low aspect ratio Ni nanorods[282] possessed two important
features: 1) two-peak structure of BLS lines de to the presence of zones with high density
of states in the spectrum of SW resonant modes localized in the nanorods and 2) high
asymmetry between Stokes and anibtokes lines. To study the effective anisotropy field
Hani in an array of FM NWs, anisotrop field distribution (AFD) method was implemented
[283]. The resonant SW modes in arrays of Ni, Co and Py NWs were measured by FMR
technique first. It was found that if the magnetocrystalline anisotropy of the system is
negligible, then the AFD method provided an accurate estimation ékni. Determination of

Hani by AFD method included the intewire dipolar interactions also. However, if the
magnetocrystalline anisotropy of the system was high, then complex magnetization
processes other than the coherent rotation was observed when the magnetization was
relaxed from its saturation state and the accuracy of the results obtained from the AFD
method was found to decrease accordingly. FMR measurements along with first order
reversal curve (FORC) analysis were performed to explore the anisotropy in &besBi1 NW
arrays in which Co had two types of crystallinityz 1) c-axis oriented parallel to the wire
axis and 2)c-axis oriented perpendicular to the wire axis[284]. An apparent positive first
order anisotropy constant was observed for case 1, whereas case 2 showed the presence of
a negative uniaxial anisotropy. On the other hand, FMR studies on CoFeB NWs under the
application of transverse manetic field revealed the presence of two distinct modef285].
These two modes were observed below saturation field and modeled as the response from

two interacting populations of the wires, magnetized mirrorsymmetrically to each other
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relative to the plane of the array. Spatial profiles of the SW modes in cylindrical NWs ree
investigated by micromagnetic simulations[286-287]. Under the application of a spin
polarized dc current, it was observed tha apart from the edge mode, other SW modes
disappeared from the system. Surprisingly, when the current exceeded a certain critical
value, an edge mode transformed to the uniform mode of the NWs. As the edge mode varies
linearly with bias field, a particular frequency can thus be chosen and transferred through
the NW which is extremely desirable phenomenon in some present technological

applications.

Current and Oersted field induced domain wall dynamicsn FM NWs have been a research
field of intense interest due to their potential applications in race track memory288-289].

However, this is beyond the scope of this thesis and hence is not introduced in details.
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6. Correlation between perpendicular magnetic
anisotropy and Gilbert d amping in [Co/Pd] s

multilayers with variable Co | ayer thickness

6.1. Introduction

Magnetic multilayers (MLs) with perpendicular magnetic anisotropy (PMA)have attracted
attention due to their potential applications in patterned magnetic medig14],spin transfer
torgue magnetic random access memory (SFWMIRAM)[290-291] and magnonic crystalg3,
292]. For applications in magnetic media and STMRAM devices, large precession
frequency associated with the large PMA and a reliable and low damping constantare
desirable. On the other hand, for applications in magnonic crystals, broadly tunable
magnonic frequencies, and| with physical and material parameters are essential. All
potential applications demand large and broadly tunable precession frequencies, aih]
values and a correlation between the PMA angl. PMA is believed to originate from the
interface anisotropy due to the broken symmetry andi-d hybridization [107] at the Co/Pd
and Co/Pt interfaces. The competition between interface and volume anisotropies results
in a variation in PMA with the thickness of the Co layeftc) as has been reported in
continuous [293] and patterned[294] magnetic MLs. Consequently, a large variation in the
precession frequency in the picosecond magnetization dynamics of these MLs is expected.
On the other hand, it hasbeen predicted recently [250] that there may be a linear
correlation between PMAand damping based on existing theoretical work§l04, 295]. The
intrinsic Gilbert damping | and PMA both have their origins in the spiporbit interaction
and are appoximately proportional to , j w, whereu is the spirgorbit interaction energy
and Wis the d-band width. However, no clear correlation between the PMA anghas been
observed so far[216, 249-250]. Mizukami et al [250] observed an increases in| with
decrease intcobut it was not inversely proportional to tca In this work, we studied the
picosecond magnetization dynamics ifCo(co)/Pd(0.9 nm)Js MLs with tcovarying between

1.0 and 0.22 nm. We observed a systematic increase in the precession frequency pmdgth
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the decrease intco The extracted PMA, from the macrospin modeling of the precession

frequency, shows a linear correlation withy .

6.2. Sample fabrication

The [Cofcg/Pd(0.9nm)] s MLs were fabricated on (100) oriented Si wafer with a native
SiQ surface layer by dc UHV magnetron sputtering with confocal sputter up geometry
[294]. The Co target was tilted and arranged in a circle anad the central Pd target. The
substrate was rotated at 3 Hz during the deposition and placed at the focal point of the
targets. The base pressure of the deposition chamber was 2 x -#Gnbar and magnetron
sputtering was performed at 3 mTorr Ar pressure Tg1.5nm)/Pd(3.0nm) seed layer was
used to confirm the (111) texture with a mosaic spread of 7full width at half maximum
(FWHM). The samples were taken out of the chamber after the deposition of the Pd cap

layer.

6.3. Characterization and measurement of quasi static and

ultrafast magnetization dynamics

The interface qualities of the MLs were investigated by-Ky reflectivity (XRR) technique

as described in section 4.4.4f chapter 4. In this method, Xay reflection intensity curves
from grazing incident Xray beam are collected to extract i) individual layer thickness in the
ML and ii) surface and interface roughness. The electron density profile (EDP) can also be
determined in different layers. However, this is beyond the scope of our study. We have
used the Cu K, X-ray beam of wavelength 1.54 A for the XRR measuremeniEhe static
magnetic properties were investigated by both polar magnetmptical Kerr effect (RMOKE)
and vibrating sample magnetometry (VSM) at room temperatureln VSM, he magnetic
field up to 16 kOe is applied in steps of 100 Oe in two different orientations during the

measurementsz 1) along the normal to the ML and 2) in the plane of the ML.
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The ultrafast magnetization dynamics was probed by timeesolved magneteoptical Kerr
effect (TRMOKE) measurements in a twaolor pump-probe setup. The second harmonic
(I = 400 nm) of a Tisapphire laser (Tsunami, SpectraPhysics, pulsgidth < 70 fs) was
used to pump the samples, while the timelelayed fundamental { = 800 nm) laser beam
was used to probe the dynamics by measuring the Kerr rotation by means of a balanced
photo-diode detector, which completely isolates the Kerr rotation and the total reflectivity
signals. The pump and the probe beams were focused and spatially oegped onto the
sample surface by a microscope objective with numerical aperture N. A. =6B.in a
collinear geometry. A bias field F) of variable amplitude is applied at a small angle (~ 10°)
to the surface normal of the sample. The pump beam was choppai2 kHz frequency and a
phase sensitive detection of the Kerr rotation wasnade by using a lockn amplifier with a
reference signal taken from the chopperThe optical bridge detector completely isolated
the time-resolved Kerr rotation and the reflectivity data and there is no breakthrough of

one signal into another.

6.4. Results and discussions
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Fig. 6.1: X-Ray reflectivity data and the extractedthickness and interface roughness values for
[Co(tcy)/Pd(0.9nm)] s MLs.
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The average interface roughnesand thicknessvalues obtained after comparing simulated
and experimental results of the XRR data arg@resented in Fig. 6.1 along with the
corresponding XRR spectraThe average roughness value at the Co/Pd interface is about
0.05 nm. However, there is a slight variation (although, not a systematic one) in the
roughness values. Generally, in MLs, the magnetization dynamics gets cifée by the
interface roughness. Hence, here also we may see some effect of this variation in the
roughness values on the magnetization dynamics. The measured thickness values,

however, are close to the nominal values.

Fig. 6.2(a) shows the results obtained from VSM measurements on the series of ML
samples. The extracted magnetic anisotropy fieldHx) increases sysematically with the
decrease intcoand exhibits amaximum at 0.22 nm, beyond which it decreases sharply. The
saturation magnetization (Ms), on the other hand, decreases monotonically with the

decrease intcoover the entire range.
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Fig. 6.2: (a) Dependenceof magnetic anisotropy field and the saturation magnetization on the Co
layer thicknesstcoin [Co/Pd]s multilayer films, as measured by static magnetometry. (b) Hysteresis
loops from the multilayer samples obtained from polar MOKE measurement. (c) The timesolved
reflectivity and Kerr rotation signals and the corresponding FFT spectra from the multilagr sample
with tco = 0.5 nm, showing the frequencies of phonon and the precession of magnetization,

respectively.
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Fig.6.2(b) shows the magnetichysteresis loops as measured by the PMOKE. Although the
saturation magnetization cannot be characterized by using PMOKE but the anisotropy field
obtained from the VSM data are confirmed by the PMOKE loops.

Fig. 6.2(c) shows typical timeresolved reflectivity and the Kerr rotation data and the
corresponding fast Fourier transform (FFT) spectrausing a Welch window functionfrom
the ML with tco= 0.5 nm atH = 1.72 kOe. The prcessional dynamics appears as an
oscillatory signal above the slowly decaying part of the timeesolved Kerr rotation after an
ultrafast demagnetization within 600fs, and a fast remagnetization within 10 ps. The time
resolved reflectivity also shows an acillation with about 77 GHzfrequency, originating
from thermally excited strain waves[296], which is well above the frequency of precession
of 28 GHz for this sample, confirming that there is no crogslk between these two signals.
In addition, the precessional frequency shows clear variation with the bias magnetic

fields as opposed to thdrequency of oscillation observed in theeflectivity signal.

Table6.1: Variation of demagnetization, slow and fast remagnetization times wittco

Co layer thickness| Demagnetization Fastremagnetization | Slow remagnetization
(tco time times times
(nm) (fs) (ps) (ps)
1.0 500 5.8 225
0.75 500 6.2 350
0.5 600 6.0 400
0.36 600 5.5 280
0.28 700 6.1 550
0.22 700 4.8 490
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Although, aslow increase of the demagnetization timeas shown inTable 6.1, is observed
with deceasingtcq there is no such trend for fast and slow remagnetization times for these
MLs. However, the different values of these time®f different samples can be attributed to
the spins at different surface of the layerd297-298] and a variation of the spinorbit

coupling in these sample$299-301].

Fig. 6.3(a)-(b) show the time-resolved Kerr rotations and the corresponding FFT spectra
for samples with different tca All samples show a single precession frequency due to the
collective precession of thewhole stack which allows us to use the macrospin modeling of

their frequency and damping.
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Fig. 6.3: (a) The timeresolved Kerr rotation data after background subtraction and (b) the
corresponding FFTspectra are shown for [Co/Pd} films with different Co layer thicknesstco The
solid lines in Fig.6.3(a) correspond to the fit with eqn.(6.2). The applied bias fields are also shown

in the figure.

The vaiation of precession frequency with the biasmagnetic field is plotted in Fig. 6.4(a)

for various values oftco The precession frequency increases sharply fdeo S 0.75 nm
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indicating the sharp increase in the PMA in this range. The variation of the precession

125

frequency with bias field is analyzed by the solution of the Landalifshitz-Gilbert (LLG)

equation [132, 302] (egn. (2.44)) under macrospin model.
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Fig. 6.4: (a) The bias field dependence of experimental precession frequency (symbols) and the

calculated frequencieg(solid line) with egn.(6.1) are shown for multilayers with different Co layer

thickness. (b) The geometry for the macrospin model is showr{c) The damping coefficiat a

(symbols: experimental data, solid line: linear fit) is plotted as a function of 1£t, The extracted

perpendicular magnetic anisotropy Ker) and the saturation magnetizationMs (filled squares: from

TR-MOKE, open circles: from static magnetometry) are plotted as a function tf, The dashed line

shows the calculatedVisvalues, while the dotted line corresponds to the linear fit tdesf VS tco

For the experimental geometry as lsown in Fig. 6.4(b), the expression for precession

frequency obtained after linearizing LLG equation under small angle approximations

given by
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where g is the gyromagnetic ratio,a is the damping coefficientgand b are the angles made
by the equilibrium magnetization (M) and the bias field with X-axis, Keff is the effective
magnetic anisotropy andMs is the saturation magnetization.q is obtained by minimizing
the total energy of the system, whileb is known from the experimental geometry.a is

determined by fitting the time-resolved magnetization with a danped sine function

t

M (t) = M (O)e’ sin(ut - £) (62)

wheret = pr—a , T is the experimentally obtained precession frequency and is the initial

phase of oscillation[303].

The calculated frequencies are plotted as solid lines ifrig. 6.4(a) and are in good
agreement with the experimental data.a is found to be inversely proportional to tco over
the entire range, as shown irFig. 6.4(c). The extrapolation of the linear fit toa vs. 1/tco
data upto 1/tco= 0 givesa = 0.011, which is very closéo the value for bulk Cobalt (0.01). In
Fig. 6.4(d) we plot Kett and Ms as a function oftcq as extracted from the macrospin
modeling. Kett is also found to be inversely proportional tatcosimilar to &, indicating a clear
linear correlation between a and Ket. For a comparison theMs values, as obtained
independently from the static magnetometry, are also plotted as open circles Fig. 6.4(d).
The vaues of Ms obtained from the TRMOKE measurements almost coincide with those
obtained from the VSM loops. We have also calculated the variationMgwith tcoand found
that consideration of slight induced magnetization (15% of the Cobalt layer)of the Pd
layers [16, 303] is essential for a good agreement between the experimental and the
theoretical data(dotted line in Fig.6.4(d)) .
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Fig. 6.5: The damping coefficienta is plotted as a function ofKer (Symbols) and the dotted line

corresponds to the linear fit.

In Fig.6.5, we plota as a function ofKett, which clearly shows thata is directly proportional

to Keff with a slope of 4.33 x 1€ cc/erg. The values ofa obtained for [Co/Pd]s MLs in this
experiment are much lower than the previously published workg216, 250, 304305]. One
common channel of dissipation of energy is by scattering of the dorm precession with
short wavelength magnons due to the presence of inhomogeneities including defects,
which should increase as the thickness reduces. However, it has been reported that for
perpendicularly magnetized samples magnon scattering is less efteve [306] and hence is
ruled out in materials with high PMA. The second possibility is spin pumpinf254], caused
by the spin current generated by the precession of magnetization entering into the Pd layer
and getting absorbed due to its small spin diffusion length, thereby enhancing This is
usually accounted for by considemg the variation of the relaxation frequencyG= a ¥ls
with 1/ tcdt?22 but its value is much lower in our case than the previously reported values.
The third possibility is the decrease in bandwidthw for the Co atomic layer in contact with
the Pd due to the Co &Pd 4d hybridization [107]. The intrinsic Glbert damping a and
PMA both have their origins in the spirorbit interaction and are approximately
proportional to X2/ W, where x is the spinorbit interaction energy and W is the d-band

width. This is primarily an interface effect and effectively increass both a and Ket. The
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observation of direct proportionality between a and Kett strongly indicates that this may be
the primary mechanism of enhancement ok in our experiment. The fourth possibility is
the roughness and alloying effects at the interfacgd250]. However, while interface
roughness and alloying would increases, it would also decreaseKes, which is opposite to
our observation and hence this possibility is also ruled out. Other possibilities shcas
dephasing of multiple spinwave modes due to incoherent precession of the constituent
layers and formation of perpendicular standing waves are negligible because of the
observation of a collective precession of all the layers in the stack and uniform excitation of

the whole stack, respectively.

6.5. Conclusions

In summary, we have studied the timaesolved magnetization dynamics n a series of
[Co(tcg/Pd(0.9 nm)] s multilayers with variable Co layer thicknesstco The decrease irtco
increases the perpendicular magnetic anisotropyKesr, which effectively increases the
precession frequency and a broadly tunable precession frequendetween about 5 GHz
and 90 GHz is observed. The precession frequency was analyzed by macrospin modeling of
LLG equation due to the appearance of a single collective mode in these samples and the
saturation magnetization Ms a, and Kert were independently dbtained from the dynamics.
Both a and Keit are inversely proportional to tco and hence they are found to be directly
proportional for the first time as opposed to the previous reports [15, 18] The
enhancement ofa is possibly due to both spin pumping and thel-d hybridization at the
Co/Pd interfaces as both effects are inversely proportional to 1. However, only the later

is directly correlated to the enhancement oKett due to the decrease in bandwidthV of the

Co atomic layer at the interface, while the former has no contribution tKesr. Hence, we tend

to believe that in our case the enhancement o& is caused primarily due to thed-d
hybridization effect. The observations of relatively low value of associaed with large Ket

and their linear correlation are significant for their applications in the STIMRAM devices

and magnonic crystals.
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7. Time-resolved measurement of spin -wave
spectra in CoO capped [Co(tco/Pt(7A)] n-1Co(tco)

multilayer systems

7.1. Introduction

Magnetic multilayers (MLs) with perpendicular magnetic anisotropy (PMA) have inspired
technological progress within magnetic data storage [14, 307], spin transfer torque
magnetic tunnel junctions[291] and magnonic crystals[292, 308]. New applications such
as in magnetic metamaterials with negative refractive index in the high GHz frequency
regimes using magnetic MLs have been predicted theoreticall[227]. For many of these
applications exploration of rich spinwave (SW) bands in such MLs are desirable. There
have been very few experimental effrts of measuring SW spectra in MLs with PMA by
frequency and wavevector domain techniques. Exchange dominated collective SW
excitations have been observed in Co/Pd MLs by Brillouin light scatterinf232]. On the
other hand spectra of standing SWs have been detected by ferromagnetic resonare[309].
Theoretical investigations of SWs in such MLs have been investigated by various methods
including effective medium formulation [310], analytical method including RKKY

interaction [311] and discrete dipole approximation[312].

Time-resolved measurements of magnetizgon dynamics of Co/Pd and Co/Pt MLs with
PMA have become a subject of recent interest. Tunability of precession frequency and
damping coefficient with the variation of Co layer thickness and number of fayer repeats
have been reported[216, 218, 250, 313] More recently, a correlation between the PMA
and the damping coefficient, both originating fom the interfacial d-d hybridization [107],
have also been demonstrated218]. However, the above works focused mainly upon the
excitation and detection of the fundamental SW mode of the whole ML stacks and the time
domain excitation and detection of the SW manifold remainednexplored. In this chapter,
we investigate anall-optical excitations and detection ofdipole-exchange SW# a series of
CoO capped [Ca€g/Pt(7A)] n1Cotw) ML systems The observed SWs modes are
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reproduced by theoretical calculations based upodiscrete dipole approximation (DDA) as
discussed in section 3.2of chapter 3. We have further calculated the spatial distribution of

the observed modes to understand their origin.

7.2. Sample fabrication and characterization
A series of [Co(tcg/Pt(7 A)] n-1 Co(tcd MLs with variable Co layer thickness tcg and

number of bi-layer repeats (n) were deposited by dc magnetron sputterind314]. For the
whole seriesthe product nx tco= 80 A was kept castant, i.e, the total amount of Co in the
ML is the same for all samplesThe base pressure of the deposition chamber was 2 x 80
mbar and magnetron sputtering was performed at 3 mTorr Ar pressureThe thickness of
the top Ceclayer was increased fromtcoto tco+ 12 C and then exposed to ambient air, thus
yielding oxidation of the top ~ 12 C of Co into ~ 1520 C of CoO for optional exchange
biasing at lower temperatures (with Neel temperature Tn = 250 K and blocking
temperature Ts = 220 K) [23, 315]. All experiments reported here are performed at room
temperature and the CoO layer can be considered as being paramagnetic with no exchange
bias effect. However he CoO layer still introduces an asymmetry between top and bottom
Colayers of the Co/Pt ML. While the bottom Co layer iseeded with a Ta(1.5 nm)/Pt(20.0
nm) underlayer structure, the top Co layer is partially oxidized into CoO and then
subsequently coveed by additional 3 nm of Pt for long term stability of the samplesThe
Colayer thickness within the MLis varied from 0.2 nm g = 40) to 0.8 nm f = 10) in this

experiment.

The interface qualities of the MLs were investigated by-Ky reflectivity (XRR) technique
as described in section 4.4.4of chapter 4. Xray reflection intensity curves from grazing
incident X-ray beam are collected to extract i) individual layer thickness in the ML and ii)
surface and interface roughness. One can also study the @¢ten density profile (EDP) in
different layer. However, this is beyond the scope of our study. We have used the KGUX-

ray beam of wavelength 1.54 A for the XRR measurements.
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7.3. Measurements of the quasistatic and ultrafast

magnetization dynamics

The magnetic hysteresis loops were measured by polar magnetptical Kerr effect (R
MOKE). The timeresolved magnetization dynamics were measured by a home built all
optical time-resolved magnetoeoptical Kerr effect (TRMOKE) magnetometer as described
in detail in section 4.5.2. of chapter 4. About 10 mJ.chof 400 nm laser pulses (pulsevidth

~ 100 fs) was used to pump the samples, while timédelayed 2.5 mJ.cm of 800 nm laser
pulses was used to probe the dynamics by measuring the Kerr rotation with a balad
photo-diode detector. The pump and the probe beams were focused and spatially
overlapped onto the sample surface by a microscope objective with numerical aperture N.
A. = 0.65 in a collinear geometry. A bias magnetic fieltH) is applied at a small ang (~
10°) to the surface normal of the sample during the dynamical measurements. The pump
beam was chopped at 2 kHz frequency and a phase sensitive detection of the Kerr rotation

was used.
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7.4. Results and discussions
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Fig.7.1: (a) PMOKE loops for a series diCo(tcy/Pt(7A)] n1 Coltc)d samples. (b) The experimental
and fitted X-ray reflectivity results from the multilayer sample with tco= 0.8 nm. (c) The time
resolved reflectivity and Kerr rotation data and the corresponding~FT spectra are shown for the

multilayer with tco= 0.6 nm at a bias field of 2.47 kOe.

Fig.7.1(a) shows the RMOKE loops for samples witmx tco= 40x0.2 nm, 13x0.6 nm, and
10x0.8 nm. It is clear from the data that the perpendicular anisotropy field increases
(saturation field decreases)astcoreduces from 0.8 nm to 0.6 nm ath decreaseqsaturation
field increases)again astcoreduces furtherto 0.2 nm.Fig. 7.1(b) shows the experimental
XRR data and the theoretical fit for the sample witlico= 0.8 nm, which shows reasonably
good agreement with the data. The extracted values of the layer thicknessasery close to
the nominal thickness and average interface roughness is of the order of 0.05 nm,
confirming a sharp interface.Fig. 7.1(c) shows typical time-resolved reflectivity and Kerr
rotation data and the corresponding fast Fourier transform (FFT) spectra from the ML with
tco = 0.6 nm atH = 2.47 kOe The precessional dynamics appear as an oscillatory signal

above the slowly decaying part of the timgesolved Kerr rotation after a fast
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demagnetization within the first 400 fs, and a two step remagnetization with relaxation
time za = 7 ps andzz = 391 ps. A biexponential background is subtracted from the time

resolved data before performing the FFT to obtain theorresponding power spectra.

Fig. 7.2 shows the precessional part of the timaesolved Kerr rotation data after
subtracting the bi-exponential decay and the correspoding FFT spectra for the three MLs.
The time-resolved dynamics for all three samples show large amplitude precession for the
initial one or two cycles followed by a heavy decay of the amplitude of precession and

further an incoherent small amplitude oscilation.
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Fig.7.2: Time-resolved Kerr rotation data and the corresponding FFT spectra fgCo(tc)/Pt(7A)] n1
Coftco multilayers with nx tco= 40x0.2 nm, 13x0.6 nm and 10x0.8 nm at bias magnetic figttl=
2.47 kOe.

This indicates the presence of a number of SW modes in the timesolved dynamics, as
revealed by the FFT spectra. Fdico= 0.2 nm, we observe two intense peaks below 10 GHz
and small amplitude peaks above 20 GHz. Fafo= 0.6 nm, we obsere a prominent peak
followed by a shoulder below 10 GHz, a band of modes between 10 and 20 GHz and a small
amplitude band at around 30 GHz. Fdico= 0.8 nm, we observe large amplitude split modes
below 10 GHz, a large amplitude broad band between 10 and X5Hz and two small

amplitude narrow bands at around 20 GHz and 30 GHz. The magnetic origin of the modes
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was verified by the bias magnetic field dependence of the observed modes (not shown).
The physical origin of the modes was investigated further by theetical modeling as

described below.

The aim of the theoretical modelingis twofold: 1) the verification of the hypothesis that
standing waves formed across th¢Co(tcg/Pt(7A)] n1Coftcd ML can explain the multipeak
spectra observed in TRMOKE measurements and 2) to establish the spin pinning at the
surface of the ML introduced by the paramagnetic CoO layer on top of the ML.ohder to
do that we considered a system of magnetic moment® regularly disposed in sitesr of a
sample consisting ofstacks of planes with magnetic moments arranged on the two
dimensional crystallographic lattice points of a simple hexagonal crystal lattice. Solely Co
or Pt magnetic moments(mzo.0r /) are present on each single plane,e, we assume sharp
interfaces in our model, which was also confirmed by the XRR measurements. The system
has the shape of a thin film (se€ig.7.3(a)) of total thickness (x tco+ nx7) A with a square
base of dimensions 2008 x 2000a (a = 2.29 A is the distance between nearest magnetic
moments in the hexagonal plane). The & thick Pt layers are modeled by 3 Pt monolayers

in all studied samples.

The harmonic dynamics of themagnetization,i.e, SW spectra, were calculated in a linear
approximation, without damping by numerically solving LandauLifshitz equation on the
discrete lattice z DDA method as described in section 3.2f chapter 3. The analysis was
limited only to the standing waves formed across the ML. The magnetostatic, exchange and
uniaxial anisotropy fields were included in calculations. The magnetostatic field was
calculated in the dipolar approximation by direct summation over all magnetic moments.
The exchange interactions between nearest neighbors were included in the Heisenberg
form. We considered the sample in a saturated state along the direction of the effective
field, i.e, a superposition of the anisotropy and bias magnetic field. The approximate
direction of the static magnetization was found from the standard equation with the
assumption of a uniform thin flm [146]. The magnetic moment in he saturated state can
be regarded as a superposition of two components: the static (parallel tBl) and the

dynamic (perpendicular to H). In the Co planes we assumed a magnetic moment of A28
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(or 1.9m for one sample), which is characteristic for the bulkCo, while for the Pt planes a
smaller magnetic moment ¢m®¢) was used, which according to alnitio simulations can be
induced in Pt due to the close proximity to the Co atom816]. The approximate values of
the exchange integral were chosen as followskoco and Xort: 24 x 1022 J anda much
smaller value for Fwprt [317]. All parameters used inthe calculations are summarized in

Table7.1.

Harmonic dynamics modeling as described above was performed for three different MLs
with Co thicknesses oftco= 0.2, 0.6 and 0.8 nmif, with 1, 3 and 4 monolayers of Co in
each unit cell of the considered ML). The intensities of the SW lines measured in-MIDKE
were compared with the relative intensities calculated according to the procedure
described in [22]. The outof-plane componentof the dynamical magnetization is primarily
measured and the theoretical intensities are calculated from the projected component of
the dynamical magnetic moment on the film normal. The refractive indices of Co and Pt

used in the intensity calculations are 3.65 + 4.73 and 2.87 +i 4.99, respectively[318].
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Fig. 7.3: (a) Model structure of the Co/Pt ML film with PMA used in the calculationsChe lateral
sizes of the ML film are 200@ x 2000a, where a is the in-plane lattice constant. Bias magnetic field
H is rotated 10° from the surface normal of the film. The anisotropy constamston surface layers
(Kust, Kug, Kusd and at the interfaces Ky;) are different from zero. (b) TR-MOKE relative
intensities calculated with the DDA method for the ML withtc, = 0.6 nm atH = 2.47kOe (c) The
profiles of SWs with lower frequencies from the spectra shown in (b). Mode numbem and

corresponding frequency of the mode are listed on the right.
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The anisotropy constant, magnetic moment induced on Pt, and exchange integral between
Pt-Pt planes were changed to obtain agreementetween experimental and theoretical
results, seeTable 7.1. Fig. 7.3(b) shows the spectrum calculated for theML with nx tco =
13%0.6 nm atH = 2.47 kOe.

We found good qualitative agreement with experimental FFT spectrum as shown Fig.
7.2. A nonzero anisotropy equal to 3.9E5 J/rd limited to planes at interfaces (seeFig.

7.3(a)) was usedin the calculation.

In order to separate the first mode from the frequency band we had to assume different
anisotropy values at the external surfaces of the MIBy surface layers we mean the last
(first) layers with a non-zero magnetic moment,i.e, last (first) Co plane (S1) and two
neighbor planes S2 and S3 (irfFig. 7.3(a) marked by dashed lines). It is a reasonable
assumption that the electronic configuration of the two surface Pt layers that have only Co
atoms on one side differs from the electronic configuration of Pt planes inside the ML that
have Co atoms on both sided.his difference in symmetry with respect b the outermost Pt
planes can explain the different anisotropy constant values assumed for these surface

layers,i.e, on the last (and first) cobalt layer S1, and on the Pt layers S2 and S3 layers.

Table7.1: Exchange integralq koco kopt, bt-pi), magnetic moments(nt,, mer), anisotropy constants at
interfaces (K,;) and average anisotropy fields Ifa,) used for calculations of SW spectrain
[Co(tcy/Pt(7A)] n1Coltc) MLs.

Toco |Prt [Xopt [meo |m | K Hani

10 |o2d| o2 |y |M™ mos | m

21]] J] J/m3]
[Co(2R)/Pt(7A)] 20C0(2A) | - 0.086 |2.4 1.9 |0.18 | 1.78 0.71
[Co(6A)/Pt(7A)] 13Co(6A) | 2.4 0.200 |2.4 1.8 |0.27 (3.9 0.36
[Co(8R)/Pt(7A)] 10Co(8A) | 2.4 0.140 |24 1.8 [0.25|4.0 0.28
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The corresponding values of surface anisotropy constants are summarized ifable 7.2. Here we

assumed the sarae anisotropy on bottom and top surfaces of the ML.

Table 7.2: Anisotropy constants at external surfaces Ky s1, Ku,sz Ku,s9 used for calculations of the SW

spectra in [Cofcy/Pt(7A)] nColtco MLs by assuming the same values on both surfaces.

Ku,s1 Ku,s2 Ku,s3

[105J/m3] | [1053/m3] | [1053/m3]

[Co(2R)/Pt(7R)] 40Co(2A) | 1.78 0.712 0.0
[Co(6R)/Pt(7A)] 13Co(6A) | 1.86 1.86 -0.78
[Co(8R)/Pt(7A)] 10Co(8A) | 3.33 3.33 -0.80

The spectrum inFig. 7.3(b) can be split into two groups of modes according to profiles of
SWs presented inFig. 7.3(c): 1) low frequency surface waves (antisymmetric and
symmetric, at 6.83 and 6.88 GHz, respectively) and 2) the band of the bulk SWs (starting at
14.8 GHz). Changes of the anisotropy on the external surfaces results only in a shift of the
surface modes, the band othe bulk modes changes only when the parameters in the
internal layers are modified. The complete SW spectrum also consists of other bands, with
much higher frequencies. All SW modes from thestlband (shown in Fig. 7.3(b)) are

connected with in-phase precession in Co (Pt) planes only [10].

We further performed calculations of the SW spectra for the ML withco= 0.8 nm g = 10)
at H = 2.47 kOe and with the same paraneters as inFig. 7.3(b). The qualitative changes
resulting from increasing thicknesses of the Co layers found experimentally are reproduced
quite well in our model asshown in Fig. 7.4(a)-(b). It is: the shift of the main band of SW
spectra to the lower frequencies, the comparable intensity of the first peaks and
appearance of aradditional peak at high frequencies (in TRMOKE measurements at ~ 30

GHz, in calculations not shown here at ~ 40 GHz).
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To obtain better agreement minor changes of pameters were necessaryi(e, adecrease of
the magnetic moment in Pt tontd7.2, a decrease ofkbtri, an increase in the anisotropy
constants at interfaces toKu,i = 4.0x 105 J/m3, and changes of the anisotropy constastat
surface layersiKua = Kus = 3.33% 105 J/m3, andKusz=-0.8 x 105 J/m3).

(a) tco=0.8Nm
asymmetnc
boundaries

tco = 0.8 nm

symmetric
boundaries

o)

°

teo =0.2nm
symmetric
‘ boundaries

TR-MOKE intensity (a.u.)

0 10 20 30 40 50
Frequency (GHz)

Fig.7.4: Relative intensities calculated with the DDA method for [Ctéy)/Pt(7A)] n1 Cottcg ML with
(@) tco = 0.8 Nm f = 10) and asymmetric magnetic anisotropies at surfaces, (b}, = 0.8 nm with
symmetric magnetic anisotropiesat surfaces and (C)tco = 0.2 nm f = 40) with symmetric surfaces.

The magnetic field assumed in calculations wad = 2.47 kOe.

Fig. 7.4(b) shows the calculated spetra for the ML with tco = 0.8 nm with those fitted
parameters. The two low frequency modes have almost degenerate frequencies in the
calculations (5.36 GHz), while in the experiment two modes, &6 and 6.5 GHare found.
This is a result of the ideal symmetry assumed in the calculations, while in the real
structure asymmetry between top and bottom surfaces of the ML is present due tbe
presence ofdifferent materials, Pt on the bottom and CoO on the top. The introductioof

the asymmetry will result in the splitting of the symmetric and antisymmetric modesThis
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is confirmed in Fig. 7.4(a) where results of the calculations with diffeent anisotropies on
the top and bottom surfaces are shown. We assuméd s1 = Ku,s (Ku,s3) equal 4.0x 105 (-0.8
x 10°) and 3.33x 105 (-0.89 x 10°) J/m3 on the top and bottom surfaces of théIL structure,

respectively.

Finally, we calculated the SW spé&wm for the [Co(2A)/Pt(7A)] n1 Co@A) ML at the same
bias magnetic field. The result is shown irFig. 7.4(c). We assumed that each Co layer
consists of only one monolayer of Co atoms. From the experiment we found two broad
peaks, centered at3.9 and 7.8 GHz an@nother low intensity peak at 29 GH. For such
small thickness of the Co layers (less than 1 monolayer of the full fcc Co) it is expected to
have cluster formation at the interfaces. Notuniform interfaces will change significantly
the electron configuration of atoms, magnetocrystalline aisiotropy, magnetic moments

induced on Pt atoms and exchange interaction between different planes.

In order to match ou calculations with the experimental results we had to increase slightly
nto= 1.9, decrease the magnetic moment induced on Pt layers the valuenpt = ntd10.5
and changethe exchange integral between PPt planes tokt.rt = 0.86x 1022 J. The uniaxial
anisotropy (still present only at interfaces) was reduced to the value 1.7& 105 J/ms.
Additionally, small changes of the anisotropies at the surfaces (we assumed the same value
on both surfaces) had to be introducediku,si1= 0.8 % 105 J/m3 and Ku,s2= 0.712x 105 J/m3.

In Fig. 7.4(c) the SW spectracalculated with these parametersare shown. The first two
peaks (with degenerate frequencies) are connected with surface excitations as observed
previously. The second broad peak consists of many modeg,, 38 modes, with frequencies
lying in the rangebetween 7.6 and 11.8 GHz. In this range all modes belong to the first band
of the ML structure. The width of the band indicates the strength of interaction,.e,
narrowing of the band points at a decrease of the interaction between magnetic moments
in ML structure. This explains the lower value of the exchange integral assumed in
calculations, Jtrt= 0.086x 10-21 J.

We estimate the average perpendicular magnetic anisotropy field of the whole ML stack,
Hani from anisotropy constants and magnetic moments assumed in calculatior{819].

Calculated values oHani are collected inTable 7.1. As the Co layer thickness decreases
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from tco= 0.6nm to 0.2 nm average PMA field increases even if the anisotropy constant at
interfaces decreass. On the other handwhen tco increases from 0.6 nm to 0.8 nm a
decrease of PMA occurs. We compared estimated PMA values for Co/Pt MLs with published
data for @/Pd MLs [16]: values for Co/Pt are lower by a factor of about-3, especially for
samplenx tco= 40x0.2 nm since thetco= 0.2 nm sample of Co/Pd has an anisotropy field of
about 23 kOe [16]. This is possibly because of the deviation of Co layer thickness from
nominal thickness and increased fraction of roughness at th€o/Pt interface for this

sample.

7.5. Condusions

To conclde, we found good agreement between FRIOKE measurements of MLs with
PMA and a simple theoretical model used to calculate standing SW spectra in such PMA
MLs. The PMA field found is lower compared to those in Co/PdLs. The important aspect
for modeling the low frequency part of the spectra is the external surfaces of the MILL.
means that this part of the spectra is affected by the substrate or the overlayer, roughness,
cluster formation or anisotropy distribution on the surfaces. The lines with higher

frequencies are created by bulk excitations in the multilayered structure.
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8. Optically induced spin-wave dynamics In
[Co/Pd] s antidot | attices with perpendicular

magnetic anisotropy

8.1. Introduction

The perpendicular percolated media (PPM) has been proposed, as an alternative to the bit
patterned media (BPM), towards achieving higher storage density in magnetic recording
and as a potential candidate for magnonic deviceg820]. Although BPM emerged as a
promising candidate for extending the areal storge density beyond 1Thit/in2, there are
primarily two severe challenges inherent in BPM: 1) requirement of extremely
sophisticated sample fabrication technique and 2) synchronisation of the writdield pulse
with the bit location. The PPM is basically a sysm of exchange coupled magnetic films
with densely distributed holes which act as pinning sites for magnetic domaiwalls. In
contrast to the BPM, PPM does not require a uniform distribution of pinning centres.
However, a uniform distribution of pinning stes improves the performance of a PPM
further. The study of PPM was started since 200g36-37]. Several routs were attempted
for the fabrication of PPM: cedeposition of magnetic materials and normagnetic oxides
[38-39], magnetic thin films on anodized alumina template$40-41], deposition of hard
magnetic materials on arrays of noamagnetic nanoparticles [42], deposition of hard
magnetc thin films on nanoperforated membranes fabricated by an organic/inorganic self
assembly procesg43-44] and sputtering [45], to name a fewA micromagnetic study of the
hysteresis properties of PPM structures shows that with increasing areal density of pinning
sites, the medium coercivity increase$36]. Also, the hysteresis loop has a very steep slope
due to thehigh degree ofintergranular exchange coupling. It was also found that a uniform
separation of pinning sites leads to zero transition position jitter. While investigating the
stability of written bits in a PPM [37], it was observed that if the defect diameters are
smaller than the domain wall (DW) width, then no pinning occurs. The exchange coup

constant of the medium significantly influences the medium coercivity[46]. The
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mechanism of the reversal process transfms from magnetization rotation to domain
nucleation and further to wall motion with increasing exchange coupling constant.
Interestingly, the switching time is independent of the damping constant of the PPM.
Calculation ofthe energy barrier was also performed to estimate the themal stability [37,
47]. The Co/Pd and Co/Pt continuous multilayers (MLs) with high perpedicular magnetic
anisotropy (PMA) are already well studied for their possible applications in present day
technology [218-219]. Pattering such MLs to nanoscale for fabricating PPM with novel
properties has recently triggered tremendous researchStudy of magnetic properties on
antidots based on Co/Pd MLs with varying Co layer thicknesses claims anitiferromagnetic
coupling to be responsible for the PMA in these structurepl8]. For Co/Pt PMA antidot
lattices (ADLs) the magnetic properties depend strongly on théD size and separation
[41]. With increasing pore diameter, the domairwall energy changes and the pinning field
increases. Due to this inazase in theDW pinning, the coercive field of the system also
increases. However, the anisotropy near the rim of the pores, instead of being exactly
perpendicular, gets a little bit tilted. With the increase in pore diameter, the perimeter
increases and casequently, the tilting becomes more severe and degrades the PMA.
Beyond a critical hole diameter, the PMA is sufficiently reduced to reduce both pinning and
coercive fields. Similar phenomenon of increase of coercive field in PMA Co/Pd ADLs (with
larger diameter) compared to continuous ML was observe{320] due to the DW-pinning
controlled magnetization reversal mechanism. The presence of strong PMA amWV-
pinning controlled magnetization reversal mechanism in these rgidots were also
confirmed by out-of-plane magnetoresistance measurements as a functiar temperature.
Magnetic recording property studies on [Co/Pt§ ML antidots deposited on nanoperforated
ZrO; templates [321] also show that the hindered DW movements due to holes controls

the magnetization reversal process.

On the other hand, forapplications in magnonis [292, 322], the understanding of the
magnetization dynamics isimportant. So far, there have been significant amount studies
on propagation, damping and dispersion[203, 323-327] of spin-waves (SW) in
ferromagnetic (FM) ADLs with in-plane anisotropy. However, a detailed study of the

magnetization dynamics in ADLs with high PMA is still absent ithe literature. Here, we



143
Chapter8

present an alloptical time-resolved measurement ofSWspectra in a series of ADLs based
on [Co(0.75 nm)/Pd(0.9 nm)]s ML systems with PMA by using a timeresolved magnete
optical Kerr effect (TRMOKE) microscope. A systematic study of the dependence of tB&
spectrum on the areal density ofthe antidots is performed. The observedSW modes are

modeled bythe plane wave method (PWM).

8.2. Sample fabrication

The [Co(0.75nm)/Pd(0.9)]s ML structures are deposited by dc magnetron sputtering using
a confocal sputter upgeometry with the targets tilted and arranged in a circle around a
center target (Pd)[218, 294]. The substrate, which rotates during deposition at 3 Hz, is at
the focal point of the targets. The base pressure of the deposition chamber was 208
mbar and the deposition was performed at 3 mTorr of Ar pressure.
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Fig. 8.1: (a) ADL fabrication procedure and typical scanning electron micrographs of ADLs with
lattice constanta = (i) 500 nm, (i) 400 nm, (ii) 300 nm and (iv) 200 nm. (b) Measurement

geometry.
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The ADLs are fabricated byocused ion beam (FIB) milling of theCo/Pd ML using liquid G&
ion at 30 kV voltage and 20 pA beam current, which produse spot size of about 8 nm. For
creating the ADLs, first we create a pattern of ADLs having desired diameter () and edge
to edge separation §) on the ML sample. In our casethe d value is fixed at 100 nm ands
varies from 100 to 400 nm and hence the léite constanta =d + svaries from 200 to 500
nm. Subsequently the material is sputtered out by exposing the patterned part to the Ga
ion beam source. Each pattern covers an area of<88 pum?. Theinitial milling is done by
using a raster scan of the foused ion beam in a single pass, which is followed by cleaning
the residual materials from the ADLs in multipass (about 200 passedjig.8.1(a) presents a
schematic d the sample fabrication along withthe scanning electron micrographs of the

ADLs. The measured and d values are close to the nominal values.

8.3. Measurement of ultrafast magnetization dynamics

The ultrafast magnetization dynamicgs measured by acustom-built TR-MOKE microscope
in a two-color optical pump-probe setup as described in details in section 4.5.2. of chapter
4. The second harmonic}( = 400 nm, spot size~ 1 um, fluence = 18 mJ.cA) of a Tt
sapphire oscillator was used to pump the dynams whereas the time delayed fundamental
(3 = 800 nm, spot size- 800 nm, fluence = 2.5 mJ.c&) was used to probe the dynamics.
The two beams are made collinear before falling on the sample through a microscope
objective with numerical aperture of 0.65. The backreflected probe beamis collected by
the same microscope objective ands used to measure the Kerr rotation by an optical
bridge detector as afunction of the time delay between the pump and probe beamsThe
external magnetic field {) is tilted at a small angle (~109) to the surface normal of the

sample. The schematic of the measurement technique is presentedHig.8.1(b).

8.4. Results and discussions

Fig.8.2(a) presents typical TRMOKE data obtained from the ADL witla = 400 nmat mH =

0.084 T. The data shows characteristic ultrafast demagnetization (within 40®00 fs from
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the zero-delay) and fast(within 9 ps) and slow remagnetization signals(within 410 ps).
The precessional dynamics appears as an oscillatory signal on top of the decaying part of
the TRMOKE signal. A bexponential background is subtracted from thetime-resolved

data before performing the fast Fourier transform (FFT) to obtain the corresponding SW

spectrum.
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Fig.8.2: (a) Typical TRMOKE signal and correspondinggW spectra for ADL witha = 400 nm. (b)
Areal density dependence of th& R-MOKE signal with the biexponential background subtracted
and the SWspectra of the ADLs atiH =0.084T.

Fig. 8.2(b) shows that the SW spectum depends significantly on the areal density of the
ADLs Fora = 500 nm, an intense peak afrequency (f) 7.4 GHz with small side lobe®n
both sides of the pealkare found. The frequency of the intense peak is slightly greaténan
the frequency of the uniform mode of the continuous MLf(= 6.64 GHz). Fora = 400 nm,
this peak remains almost in the same position(f = 7.42 GHz)as for a = 500 nm.
Interestingly, asa is reduced further, multiple SW modes start to appear. Fa = 300 nm,

there is a broadband of modes centred at around = 7.05 GHz with a number of low
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intensity modes in the higher frequency regime. A further drastic change is observed for
the ADL with the smallest period,i.e, a = 200 nm. In this sampe there aretwo distinct
bands- a broad band centred around =5.64 GHZ and a narrow band centred at arourid=
14.11 GHz. The lower band experienced a significant reshift as opposed to the other
ADLs.In Fig.8.3(a) we plot the f vs. H result of the continuous ML. The data was fitted to
the Kittel formula [218] (details in secion 2.8.in chapter 2) to extract material parameters
which will be used later in this article for theoretical calculations. As a uniform collective
precession of the whole ML stack is observed for all field values, we assume the ML
structure as an effective magnec medium with parameters:. saturation magnetization Ms =
0.78 x 105 A/m, gyromagnetic ratio g= 187 GHz/T,and PMAfield myHani = 1.119 T.These

values are in accordance with parameters found in previous measurements [14].
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Fig.8.3: (a) Dependence of frequencyf SWmode onH for continuous Co/Pd ML. The TRMOKE
data (symbol), fit to the Kittel formula (solid line) and the PWM results(dashed line) using the
same parametersare shown. (b) Dependence ofrequencies of SWmodes onH for ADLs with a =
200 nm (dots) along with the results from PWM calculations (solid lines) and continuous ML

(dashed line).

The bias field dependence of in ADLs with a = 200 nm is presented inFig. 8.3(b).
Occurrence of multiple SWs at alH values is observed. The frequencies of the lower
frequency modes decrease with decreasingl, whereasthe highest frequency mode does

not show any discernibledependenceon H.
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For interpretation of these intriguing experimental results we have used PWM which is a
suitable method for calculations of spectra of collective dynamics in periodic structures.
The PWM is described in detail in seain 3.3 of chapter 3. This method has already been
used for the studies of SW spectra in various kinds of magnonic crystals (MGs)g, thin
films of ADL [326, 328], bi-component two-dimensional MCs[189, 329] and three
dimensional MCg[330]. It was shown that the PWM applied to ADL structures works well
under the following assumptions: i) the sample is magnetically saturated along the
direction of the external magnetic field, ii) the crystalline magnetic anisotropy, if present, is
parallel to the external magnetic field and the saturation magnetization, iii) the internal
magnetic field is uniform across the ADL thickness, iv) the SW dynamics are described
well by the linearized LandauwLifshitz (LL) equation and finally, v) the magnetization
dynamics is pinnedat the antidots edges[331]. Regarding the measurements presentechi
the previous section, the assumption i) is satisfied as was confirmed by the hysteresis loop
measurements performed along the normal to the film plane. In TRIOKE measurements,
the bias magnetic field was tilted from the normal direction e, direction of the uniaxial
magnetic anisotropy) by about 10. This small angle should not violate assumptions i) and
i) due to the presence of the anisotropy field normal to the film plane, which exceeds the
demagnetizing field significantly. Regarding the assumpain iii) we can distinguish between
two sources of inhomogeneity across the ADL thickness: the inhomogeneity of the static
demagnetizing field and inhomogeneity in SWs dynamics (introduced by the formation of
the standing SW modes confined between the tagnd bottom faces of ADL). The total ML
film thickness is ~ 14 nm (when the Pd layers at the bottom and the top of the ADL are
taken into account), thus the SWs eigenmodes with amplitudes oscillating in space across
the film thickness will have large frequency due to the contribution from the exchange
energy (the exchange contribution to the frequency of SW can be estimated with the
expression: 2Ak?/(2 pMs), which for the first perpendicular standing wave gives ~ 50
GHz). Moreover, the TRMOKE signal from the nonuniform SW amplitude across the
thickness is much smaller as compared to the uniform excitation, thus the contribution
from these modes to the measred signal is negligible. The pattern of antidots also

introduces a small inhomogeneity in the ouf-plane component of demagnetizing field
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near the antidots edges. This component of the magnetic field is tangent to the edges of the
antidots and thus corninuous. Theout-of-plane component of demagnetizing fields then
significantly increased above the valugMs in the vicinity of the edges of the antidots. In
our model this contribution will be taken into account indirectly by the effective
parameters d the shells introduced later in this article. The assumption iv) of the
linearization is fulfilled to large extent for the measured SWs because coherent SW
precession contributes in harmonic oscillations of the magnetization which are
significantly smaller than its saturation value. The influence of the magnetization pinning at
the edges of the antidots (assumption v) will also be discussed latdfrom the discussion
presented above, it follows that PWM should give good insight into the mechanism

responsible for the effects observed ithe TR-MOKE measurements.

In PWM calculations we have used material parametersMs, Hani and g) obtained from the
AEOOET ¢ 1T £ OEA -MOKE dafaitoQHe &ifiel formdaf218}4a® described in
detail in section 2.8 of chapter 2 and additionally the effective exchange constant of the ML
film, A= 1.3x 1011 J/m was assumed309]. The PWM results with this set of parameters
match very well with the experimental data shown inFig.8.3(a). The calculated spectra of
SWs extending along the lateral dimnsions of the ADLs and uniform across the ADL
thickness as a function of the lattice constant is shown iRig.8.4.1 For ADL calculations we
took nominal value of the radius of antidots R = 50 nm (Fig. 8.4(b)). In Fig. 8.4(a), the
frequencies d SWs as a function of lattice constargt are shown. We can see a monotonous
increase of the frequencies of SWs with decreasirey The frequency of the first mode in
ADL with a = 500 nm is close to the FMR frequend¥.63 GHz)of the continuous ML but
shifts up to 14 GHz fora = 150 nm. InFig. 8.4(c), the maps of amplitude (the implane
component of the magnetization vector) for SWs modes in ADL with= 200 nmare shown.
We can see that the pinning at the edges of the antidots introduces a quantization of SW
and leads to the formation of the lateral standing SW modes in the spaces between

antidots. In this case, the decrease of separation between nearest antislogesults in an

Y In all calculationswith PWM presented in this paper with have ug6é1 and 828plane waveso obtain good
convergence of theesults in ADL and ADLS, respectivelyhe significant increase of the number of plane waves
for ADLS wasnecessary to take into account dynamicsmall (as compared to the lattice constant) shells.
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increase of the wavenumbers of the modes confined between antidots and is followed by

the increase in their frequencies.
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Fig.8.4: (a) Dependence of the frequencyf SWsin ADL on the lattice constant atmH = 0.084 T for
the bunch of the lowest modesThe horizontal dashed line marks the FMR frequency of the
continuous ML. Vertical dashedines marks the periods investigated experimentally in thichapter.
(b) The unit cell of the ADL usedin the PWM calculations. (c)Amplitude of the dynamical
component of the magnetization vector in ADIfor five modes with the lowest frequenciesfor a =
200 nm.

However, this scenario(ieh 11T 1T1T 0111 00 AEAT CA ET 3738pP AEOANC
does notagree with the TRMOKE results Fig.8.2(b)). This means that in the calculations
presented in Fig. 8.4 we did not take into account an important factor which affects the
measurements, and this factor is especially strong in ADLs with high density of antidots.
Calculations presented above show, that this is not a result of a periodty or quantization

of SW excitations. Thus, the observed effect can be related to the impact of the edges of
antidots. If some SW excitations are localized at the edges of the antidots, then those modes
will contribute in very small amount to the TRMOKE signal for the samples with large,
because in this case the area of the edge regions is relatively small as compared to the ML
area of the ADL (in measurements this area is limited by the spot size of the probe beam).
The edge effects will increase wih decreasinga. To understand this observation, we

assume the formation of shell like structures at the edges of the antidots. These shells are
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formed by bombardment of the Ga ions onto the ML film during FIB milling and the
structural and magnetic propetties within those shells may get significantly modified to the
extent that a regular structure of[Co(0.75nm)/Pd(0.9)]s ML may get destroyed. Therefore,
a decrease of the effective magnetization, exchange interactions and especially the PMA
field in the shell regions around antidots is expected332]. We are unable to extract a
detailed profile of the magnetic properties near the edges of antidots.n® may expect a
gradual variation in magnetic properties from the outermat edge to radially inwards of
the shell and also a possible reorientation of magnetization due to degradation of PMA.
However, PWM does not offr such a possibility for modeing precise changes in the
magnetic properties near the edges of the antidots.nstead, we propose a simplified model,
which (as we will show later) reproduces the main features of the measured spectrd/e
consider an ADL consists of two magnetic materials: one, with the properties of the
continuous ML (used above) and the secondthe material of the shells (of the width DR)

around the antidots.The results of the corresponding calculations are shown iRig.8.5(a).

The unit cell of an antidotlattice with shell (ADLS) structure is shown inFig. 8.5(b). The
pinning of SW dynamics at the antidot edges can additionally influence the SW spectra in
ADLS, thus ¢ mimic the various pinning conditions in the theoretical modelwe also
extended the shell into the hole interior. Suchapproach is known from the study ofSW
dynamics in stripes where the pinning strength at the border of the stripeis exchanged
with an effective stripe width [27, 28]. The antidot size is decreased fronR = 50 nm by
putting the circular shell centred atR= 50 nm (extended fromRz LR/2to R+ RI2). As it

is very difficult to measure the precise values dflsand A characteristic for the shell region

of the ADLSthese parameters were used as fitting parametert® obtain an agreement with
the TR-MOKE dataWe have chosen hershells of width LR= 17 nm,Ms= 0.3x 106 A/m, A

= 0.2 x 1011 J/m, andmHani = 0.03 T. To obtain convergence of PWM in the case of ADLS
we have to solve a larger eigeproblem than in the ADL case. This originates from the
small size of the shells as compared to the lattice constant, which requires us to add
shorter wavelength plane waves i(e, with a wavelength smaller than the shell width) to

properly represent the excitations in the shells of ADLS using the PWM. Thus, we had to
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incorporate a larger number of reciprocal lattice vectors into the basis that we use for our

ADLS plane wavexpansion.
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Fig.8.5. (a) Dependence of the frequencyf SWexcitations in ADL with shells(ADLS) on the lattice
constant atmH = 0.084 T.The horizontal dashed line marks the FMR frequency of theontinuous
ML, the dashed green lines point the two frequencies of the ADL taken from Fig.(&4The symbols
represent frequencies extracted from theTR-MOKEdata (Fig. 8.Zb)). Vertical dotted lines marks
the periods investigated experimentally in thischapter. (b) The unit cell of the ADLS. (c) and (d)
Amplitude of the dynamical component of the magnetization vector in ACR The profiles of thefew

modes with lowest frequenciesfor a= 200 nm and 500 nmare shown.

From Fig.8.5(a), we can distinguishtwo families of modes onewith decreasingfrequency
with increasing a (they follow the dependence found for ADL without the shells irFig.
8.4(a) and are marked also inFig.8.5(a) by the green dashed linespnd the second with
increasing frequency with increasing a, present at lower frequencies for small lattice
constants. Based orthe analysis of theprofiles of SWsshown in Fig.8.5(c) and Fig. 8.5(d),
we can attribute thesetwo groups of modesto the bulk modesand modeslocalized in the
shells, respectively. For a = 200 nm the nine modes (seven of them are shown iffrig.
8.5(c)) in the lower frequency regime (from 4.79 to 8.8 GHz) are the modes with amplitude

localized mainly in the shell (which we will refer to as shell modes)The first bulk mode
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(with a quasiuniform distribution of the SW amplitude between the antidots, i.e,
fundamental mode) is located at 10.21 GHizequency, similar to the first mode in ADL in
Fig. 8.4(a). With increasinga the frequency of the first bulk mode decreases and at some
valuesof a, it crossesor anti-crosseswith the family of shell modes For a = 500 nm the first
mode (at 6.77 GHz) is a fundamental mode withisible contribution from the shell mode,
similar as the second mode. The other modes shown kig.8.5(d) are purely bulk modes or
bulk modes mixed with shell modes. Aa = 400 nm the first mode is at 6.47 GHz while at

= 200 nm its frequency drops to 4.79 GHtg, both below FMR frequency of the continuous
ML. The interesting question is why the frequacy of shell modes decreases with
decreasinga, even below the FMR frequency of the continuous ML (6.63 GHz, marked with
the horizontal red dashed line inFig. 8.5(a))? As there is no changes in the material
parameters with a, we believe that one of the reasons for this behavior is the impact of

collective dynamics of shell modes.

The decrease of the SW frequency with decreasing lattice constamas already reported
[326] for the SW mode in the ADL based dpy thin film with in-plane magnetizationand in
the DamonEshbach configuration In that paper, the decrease of the frequency of th&W
mode wasassociated with theincrease ofthe group velocity. Ths mode was found to be
the edge mode localized in the wells of the internal magnetic fieldthe wells created by the
static demagnetizing field near the edges dhe antidots. The decrease of the frequency and
the increase of its group velocity were attributed to the local decrease of the internal
magnetic field andtunnelling mediated coupling between modes in neighboring areas of
localization. We can also attribute the dependence found in our measurement and
calculationsto the increase of interactionsbetween the shellmodes However, in our case
the static demagnetizing field does not play a significant role for the strength of the
coupling of the shell modes, because its changes are small and this field does not form
potential wells. Thus, we can coolude that ata small lattice constant (a < 300 nm) in the
ADLS,the dynamic coupling between the SW shell modes isfficient to decrease the

coupled mode frequencybelow the FMR frequency of the continuous ML
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Fig. 8.6: The amplitude of the SW with the lowest frequency (the first mode) in ADLS across the
center of the unit cell alongx axis for a = 200, 300 and 500 nmThe grey area marks the antidot

position within the unit cell.

To have deeper insight irto the type of interactions between shell modesve plotted (in Fig.
8.6) the amplitudes of the first mode along the x-axis crossing thecenter of antidots [i.e,
along the line marked on the profile of the first mode in Fig. 8.5(c)] for ADLS with lattice
constant a = 200, 300 and 500 nm. Fora = 200 nm and 300 nm we can s that the
amplitude is dominated by SWs localized in the shells, while for 500 nm broad
fundamental mode (bulk mode) is observed in between antidots with strong contributions
from the shell modes localized at the antidot edgedNote that the SWamplitude between
the neighbouring shells(in the bulk of ADLS) is different from zero Therefore, we can
expectto have acoupling, due to the overlap of SWamplitudes localized in neighbouring
shells. In Fig. 8.5(a) we have also plotted (red crosses line) the FMR frequency of the
effective ML film with the Ms and Hani being weighted average of thgCo(0.75 nm)/Pd(0.9
nm)]s ML and the material of the shell in dependence oa. This dependence describes the
decrease of the fundamental mode frequency with the decrease abut does not explain
the localization of the SW amplitude andoroad band of modesfound in the TRMOKE

measurements Fig.8.2(b)).
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The couplingbetween the shell modesmay alsobe due to the dynamic dipolar coupling. In
fact the decrease offrequency of SW modesvith decreasing lattice constant was observed
for the fundamental mode ina chain of FM dots (or in an array of FM stripes) when the
magnetic field was perpendicular to the axis of the chain (or along the stripe)333-335].
However, in ar study, the distance between peaks of the shell modes even o= 200 nm
(which is ~100 nm) significantly exceeds the ML thickness. Moreover, a similar decrease of
higher mode frequencies (e, modes with their phases changing around the shells, Fig.
8.5(c) are modes from 5.58 to 7.42 GHz) with decreasing is also found in calculations.
These properties indicate that the dipolar coupling may not play an importanrole here.
The presence of magnetic material can additionally create exchange coupling between SW
excitations, but the elucidation of the role of various possible couplings between the shell
modes in ADLS with PMA is out of the scope of this paper andedls further experimental

and theoretical investigations.

The bias field dependence of the SW modes far= 200 nm was also reproduced reasonably
well by the calculations as shown irFig. 8.3(b), and confirmed the proposed model. The
deviations at lower field values (<0.04 T) can be attributed to the reorientation of
magnetization at the edges of the antidots due to a degraded PMA which results in mode
softening and nonrlinear dependences of frequencies on the bias field which is impossible

to incorporate in the PWM calculations rigorously.

8.5. Conclusions

In summary, we have investigated the collective SW dynamics in ADLs in tHiGo(0.75
nm)/Pd(0.9 nm)] s ML with PMA. Wth TR-MOKE microscopy, we have measured the SW
excitations in a series of ADLs with different lattice constants and with fixed antidot radius.
We have found a decrease of the frequency of SW with increasing density of antidots, down
to values well below he FMR frequency of the continuous ML. Based on the PWM
calculations, we have found that these excitations are connected with the SW modes

localized in the shells around the antidots. The shells were unintentionally created during
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fabrication of the antidots by Ga ion bombardment, and are characterized by degraded
magnetic properties as compared to the bulk areas of magnetic material in ADL. Moreover,
we have shown that this decrease of SW frequencies is driven by a dynamical coupling
between the localized modes within the shells. Even though the exact nature of the
coupling is debatable we propose that tunnelling and exchange interactions play important
roles .We have demonstrated that in ADL based upon magnetic MLs with PMA, localized
and collective SW egitations are possible. This new collective behavior is important for
exploiting the magnonic field of research and to explore the properties of perpendicular

percolated media for various technological applications.
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9. Effect of the spin-twist structure on t he spin-
wave dynamics in FessPtss/NigoFexo exchange
coupled Dbi-layers with varying Ni soFex

thickness

9.1. Introduction

Over the last few decades, there has been a rapidly increasing interest in magnetic
multilayers due to their novel properties like perpendicular magnetic anisotropy, giant
magnetoresistance, tunnel magnetoresistance, spwalve and spintorque effects. After the
discovery of exchange bia$110, 336], it was found that systems based on the interfacial
exchangecoupling of soft and hard ferromagnetic thin films can be exploited to tune the
materials properties for a broad range of applicationg50-51]. These are called exchange
spring (ES) magnetqg337]. For permanent magnet applications, the hard magnetic phase
provides a high nucleation field for irreversible magnetization reversal and at the same
time, the soft magnet is used to attain a higbaturation magnetization (Ms). In addition, the
soft magnetic phase may protect the hard phase against corrosion. Care is needed to design
the composite material system in order to avoid the soft phase lowering the coercive field
too much to adversely aféct the composite energy product. Conversely for magnetic
recording applications, the soft phase is used to improve the writability of magnetic media
without compromising thermal stability. The exchange coupling of the soft layer to the
hard layer is alsobeing pursued as the pathway taaising the operating frequencies of
planar microwave deviceg[338]. When the soft layeis pinned at the interface of the hard
layer there aresignificant shifts in the resonancerequency, with only a small reductionin

the strength of the resonanceSince the early development of the ES systeni9, 339],
extensive efforts have been made to explore their basic magnetic properties, such as the
giant magnetoresistance[58], magnetization switching behavior[59-62, 340], coercivity

reduction [64-65] and spin configurations [54-56, 341-342]. Micromagnetic simulations
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show that the application of spin polarized currents causes a stationary rotation of
magnetization of the ES system$343]. Dynamical measurements using Brillouin light
scattering on SmCo/Fe biayer [57, 257] reveal the presence of a weldefined minimum in
the frequencyfield characteristics due to the alignment of hard and soft phases and the
absence of a spiral or domain wall state in these samplé3n the other hand, ferromagnetic
resonance (FMR) measurement$259-260] on the same system reveal the presence of

surface spinwave (SW) modes in addition to the bulk resonance modes.

Llo Fe-Pt has emerged as an attractive material for the hard magnetic phase of an ES
system, particularly for magnetic recording aplications. Its high thermal stability [261]
and large uniaxial magnetic anisotropy originate from the spin orbit coupling of the Pt and
the hybridization between Pt 3 and Fe 3 states [262-263]. Ultrafast magnetization
dynamics studies of Li-ordred Fe-Pt thin film [264-265] show that both the first and the
second order uniaxial anisotropy terms contribute to the total anisotropy. In contrary,
some recent works show only the first order anisotropy term plays significant role in
determining the total anisotropy [266]. FMR measurementg267] and micromagnetic
simulations [268] on FePt/Fe bi-layers, with spiral spin structure, reveal the existence of
new modes in theESregime as opposed to the rigid magnet regime. However, timdomain
measurements of the magnetization dynams of ESmagnets are absent in the literature.
Here, we present a systematic study dhe ultrafast magnetization dynamicsin a series of
FessPtas(20 nm)/Ni soFexo(t nm) ESbi-layers with varying thicknesst from 10 to 80 nm. We
have observed a strong dependence of the SW spectra tinThe experimental data is
explained via micromagnetic simulations by taking into account an effective magnetic field

gradient in the NisoFexo layer.

9.2. Sample fabrication

The ESbi-layers FasPtas(20nm)/Ni soFezo(t) with varying NisoFezo thicknesst were grown
on glass substrate by magnetron sputtering with an Ar pressure of 10 mTo[69]. A 1.5 nm
Pt seed layer was deposited prior to the demition of the hard magnetic phase by

cosputtering from elemental targets. This cosputtering process enabled contiwlg of the
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composition of the hard layer. The substrate temperature was fixed at 42CG. The L2
phase of FesPtss layer had (111) texture with a high anisotropy along (001) direction. At
high temperatures, there can be chemical reaction between the soft and hard magnets.
Hence, before depositing the NoFexo layers from an alloy target, the substrate was cooled
down to 150°C. During the depogion of the soft magnet, the Ar pressure was reduced to 3
mTorr. The FesPus layer has a constant thickness ad20 nm. The NioFexo layer thicknesst

is chosen as 0, 10, 20, 50 and 80 nm for sampl8§ S1Q S2Q S50and S80in this work. The
magnetic hysteresis loops measured by the static magnetiptical Kerr effect (MOKE)
microscope and SQUID magnetometry show that the coercivity decreases systematically

with increasing t value [59].

9.3. Measurement of ultrafast magnetization dynamics

The ultrafast magnetization dynamics were measured by a timeesolved MOKE (TR
MOKE) magnetometer based upon a twoolor all-optical collinear pump-probe geometry
as described in detail insection 4.5.2 ofchapter 4. The second harmonic [ = 400 nm) of a
Ti-sapphire laser, chopped at 2 kHz frequency(Tsunami, SpectraPhysics, pulswidth < 70
fs) was used to pump the samples, while the timdelayed fundamental { = 800 nm) laser
beam was used to probe the dyamics by measuring the Kerr rotation by means of a
balanced photediode detector (via a lock-in amplifier with a reference signal taken from
the chopper), which completely isolates the Kerr rotation and the total reflectivity signals.
The probe beam fluee was chosen as about 2.5 mJ.@nwhereas the pump beam fluence
was chosen as about 15 mJ.ctn The pump and the probe beams were focused and
spatially overlapped onto the sample surface by a microscope objective with numerical
aperture N. A. = @5 in acollinear geometry. The applied bias field was tilted to about 1%
angle from the plane of the sample, the tplane component of which is referred to a$i in

this article.
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Fig.9.1: Time-resolved Kerr rotation data showing (a) the ultrafast demagnetization for all samples
and (b) magnetization precession and corresponding FFT power spectra at a bias field of 1.0 kOe

for S8Q (c) Bias field dependence of mode 1 and the correspondingti! fit for S8Q

Fig.9.1(a) to (c) present typical experimental data obtained from our measurements. The
time-resolved Kerr rotation data shows an ultrafast demagréezation within about 500 fs

for all samples as shown inFig. 9.1(a). Subsequently, there is a fast recovery of
magnetization within 5 ps followed by a slower recoverywithin 500 ps, on top of which
precession of magnetization is observed as an oscillatory signal. The demagnetization and

remagnetization times are tabulated inTable9.1.

The demagnetization time, being a characteristic of the material, is constant for all the- bi
layers, but slightly different for the bareFessPtss layer. The fast remagnetization time, on
the other hand, changes significantly as we move from bafeessPus layer to the bilayers.
However, for the bilayers, it does not exhibit any significant variationThe fast relaxation

occurs due to the distribution of energy between electron, spin and lattice baths. Hence this
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gets significantly affected by the spi-orbit (SO) interaction. Now, this SO interaction is
modified in the bi-layers as compared to the baré&essPtss layer due to the presence of two

materials and the interface.

Table9.1: Demagnetizaion, fasaind slow remagnetization times for different samples.

Demagnetization time | Fast remagnetization time | Slow remagnetization time
Sample

(fs) (ps) (ps)

SO 400 3.2 400
S10 500 4.8 325
S20 500 5.3 212
S50 500 5.1 438
S80 500 5.0 515

This justifies the different values of fast remagnetization time £1) in FessPtss layer and bt
layers. The intensity of the pump beam and magnetocrystalline anisotropy also have some
effect onzi. These parameters do not vary significantly for the samples studie However,
the SO interaction gets affected by the local lattice structure and symmetry along with the
intrinsic SO coupling[298, 301]. For the four bilayers, theFessPtas/Ni soFexo interfaces are
not identical. Hence this and the different values introduce a variation in the distribution

of surface, interface and interior spins in these biayers. As the rate of energy and
momentum transfer from spins to lattice is different for surface, interface and interior
spins, a variation in zz values is obtained for the bilayers. However, as there is no
systematic change in the interfaces with the thickness of the {ayers, the variation inza

values is also random.

A bi-exponential background is subtracted from the timeresolved data before performing

the fast Fourier transiorm (FFT) to extract the SW spectra from the sample3he upper
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panel ofFig.9.1(b) presents the timeresolved precessional dynamics fo680at a bias field
H = 1.0 KOe, while the lower panel presents the corresponding FFT spectra showing the

presence of a number of SW modes for this sample. The variation of the frequency of mode

1 with the bias field is plotted inFig.9.1§ AqQ Al 11 ¢ xEOE A £EO Ol

(2.58) in chapter 2) [144] confirming the magnetic origin of the modes. The SW modes as
obtained from the TR-MOKEmeasurements onsamples of differentt values are presented
in Fig.9.2(a).
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We observe that the moddrequencies of these bilayers are higher than that of the bare
NisoFezo layers of comparable thickness. A number of modes are observed for all samples
studied here. ForSQ two peaks at about 52 and 77 GHZ with a clear splitting are observed.
The entire pectrum shifts to lower frequency regime as we keep on increasing the ddfFexo
layer thickness. ForS1Q the peak frequencies are about 49.64 and 62.48 GHz and the
splitting gets weaker. In the case 052Q the peaks are very weakly split and the frequenes
are also reduced to about 24.8 and 28.9 GHz. The spectrum changes suddenlySt®and
we get two distinct bands of modes at about 10.07 and 17.46 GHz. Finally, 88Q only a
single band of modes around 12.45 GHz is observdd.some cases a lower frguency mode

(< 5 GHz) is observedwhich does not vary significantly with the bias field or t, and

therefore are not shown inFig.9.2(a).

To understand the dynamic magnetic behavior in more details, we performed
micromagnetic simulations and the simulated results are presented ifrig. 9.2 (b) & Fig.
9.2(c). We first simulated the static magnetic configurations of all the samples lmsing the
LLG Micromagnetic Simulatof206] as described in sectior3.4. of chapter 3.Calculations
were done by dividing the samples in arrays of cuboidal cells with twdimensional
periodic boundary conditions applied within the plane of the samples. ThEessPtss layer is
discretized into cells of dimension 5 x 5 x 2 nf On the other handNisoFexo layers were
divided into arrays of cells with dimensions5 x 5 x5 nm3. The simulations assume typical
material parameters for FessPtus as saturation magnetizationMs = 1140 emu/cc, exchange
stiffness constantA = 1.05 nerg/cm, first order anisotropy constant Ki = 15.5 Merg/cc
along (001) direction and for NisoFezo asMs= 820 emu/cc, Ka = 0 andA= 1.3merg/cm. The
interlayer exchange stiffness constant is seto 1.3 merg/cm. The gyromagnetic ratio g =
18.1 MHz O¢€ is used for both layers. In the real system thEessPus layer has (111) texture
with a high magnetic anisotropy along the (001) direction59]. This corresponds to (001)
directions that have Llo order, i.e, alternating Fe and Pt planes are the uniaxial easy axis
anisotropy directions. These easy axes all lie at an angle about 55° from the surface
normal with the in-plane component having random orientation for the different
crystallographic grains.Modeling such a complex spin configuration is beyond the scope of

the micromagnetic simulations and hence we considered a simpler model system with an
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effective anisotropy along the (001) direction, assuming that due to the (111) otdf-plane
and random in-plane orientation of the crystallites on the macroscopic length scale, the-in

plane modulation of the spins in the~essPtss layer cancels out.
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Fig. 9.3: (a) 9mulated static magnetic configurations of bare FesPts thin film (SO and
FessPtas/Ni goFex bi-layers with varying NigoFex layer thickness $1Q S2Q S50and S80. Magnified
views of parts of S10and S50are shown to elaborate thespin-twist structure inside the NigoFex
layer. (b) The color mapusedfor Fig. 9.3a). (c) The effective magnetic field used inside the biFex

layer (as a function of the distance from the EePtis/Ni soFex interface) in the simulations.

Due to the very highanisotropy of the FessPtss layer along the (001) direction, thespins at
FessPtas/Ni soFexo interface are considered as pinned along (001) direction by assigning
same anisotropy as F&Pts on the NioFexo cells at the interface.These parameters were
optimized by calculating the hysteresis loops of the samples and bgraparing the results
with the experimental loops as reported previously [59]. The static magnetic
configurations were calculated byapplying a 1 T bias field in the plane of the sample (along

the x-direction) to fully magnetize the sample and allowing the magnetization to relax for 5
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ns. The applied field was then reduced to the desired value and the magnetization was
further allowed to relax for another 10 ns. During this processJwas set at 0.99 so that the
precession dies down quickly and the magnetization fully relaxes within 15 nsThe
convergence criteria was set on the maximum torquenxH << 106 A/m, where m = M/ Ms,
which was always reached within the allowed relaxation timeFig. 9.3(a) presents the
simulated static magnetic states of all the samples and the color map used is showrFig.
9.3(b). The color map shows the orientation of the magnetization with respect to the
applied field direction. Due to the application of very high field for the first 5 ns, the sample
becomes fully saturated during hat time. However, when the field is reduced to the bias
field value H= 1.0 kOe, all spins get aligned either to the bias field or to the anisotropy field,
whichever is higher. Prominent domain formations are observed in the hard magnetic layer
(FessPtas) for all samples. The spins in the FePtss layer are aligned parallel (antiparallel)
to its anisotropy direction (001) whereas the spins in the NioFexo layer rearrange
themselves to minimize the energy of the system during the calculation of static magiee
configuration and finally end up with the twisted spin orientation in the NioFexo layer as
elaborated in the inset ofFig. 9.3(a) for two different samples S10and S50 These static
configurations were used to simulate the dynamics of these samples after applying a pulsed
magnetic field h(t) with rise-time of 50 ps and peak amplitude 30 Oe perpendicular to the
plane of the samplesin the dynamic simulationswe have introduced an effective magnetic
field in the NisoFezo layer as shown inFig.9.3(c). To justify the use of the spatially varying
field in the NisoFexo layer, we calculate the internal field distribution in the samples under
three different conditions: i) without any additional field in the NisoFexo layer, ii) with an
additional field confined only at the NgoFexo layer at the FesPtas/Ni soFexo interface and iii)
with the additional spatially varying (exponentially varying) field in the NisoFexo layer as

presented inFig.9.3(c).
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Fig. 9.4: (a) Static magnetic state of the sampl&20with the black dashed line, along which the
internal field distribution is calculated and (b) Internal field distribution at z = 35 nm for the sample

S20under different configurations.

The internal field within the NisoFexo layer is then calculated at different distancesz) from
the interface. A typical result forS20at z = 35 nm is $iown in Fig.9.4. This shows that the
internal field distribution is similar for the first two cases indicating that the exchange bias
field applied at the interface layer does not penetrating into the NiFexo layer
automatically due to the exchange interaction in the micromagnetic simulatiof844] and
an addtional field gradient in the NisoFexo layer is indeed required to reproduce the
experimental frequency values. This discrepancy is probably because in the modeling we
assume sharp interface between the kePtss and NisoFexo layers, which may have
oversimplified the experimental systems. The interface quality significantly depends upon
the deposition process and the subsequent posteposition treatments. Also, the degree of
atomic coherency and chemical and atomic roughness at the interface affect the integse
exchange coupling in the exchange spring magn¢2¢5]. However, quantification of these

parameters and incorporation of those in micromagnetic simulations are beyond the scope
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of this paper. Hence, we have instead approximated those possible effects as an additional
magnetic fidd in our calculation. The field values were adjusted extensively to obtain a
qualitative agreement with the experimental mode frequenciesAs the spins of the NibFexo
layer are pinned at the interface, the effective magnetic field is assumed maximum &et
interface and decays exponentially as we move from the interface inside the MiFexo layer,
due to its origin in the exchange interaction The dynamic magnetization was averaged
over the entire sample volume and images of the same were saved until theepession died
down. We have also simulated the dynamics of only dFexo films with thickness ranging
from 10 to 80 nm under identical conditions as above for a comparison and the results are
presented in Fig. 9.2(b). Two resonant modes are observed in this case, out of which the
lower frequency mode reduces from 10 GHz to nearly 5 GHz with increasinigout the
higher frequency mode increases slightlyrom 13.73 to 15.0 GHz uptd = 50 nm and then
decreases slightly to 14.15 GHz fdr= 80 nm. This shows that the presence of the adjacent
FessPtas layer and the resulting pinning at the interface and an effective magnetic field
gradient within the NisoFexo layer play important roles in determining the frequency and
nature of the SW spectra in the biayer systems.Fig.9.2(c) presents the simulated spectra
of the FesPus/NisoFexo bi-layers with the static magnetic configurations as shown irfrig.
9.3(a). The simulations reproduced the important features in the experimental spectra
gualitatively. The domains in the hard layer affect the noitinear spin orientation in the
NisoFexo layer significantly, which in turn affects the SW modes of the #ayers. ForS0, S10
and S2Q experimentally observed peaks are reproduced at nearly sanieequencies in the
simulations. In all cases the experimentally observed mode splitting is reproduced
although the relative mode intensities are not exactly reproduced. For some samples,
additional modes are observed in the simulations, which were not det¢éed experimentally.
Also, the experimental peaks are broader due to shorter time window of about 1.5 ns as
opposed to the simulation window of about 4.0 ns. FoB5Q the simulation qualitatively
reproduced the experimental modes at similar frequencies, th the band of modes near 17
GHz. Finally, for S8Q three modes observed experimentally are reproduced in the
simulation with an additional mode at around 5 GHz, which was not observed
experimentally. This mode is probably a backward volume magnetostatic ade, which

propagates out of the probe spot volume after excitation and do not get detected with
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reasonable intensity. It is also found from the simulation that this low frequency mode
grows significantly in intensity only after about 1.5 ns. Since in thexperiment the time-
resolved data was acquired for 1.5 ns, the intensity of the detected mode is further reduced
and almost becomes invisible in the experimenin Fig.9.2(c), we have shown FFT spectra
of the simulated time-resolved magnetization for the first 1.5 ns foiS8Q which significantly

reduced the intensity of the mode at around 5 GHz.
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Fig.9.5: Regionwise extraction of precession frequencies from (ayQ (b) S1Q (c) S20and (d) S8Q

The static magnetic states are not in scale for betteisual clarity.

In order to understand the origin of the observel SW modes, we extracted the dynamics
locally from different regions of the simulated samples as shown ikig. 9.5. For SQ the
origin of the observed modes lies witin the formation of the domains in the static
configuration and the frequency of precession of magnetization within the yellow (blue)

domain is found to be 56.8 (69.6) GHz, as shown ig.9.5(a). For S1Q the modes originate
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from the precession of magnetization of two different domains where the kBePtss and the
NisoFexo layers are strongly coupled as presented iffig. 9.5(b). In contrary, fortl ¢m 11 h
the spins in the NgoFexo layer are slightly modulated due to the presence of the domains in
the FessPtas layer and the observed modes primarily originate fron the spin-twist structure
inside the NioFexo layer. For S2Q a clear mode splitting is observed from the dynamics
extracted from the NioFexo layer as shown inFig.9.5(c), whereas dynamics extracted from
the FesPtss layer gives only a band of modes, which are not observed in the experiment.
Similar pattern is also observed forS50 As we move taS8Q from Fig. 9.5(d), we observe
that the major contribution to the modes comes from the NbFexo layer. The extracted
modes from the top 10 nm of the NbFexo layer reproduces two higher frequency modes
but the third mode with lower frequency is reproduced only after considering the non
uniform spin structure up to about 20 nm from the FesPtss/Ni soFexo interface. There is
also an effective field gradient present up to about 28 nm within the btiFex layer from the
interface for this sample but that does not significantly modify the values of the mode
frequencies compared to that of a bare 80 nm BiFexo film. However, the presence of the
spin-twist structure modifies the mode profiles giving rise to a band ofmodes for this bt

layer structure instead of a single mode for a BiFexofilm.

9.5. Conclusions

In summary, we have studied the ultrafast magnetization dynamics of a series of exchange
coupled FesPus/Ni soFexo bi-layers with varying NisoFexo thickness by anall-optical TR-
MOKE measurement and micromagnetic simulations based on a simplified sample
microstructure. Even though the simulations are simplified they are sufficient to capture
the important features observed in our experiments. Rich SW spectra are arsed in these
samples, which depend strongly on the MiFex thickness. The mode frequencies obtained
for the bi-layers differ significantly from those of a single NbFexo layer with comparable
thickness and new modes are also observed. For thinner sarepl the magnetization
dynamics are found to be primarily governed by the formation of stripe domain and with

increasing thickness of the NiFexo layer, the effect of the spirtwist structure within this



169
Chapter 9

layer comes into play. As the thickness of BiFex increases further, the effect of the spin
twist structure in determining the dynamic mode profile decreases. The observed
dynamics will be important for understanding and future applications of exchange spring

magnets in high speed storage and memory deds and for microwave applications.
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10. Magnetization reversal dynamics in Co
nanowires with competing magnetic

anisotropies

10.1. Introduction

Ordered arrays of magnetic nanowiregNWs) have tremendous potertial in technological
applications including magnetic storage[l], field sensors[346], logic devices[347], and
magnonic crystals[3]. Measurements and understanding of magnetization reverk§69, 76,
348], domain wall movements[349-350] and sgn wave dynamics[221, 351] in magnetic
NWs and nanopillars have emerged as important problems from the viewpoints of both
fundamental science and for the above applications. The evaéncreasing demand for
storage density leads towards the reduction of bit size, but an upper limit to the storage
density occurs die tothe superparamagnetism. Densely packed ordered arrays of magnetic
NWs with large aspect ratios(R) may overcome this problem due to the large volumes of
the individual NW and its large shape anisotropy along the wires axis, associated with
larger ared density. On the other hand, ifNWs formed of magnetic materials with high
magnetocrystalline anisotropy, a competition between the two anisotropies may arise if
the anisotropy directions are different. Electrodeposition through nanoporous templates
[87] is a very efficient and costeffective method to produce large aspect ratiNWsat large
scales with different diameters, lengths, and crystallinity. Previous reports on
electrodeposited CoNWs have shown that the high melting point and high binding energy
of Co with hexagonal closgacked (hcp) crystalline structure favors aggregation of atoms
into small three-dimensional (3D) clusters, which form CANWswith their c-axis orientated
either parallel [352] or perpendicular [352-353] to the long-axis of the NW depending on
the pH d the electrolyte used during electrodeposition. On the other hand, the shape
anisotropy naturally occurs along thelong-axis of the wire, and competing magnetic
anisotropy has become an important topic due the possibility of tuning of the magnetic

anisotropy energy barrier in theseNWssimply by tuning their aspect ratio. The competing
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magnetic anisotropies and the consequent crosgver of the magnetic easy and hard axes
that depends the aspect ratio have been studied in ferromagnet{feM) NWsand nanotubes
with large magnetocrystalline anisotropy [354-357]. The crossover has been observed
both by varying the diameter and length of theNWs and from the measurements of
magnetizaion as a function of the amplitude and orientation of the applied magnetic field.
However, the detailed magnetization reversal mechanisms associated with the cresser
of the magnetic easy and hard axes have not been studied in detéil.this chapter, we
present a systematic study of the magnetization reversal mechanisms in @WVs, where the
competing magnetic anisotropies are observed. In order to minimize the further
complications arising from magnetostatic interactions between theNWs, we have grown
them in track-etched polycarbonate membranes (PCTE) with very low pore density. We
have performed 3D micromagnetic simulations to obtain an extensive understanding of

the magnetization reversal processe the NWs.

10.2. Sample preparation

The CoNWs were prepared by a standard threeelectrode electrodeposition process(as
described in detail in section 4.3 of chapter 4) through commercially available
polycarbonate track etched PCTH templates (Whatman) with a fixed nominal diameter of
about 100 nm.The deposition was carried out by the application of a pulsed potential with
voltage levels at 0.1 andyl.0 V and with uniform pulse width= 10 s. The electrolyte used is

a 100 ml solution of 30 MM CoSQOH-O and 120 mM EBG in distilled water [358]. The

templates were left into a solution of sodium lauryl sulphate prior to deposition to allow
wetting and opening up of the pores and to have smooth and uniform deposition. The
backside of the PCTE membrane was coated with a 100 nm thick Au laysr thermal
evaporation, which served as the cathode. The lengths of tiNswere varied by varying

the electrodeposition time between 2000 and 80 s.
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10.3. Characterization and measurement of the quasistatic

magnetic properties
For structural and compositional analyses the templates were dissolved in
dichloromethane and washed several times with ethanol and distilled water to clean the Co
NWs. The surface morphology and the dimensions of the NWs were studied with field
emission scanning electron microscopy (FESEM; Helios NanoLab, FEI). The compositional
analysis was made by using energy dispersive-rdy spectroscopy (EDX; Helios NanoLab,
FEI). The crystal structure of theNWswas studiedfrom as-depositedtemplates by using %
ray diffraction using CuK, radiation of wavelength 1.54 Aj 8 2$n 0! . Al UOEAAI
Finally, the quasistatic magnetization reversal properties of the NWsembedded insde the
templates and lying vertically on the substrate plane were studied by vibrating sample
magnetometry (VSM; Lakeshore model 7407) at roometperature. The magnetic field up
to 16 kOe is applied in steps of 50 Oe in two different orientations during tle
measurementsz 1) parallel to the long axes of the NWand 2) perpendicular to the long

axes of the NWs.

10.4. Results and discussions

The scanningelectron micrographs of CdNWswith different aspect ratios are shown inFig.
10.1(a)z(d), after dissolvingthe templates. The diameters of th&Wsare found to be about
95 nm = 5 nm. By varying the deposition time between 2000 and 80 s, the lengths of the
NWs are controlled between 5.75pum and 240 nm, which correspond to a variation of
aspect ratio between about 60 and 2.5. The EDX spectruiffig. 10.1(e)) shows little traces
of Oxygen apart from Co whichconfirms the chemical purity of the NWs with slight
oxidation of the surface layer The XRD datafig.10.1(f)) confirms an hcp crystal structure.
However, the crystallinity is not very high, which may result in a reduction of

magnetocrystalline anisotropy compared to the value for single crystal Co.

8
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Fig.10.1: Scanning electron micrographs of CHWswith different aspect ratios: (a) 60, (b) 49.5, (c)
18.1, and (d) 6.8. (e) The ED3Xpectrum and (f) the XRD data obtained from the electrodeposited Co
NWs.

The magnetization (M) as a function ofthe applied magretic field (H) for three different
samples, measured by VSM at= 300 K, are shown inFig.10.2(a). ForNWswith R> 10, we
clearly observe that the longaxis loop (magnetic field applied parallel toNWs axes) has
higher coercive field and remanence and lower saturation field thathose obtained from
the short-axis loop (magnetic field applied perpendicular taNWs axes). As the aspect ratio

is decreased, the differences between the loops are reduced. Fot B < 10, the two loops
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are close to each other. IrfFig. 10.2(a), we show that forR = 6.8 the two loops are almost

identical, defining the crossover region between the easy axis and the hard axis. With

further reduction in aspect ratio (R < 3), the short-axis loop starts to show higher coercivity

and remanence and lower saturation field tharthose for the long-axis loop. ForNWs with

large aspect ratio R > 10), the shape anisotropy, parallel to the axis of thlWs, dominates,

which causes highercoercive field and remanence and lower saturation field for the long

axis loop. For intermediate values oR (10 < R < 3), the contributions from the shape and

magnetocrystalline anisotropies are comparable and it is difficult to distinguish the
differences between the loops along the long and short axes. FdR < 3, the
magnetocrystalline anisotropy starts toclearly dominate, and the shoraxis loop shows
higher coercivity and remanence and lower saturation field. According to the macrospin

model [359], the crossover should ideally occur sharply atR y 7.0 (for saturation
magnetization Ms= 1400 emucc, magnetocrystalline anisotropyK = 5x 106erg/cc along the

[100] direction). However, the smearing of the crossver region, as observed in our
experiment, is possibly due to a distribution of magnetocrystalline anisotropy over the
NWsand due to the complicated magnetization reversal processes that is not considered in

the macrospin model.
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Fig.10.2: (a) Experimental and (b) simulatedMzH curves of CONWswith different aspect ratio (R).
Thered lines correspond to theMzH curves with H applied parallel to the long-axis of the NW and
the black lines correspond to theMzH curves with H applied perpendicular to thelong-axis of the
NW.

To understand the details of the magnetization reversal mechanisms associated with the
cross-over, we performed micromagnetic simulations to numerically solve the Landau
LifshitzzGilbert equaton [eqn. (2.44) in chapter 2] by using the public domainsoftware
object oriented micromagnetic framework (OOMMF), from the NIST websit§205]. A
description of the working principle for this software is given in section 3.4 of chapter 3.
We have simulated the magnetizationN]) as a function of the applied magnetic fieldH) for
Co NWs with aspect ratio varying between 2.5 and 60. Calculations were performed by
dividing the samples into 3D arrays of cuboidal cells with dimensions X2x5 nm3. The

linear dimensions of the cells are comparable to the exchange length of Co, which is defined

as 0j¢“0 , whereA is the exchange constant andisis the saturation magnetization,
respectively. The simulations assume the following material parameters for CdaMs =

17.59 kOe, exchange stiffness constart= 30 x10-7 erg/cm, magnetocrystalline anisotropy

K = 45 %106 erg/icc along the [100] direction, and gyromagnetic ratioc = 17.6 MHzOe.
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Shape anisotropy is already included in the calculation of the demagnetizing field of the
system. The applied magnetic field was variedetween +15 to-15 kOe in steps of 50 Oe. In
some cases, when required, a field step of 5 Oe was also used to observe finer details. The
stopping criterion is given on the change in magnetization with time. A damping coefficient

1 = 0.9 was used to ensurdghat the system finds equilibrium within the allowed simulation

time between two consecutive steps of the applied magnetic field.

Some typical simulatedMzH loops are shown inFig. 10.2(b). Since the measured samples
were deposited inside PCTE templates, thidWs embedded inside the pores are separated
by large distance, and we may neglect the dipolar interaction between tidWs. Hence, the
simulations were performed in singleNWs without losing any important information. The

MzH loops obtained forR= 60 and R= 20 are almost identical, and hence for visual clarity
of the magnetization reversal modes (as presenteith Fig.10.3) we have shown the results
for R = 20 only. The simulated data qualitatively agree with the experimental data
However, detailed quantitative agreement is not expected as the simulations were

performed at T=0 K and the experiment was aT = 300 K.

In general, for smal nanomagnetsx EOE A E | AdO 6nk thé ragr@tization reversal is
primarily dominated by coherent (quasicoherent) rotation, although the enhancemat of
dimensions along one or more axes may lead to various other reversal modgkl8],
including curling, fanning, buckling, and generation of local ngmetic domains such as
vortex and Bloch domains. This depends upon the competition between various magnetic
energies, which, in turn, depends strongly upon the parameters of the system and external
fields. Here, we study how the competing magnetic anisotpy energies influence the
reversal modes in CANWSs. For large aspect ratio R= 20, shown inFig.10.3) and H applied
parallel to the long-axis, the reversal starts & the two ends ig. 10.3(a)), but before the
end regions reverse, the magnetization in the central region of thdW reverses drastically

and nearly coherently at abot H = H1.05 kOe. The two ends reverse gradually and

completely reverse at a larger magnetic field. When the field is applied along tekort-axis,

the reversal occurs by nucleation of reversed domains &1 = H0.65 kOe at the two ends of
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the NWsand slow propagation of the reversed domains towards the centre of tiéWs (Fig.

10.3(h)).
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Fig. 10.3: Vector maps ofmagnetization reversal in a CANW with R = 20. The magnetic field is
applied along (a) thelong-axis and (b) the short-axis of the NW. The coordinate system ad the

color map indicating the direction of the magnetization are shown next to the images.

At R=7, whenthe field is applied parallel to thelong-axis, the reversal occurs via formation
of a Bloch domain along thdength of the NW (Fig. 10.4(a)). With decreasng field, the
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width of the domain shrinks towards the centre of theNW. AtH =HL.1 kOe, the central
region drastically reverses, triggering further reversal of the spins from the centre towards
the end regions along the length of theNW. The ends gradually reverse with further

increase in the reverse field. The reversal mechanism is simildéor this sample when the

field is applied along theshort-axis of the NW (Fig.10.4(b)).
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Fig. 104: Vector maps of magnetization reversal in a CdW with R = 7. The magnetic field is
applied along (a) thelong-axis and (b) the short-axis of the NW. The coordinate system and the

color map indicating the direction of the magnetization are as shown iRig.10.3.

With further reduction in aspect ratio below the cress-over (R = 2.5), when the field is

applied along the wire axis, the reversal again occurs through the formation of Bloch































































