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Chapter 1

Introduction

Investigations on the magnetic properties of low-dimensional (low-d) systems are long standing

important research problems of modern condensed matter physics. The physics of magnetic

systems in this restricted dimensionality is very interesting owing to the occurrence of several

unusual magnetic properties observed in experiments. Such a restricted dimensionality, d is

defined as an object which is infinite only in one or two spatial directions and therefore, corre-

sponds to d = 1 (1d) or d = 2 (2d). The common intrinsic features of low-dimensionality make

inherent parallelism between widely different phenomena in condensed matter physics along with

characteristics shared between them. The initiative on the theoretical studies of low dimensional

(both one and two dimensional) magnetism can be traced back to some eighty years or so which

started with the invention of the one-dimensional classical Ising model and the Bethe ansatz

formulation of the one dimensional quantum Heisenberg model [1, 2]. This was followed by the

famous Onsager solution of 2d Ising magnets [3]. During the last four decades a considerable

effort is being made on the experimental studies of such low-d magnetic systems where in al-

most all the cases the system being studied happens to be a quasi-low-d system [4]. In the

quasi-low-d systems the Intra-chain or intra-layer coupling is typically 103−106 times the inter-

chain or inter-layer coupling. These are very close approximation to pure 1d or 2d systems in

a certain temperature range. Magnets in these restricted dimensions have a natural realization

since they exist as real bulk crystals, although with spatially anisotropic exchange interactions,

leading to the magnetic coupling being much stronger in one or two spatial dimensions than the

remaining ones. Such low dimensional magnetic materials often have all the advantages of bulk

materials in providing sufficient intensity for experimental measurements of thermal properties,

e.g. specific heat, as well as static and dynamic magnetic properties via, e.g. neutron scattering

7
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techniques [5]. With the discovery of layered copper oxide compounds possessing a considerably

high superconducting temperature, the applicability of the physics of low-d magnetic systems

has achieved a new impetus [6]. The parent compound being a layered anti-ferromagnet (AFM)

is an approximation to 2d AFM upto a high degree of accuracy [7, 8]. By now it is clear that

the magnetic properties of these materials are also crucial for the superconductivity.

The most important contribution of the low-d magnetism to the fundamental physics is in

the field of phase transitions and critical phenomena. The studies of the effects of the reduced

dimensionality of the lattice, the symmetry of the Hamiltonian and quantum mechanical nature

of the spins on the critical properties of magnetic systems had an immense impact on the field

of solid state physics. In contrast to the three-dimensional (3d) systems, the possibility of long

range ordering is significantly restricted in the low-d systems. The long range ordering of spins in

the low-d systems is unstable against the spontaneous formation of low energy excitations. In this

regard the Mermin-Wagner theorem states that at any non-zero temperature, a 1d or 2d isotropic

spin “S” Heisenberg model with finite range exchange interaction cannot exhibit any long range

ferromagnetic order (implying Tc = 0) or anti-ferromagnetic order (implying TN = 0) [9, 10].

However, real materials exhibit finite ordering temperature owing to the existence of weak inter-

chain (quasi-1d) or inter-layer (quasi-2d) couplings. These excitations can be both topological

and non-topological in character. In particular, in the two spatial dimensions the vortex/meron

type topological excitations play a crucial role in bringing out a non-conventional phase transition

widely known as the Berezinskii-Kosterlitz-Thouless (BKT) transition [11]. This transition is

driven by the unbinding processes of vortex-anti-vortex bound pairs at a critical temperature

TBKT [12, 13].

To make a brief review of the low-d magnetism in this thesis let me start with a brief overview

of the physics of 1d and quasi-1d magnetic systems, especially the corresponding quantum spin

systems. Then the 2-d and quasi-2d magnetic systems shall be reviewed in a way to fit into the

purpose.

One dimensional spin systems: The field of one dimensional (1d) magnetism is vast and

is still developing rapidly. The 1d spin systems are quite accurately realizable in quasi-1d

magnetic materials. In the 1d quantum systems the quantum effects are strong and very often

lead to new phases with non-trivial ground state properties. Furthermore, the presence of
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frustration leads to more interesting behaviours. In this regard, quantum spin model involving

both the nearest-neighbour and next-nearest-neighbour interactions, viz., the Majumdar - Ghosh

model in one dimensional lattice has attracted a great deal of research interests [14]. Many of

the models in 1d can be solved exactly (the so-called “exactly solvable”) by several analytical

methods, e.g. Bethe Ansatz technique, spin fermion mapping and application of quantum field

theoretical methods, perturbational approaches via series expansion methods, and many more

[15]. Moreover, large variety of numerical approaches such as exact diagonalization (ED), density

matrix renormalization group (DMRG) and Quantum Monte Carlo (QMC) calculations have

contributed immensely in understanding the quantum phases and quantum phase transitions

(QPT) [16]. The quantum effects have been investigated in quasi-1d materials mostly having

either Cu2+ - ions which realize spin-1
2 or Ni2+ - ions which realize spin-1 [17,18]. Spin-1 chain-

like material CsNiF3 has served as a reference material for the demonstration of non-linear

excitations [19]. The Fourier transform of the spin-spin correlation function i.e., the dynamical

structure function (DSF) S(q, ω) determines the cross section in a scattering experiment as

well as the line-shapes corresponding to the nuclear magnetic resonance (NMR) and electron

spin resonance (ESR) experiments. This DSF most efficiently serves as a bridge between the

theory and the experiments. The most important model describing the interaction between the

localized moments in magnetic insulators is,

H = −J
∑

n

(SxnS
x
n+1 + SynS

y
n+1 + λSznS

z
n+1)− gµB

∑

n

Sn, (1.1)

where only the nearest neighbour interaction has been taken into account and the last term

signifies the presence of external magnetic field. J is the exchange interaction; for J > 0 the

model is ferromagnetic and for J < 0 anti-ferromagnetic. When λ = 1 the model represents a

1d Heisenberg model and λ = 0 corresponds to the XY model in 1d. The anisotropy is XY type

for λ < 1 and is Ising type for λ > 1.

The 1d quantum spin chains are divided into two classes based on the value of spin. First one

corresponds to the case of spin S = 1
2 and the other one corresponds to the case of spin S > 1

2 .

Let me first discuss spin chains with S = 1
2 . In this case, depending on the values of J or λ

the model shows the occurrences of various phases which are characterized by very interesting

properties of the ground state and the excited states.
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In the Ising-anisotropic case corresponding to λ > 1 and J > 0 the ground state is doubly

degenerate fully polarized ferromagnetic state. Only the application of an external magnetic

field in the z-direction lifts the degeneracy. The low lying excited states are the states of one

spin-deviation or collectively the magnons. The excitation spectrum is gapped (in the limit

q → 0) with a gap (λ − 1)J (expressed in the unit of energy). The spectrum becomes gapless

in the limit of the isotropic Heisenberg model corresponding to λ = 1. In this very limit

the Mermin-Wagner theorem holds and the spin-spin correlation decays exponentially at any

finite temperature. Similarly the two magnon bound states can be found in this model below

the scattering continuum and these are intimately related to the concept of 2 domain walls

corresponding to two broken bonds [20, 21]. However, the one magnon excitation energy is not

affected by the presence of the two magnon bound states.

For J < 0 with λ > 1 the above model is in the anti-ferromagnetic Ising phase and the

doubly degenerate Néel state turns out to be lowest energy state. In this state although Sztot = 0

there exist a finite sublattice magnetization and long range order (LRO) in the corresponding

correlation. Unlike the case of ferromagnet, however, in this case quantum fluctuations prevent

the order from being complete since the sublattice magnetization does not commute with the

above Hamiltonian. The states corresponding to the elementary excitations are described start-

ing from the Néel state [22]. The low energy excitations are described in terms of magnons, and

the domain wall picture corresponding to the state of two simultaneous spin deviations remains

valid. In the anti-ferromagnetic Ising phase the elementary excitations are known to form a

continuum with the relative momentum of the two domain walls serving as an internal degree

of freedom [23].

On the other hand when the anisotropy is XY type i.e. corresponding to λ < 1 the model

possesses a gapless excitation continuum. This model on a 1d chain can be solved by both Bethe

ansatz as well as by mapping of S = 1
2 spin operators into spin less fermion via nonlocal Jordan-

Wigner transformation. For strictly S = 1
2 systems the nonlocal Jordan-Wigner transformation

makes the XXZ Hamiltonian an interacting fermion Hamiltonian in 1d. In the pure XY limit

corresponding to λ = 0 the fermion chain becomes non-interacting system. In this very limit

both transverse and longitudinal correlation show power law decay and the low temperature

behaviour of specific heat is linear in T [24,25]. For λ 6= 0 the interacting Fermion Hamiltonian

can be treated both in perturbation theory and by Bethe ansatz. Correlations functions still
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show power law behaviour. The XY regime of the Heisenberg chain thus stays in a critical

phase which is equivalent to the Tomonaga-Luttinger liquid. The low energy excitations are

either dressed particles obtained by adding or removing a Fermion (and thereby changing Sztot

by one unit), or particle-hole pair which do not change Sztot.

In the limit λ = 1 for J < 0 the model (1.1) becomes 1d isotropic Heisenberg anti-

ferromagnetic model. The ground state energy of this model is given by, E0 = NJ
2 −2JNln2 and

the elementary excitations form a particle-hole continuum; ω(q, k) = ε(q + k)− ε(k). This exci-

tation continuum is obtained from the dispersion relation corresponding to a more fundamental

excitation and the dispersion is given by, ε(k) = π
2J |sin k| (−π ≤ k ≤ π).. These excitations

which have topological character, are usually called spinons [26]. The low lying excitation spec-

trum is a combination of two spinons [27]. Spinons are spin 1/2 objects and a combination two

spinons gives rise to spin 1 as well as spin 0 states. In the Heisenberg model the spinons are

non-interacting only in the thermodynamic limit corresponding to N → ∞ limit. Spinons get

de-localized in to spin-waves throughout the lattice via exchange interaction. In a system with

even number of lattice sites the total spin is always integer and the spins are always excited

in pairs. However, the presence of next nearest neighbour interaction in the AFM isotropic

Heisenberg model makes the physics more interesting [14]. The Hamiltonian takes the form,

H = −J
∑

n

(Sn · Sn+1 + αSn · Sn+2), (1.2)

where J < 0 and which for α > 0 exhibits frustration because of competing interaction. For

α = 1/2 one arrives at the Majumdar-Ghosh limit where the exact form of the ground state

is known to be a product of singlets (dimers) [14]. The ground state is doubly degenerate

with energy EMG
0 = −3JN

8 and the long range order (LRO) is absent in the ground state.

However, perfect ordering of singlets exists as the Majumdar-Ghosh ground state forms dimer

crystal. Quantitatively this is identified from the finite value of four-spin correlation function

(exhibiting off diagonal LRO). For arbitrary values of α the excitation spectrum is gapless for

0 < α < αc(≈ 0.2411) [28, 29]. At α = αc a phase transition occurs to a dimerized state

characterized by (two fold degenerate) singlet ground state with doubled lattice constant and a

gap appears. Bosonization approach on the other hand gives αc ≈ 1/6 [28,29]. It is worthwhile

to mention that models with explicit or spontaneous dimerization are particularly relevant in

the spin-Peierls chains, i.e., the spin chains which dimerize due to spin phonon interaction.

Inorganic spin-Peierls material CuGeO3 stimulated the research in the field of dimerized spin



12

chains although it is still controversial whether a spin only model can capture the physics of real

spin-Peierls materials [30,31].

Let me discuss the spin chains with S > 1/2. In this regard, spin chains with AFM exchange

interaction becomes most interesting. The behaviour of AFM spin chain with integer and half-

integer values of spin is very different from each other. This was first discovered by Haldane [32].

The ground state of integer spin - S Heisenberg AFM chain possesses a finite spectral gap which is

very surprising in the sense that this gap appears in spite of the presence of rotational invariance

in the Hamiltonian. The gap, given by ∆Haldane = JSe−πS , is called Haldane gap and the ground

state is disordered, and this phase is called the Haldane phase. The lowest order excitation

turns out to be three fold degenerate. However, for half-odd-integer spins the partition function

contains a non trivial phase factor e−2πiSQ where ‘Q’ is called the topological charge/Pontryagin

index. The interference between different topological configurations at the end leads to the

absence of gap in this case. In this regard, the Leib-Schultz-Mattis (LSM) theorem states that

a half integer spin S chain with short range exchange interaction and translationally (by lattice

constant) and rotationally (rotation around z-axis) invariant Hamiltonian either has gapless

excitation spectrum or has degenerate ground states corresponding to spontaneously broken

translational symmetry [24]. This theorem is valid only for half-integer spin systems. In Cu-

doped NENP the occurrence of Haldane phase has been confirmed via electron spin resonance

(ESR) experiment [33].

Spin chains with alternating exchange interactions, frustrated spin chains with anisotropy and

spin ladders consisting of two or more coupled spin chains are being investigated very actively

and the field still possesses loads of unsolved issues [34]. However, in this thesis a review of

frustrated one dimensional and quasi-one dimensional spin systems is out of scope. Hence in the

following I shall review only 2d and quasi-2d spin systems.

Two dimensional spin systems: There is a plethora of insulating magnetic materials including

organic layered compounds, layered transition metal compounds, layered perovskites, graphite

intercalation compounds and many more, which serve as very good 2d spin systems in certain

ranges of temperature (depending on different physical properties of the material). The insulat-

ing magnetic systems are generally described by the Heisenberg model and its variants. Although

the spin- S isotropic Heisenberg model in 2d does not exhibit a long range order at any finite
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temperature and therefore does not exhibit a phase transition (in the conventional sense), the

XXZ and the XY models in 2d exhibit the topological phase transition widely known as BKT

transition [9, 10, 12, 13]. In this thesis, I shall concentrate on 2d models with nearest neighbour

interaction only. There are several models with next and/or next-to-next nearest neighbour

interactions and models involving special geometric structure of the underlying lattices which

supports frustrations [35]. Such models are outside my consideration here.

The Hamiltonian describing the interaction between the local spin moments in a magnetic

insulator is given by,

H = −
∑

r,δ

(JxS
x
rS

x
r+δ + JyS

y
rS

y
r+δ + JzS

z
rS

z
r+δ)− gµB

∑

r

Sr, (1.3)

where (r + δ) is the position of nearest neighbour point of r on a 2d lattice. The last term,

gµB
∑

r Sr in the above Hamiltonian signifies the presence of an external magnetic field. Depend-

ing on the spin dimensionality ‘n’ and different combination of the exchange interactions, the

following classification of models emerges (See Table 1.1). One of the most spectacular achieve-

Spin-dimensionality n interactions models

n = 3 and Jx = Jy = Jz Isotropic Heisenberg model

S2
x + S2

y + S2
z = S(S + 1) Jx = Jy >> Jz XY anisotropic (XXZ) model

Jz >> Jx = Jy Ising anisotropic model

n = 2 and S2
x + S2

y = S(S + 1) Jx = Jy Planar model

n = 1 and S2
z = S(S + 1) Jz 6= 0 Ising model

Table 1.1: Classification of spin models.

ments in the theoretical and experimental investigations on magnetic systems is a thorough

understanding on how the spin dimensionality ‘n’ and the lattice dimensionality ‘d’ influence

the critical behaviour of a many body system. Regardless of the spin dimensionality, transition

temperature Tc has always non zero positive values in 3d systems. Whereas, the 1d systems

always have Tc = 0. For example, in the 1d Ising-type ferromagnetic system the long range order

(LRO) is unstable for kink type thermal excitations [36]. Kink, in this case is an excitation that

separates the spin-up and spin-down regions.
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The 2d magnetic systems, being on the borderline between ordering and non-ordering sys-

tems, are the most important. Onsagar had showed that the 2d Ising model has an LRO in the

conventional sense in the absence of magnetic field [3]. On the other hand Isotropic Heisenberg

model on 2d lattices do not possess any LRO. It is the XY and the XY anisotropic Heisenberg

model (XXZ model) which turn out to be most interesting because these support quasi-LRO,

and the phase transition from the paramagnetic phase to quasi-LRO is the well known topolog-

ical phase transition. Kosterlitz and Thouless and Berezinskii independently have investigated

the low temperature phase of 2d XY model and put forward the concept of topological phase

transition [11–13]. The topological order below a certain finite temperature TBKT comprises of

pairs of vortex and anti-vortex spin arrangements. The transition is marked by unbinding of

vortex anti-vortex pairs. Subsequently the BKT theory has been extended to describe melting

in solids [11]. The XXZ model has also been shown to exhibit such a topological phase transition

and the topological excitations in this model are called merons [37–42]. For this model the spin

dynamics induced by the merons above TBKT is very special owing to the occurrence of a central

peak (in constant q scan) in the dynamical structure function (DSF).

It is worthwhile to mention that the mean field (MF) theory fails badly in 2d (and in general

in low-d) magnetic systems whereas the 3d magnetic systems are very well described by it. The

MF theory becomes exact when the dimensionality (Euclidean) d of the system becomes greater

than certain critical value du [43] where the of du depends on the model under consideration.

This is called the upper critical dimension (UCD) above which the mean field theory gives best

and accurate results. To be more specific if one takes the example of the isotropic Heisenberg

model, the UCD for this model is du = 4 when only the static properties are considered, whereas

UCD for the same is du = 6 when the dynamic properties are concerned [44]. In 1d magnetic

systems there is no transition to LRO for all the available models viz., Ising, XY and Heisenberg

models, whereas in 2d XY and Heisenberg models do not possess any LRO but the 2d Ising

model does. However the MF theory predicts the existence of LRO irrespective of the lattice

dimensionality and the value of the transition temperature depends on the lattice dimensionality

only through the number of nearest neighbours ‘z’ [45].

In the following I shall describe briefly and purposefully the topological phase transition in

the 2d classical XY model (where the spins are constrained to lie in the plane) and the same

corresponding to the 2d classical XXZ model will be described in the subsequent chapters. Here
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by classical XY model it is meant that the spins in the Hamiltonian are classical vectors having

magnitude S on a two dimensional lattice.

Magnets with easy plane anisotropy come into the XY universality class owing to the fact

that the underlying symmetry is the O2 symmetry [46]. The corresponding order parameter

that indicates the breakdown of this symmetry, is a two dimensional vector 〈S〉 = S(cosθ, sinθ)

where θ is the phase angle. The Hamiltonian is given by,

H = −J
∑

<i,j>

(Sxi S
x
j + Syi S

y
j ) = −J

∑

<i,j>

cos(θi − θj), (1.4)

where < i, j > denotes that the interaction is between the nearest neighbours only. It is well

known from the Mermin-Wagner theorem that the long wavelength phase fluctuations destroy

the phase correlation at long distances and therefore, true LRO is impossible in 2d [9, 10].

However a new type of excitations called vortices (and anti-vortices) had been found in this

model [11–13]. These are localized topological excitations characterized by a so called winding

number, ‘Q’ defined by,
∮
∇θ(r) · dl = 2πQ where the closed integral is taken along a contour

surrounding the center of the excitation. The continuum limit has been considered in the above

mentioned definition by supposing that all the length scales in the systems are much larger than

the lattice spacing ‘a’. For vortex configuration ‘Q’ is a positive integer and for anti-vortex

configuration ‘Q’ is a negative integer. A schematic picture of spin vortex with Q = 1 and

anti-vortex with Q = −1 are shown in Figure 1.1 One important quantity corresponding to the

model(1.4) is the spin-wave stiffness/helicity modulus, ρs. This describes how much free energy

it costs to apply an in-plane twist or gradient to the spins and at T = 0 it value is given by,

ρs = zS2J/4, where z is the coordination number. Energy (strictly speaking the free energy) of

an isolated vortex configuration is given by, EV = Ec + πQ2ρs ln(L/a), where ‘L’ is the size of

the system, ‘a’ stands for lattice spacing as mentioned earlier and Ec is the energy of the vortex

core [11,47]. Hence, in a macroscopically large system the vortex excitation energy diverges and

therefore isolated vortex configuration is not feasible. However a vortex-anti-vortex bound pair

can exists for which the energy can be shown to be given by EV−AV = 2Ec + πQiQjρs ln(R/a),

where Qi and Qj are the topological charges of vortex and anti-vortex respectively, Ec is the

vortex core energy and R is the mutual separation [11, 47]. Considering a long enough path

enclosing both the vortex and the anti-vortex, one finds the net topological charge to be zero

and the energy of the pair does not diverge with the sample size. It is worthwhile to mention

that the vortex core happens to be the region corresponding to r ≤ a where the continuum
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Figure 1.1: (a) Q=1 classical vortex, (b) Q= -1 classical anti-vortex.

approximation turns out to be invalid because the angle θ varies very rapidly from one lattice

point to the other. The lattice spacing therefore, can be regarded as a short distance cutoff. If

the two excitations have opposite topological charge only then the interaction will be attractive

i.e. vortices and anti-vortices form stable pair, otherwise they repel each other.

The long distance behaviour of the spin-spin correlation function for the 2d XY model is

given by 〈S(r) · S(0)〉 ≈ ( rL)−η where η = T/2πJ . This shows that the correlation function

decays algebraically with the distance and the corresponding exponent η varies continuously with

temperature. The free energy corresponding to the presence of a single vortex is, F ≈ (πρsQ
2−

2KBT ) ln(L/a) where the entropy of the configuration is approximately 2kB ln(L/a). The free

energy changes sign at a temperature kBTBKT = (π/2)ρsQ
2 and precisely at this temperature

the vortex-anti-vortex bound pair starts dissociating. It is the logarithmic interaction between

the topological excitations combined with the entropy in 2d which allows the subtleties of the

vortex-anti-vortex unbinding transition at TBKT . The most remarkable thing happens to be the

universal value of the renormalized (due to the thermal excitations) spin-wave stiffness, ρRs below

TBKT suddenly turns out to be zero just above TBKT . More precisely, ρRs (T−BKT )/TBKT = 2/π

just below TBKT and ρRs (T+
BKT ) = 0 just above TBKT and this is referred to as universal

jump. For T above TBKT a truly disordered phase with effectively non-interacting vortex-anti-
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vortex gas develops and the spin - spin correlation function decays exponentially with the spatial

separation which is in contrast to the power law dependence in the regime T < TBKT [see Figure

1.2].

Figure 1.2: Schematic of BKT transition.

From the renormalization group analysis, it can be shown that the correlation length becomes

exponentially divergent near TBKT and it is given by, ξ ≈ aeb/
√

(τ), where τ = T−TBKT
TBKT

[47,48].

The value of b is typically around 1.5. The correlation length further sets the length scale for

the density of unbound vortices. The vortices are actually correlated within an area ∼ (2ξ)2 and

therefore the density of free vortices becomes nv ∼ (2ξ)−2. Since the free energy density in the

high temperature phase above TBKT is of the order of ξ−2, the specific heat cv obtained from

this free energy possesses a very weak essential singularity which is practically unobservable

in the experiment. However, there exists an anomalous jump in cv near TBKT because of the

entropy liberated due to the unbinding of vortrex-anti-vortex pairs [47,48].

Three dimensional magnetism: Our knowledge of the three dimensional models of magnetic

insulators are mainly based on certain approximate methods. One such method is the high tem-

perature series expansion. On the other hand, the low temperature behaviour of the magnetic

systems are generally described by considering possible low energy excitations [21]. These are

spin waves, quantized as magnons and are constructed from the exact ground state for simple fer-

romagnetic materials or the classical lowest energy state (Neel state) for anti-ferromagnetic ma-

terials. The thermodynamic properties are calculated by considering a perfect fluid of magnons

(linear spin waves). Magnon-magnon interactions are described in the low density (of magnons)
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limit by an approximate Boson Hamiltonian containing quartic terms [21]. This Hamiltonian

is obtained via the Holstein-Primakoff transformation. A reasonably detailed discussion on the

magnons and multi-magnon states (occur due to magnon-magnon interactions) is given in the

Appendix B.

Neutron scattering theory : Neutron scattering is the most powerful and versatile experimental

tool for studying the microscopic properties of magnetic materials. The critical properties of

magnetic systems are fantastically probed by neutrons. In the critical phenomena, the behaviour

of pair correlation function of the order parameter in space and time is of considerable interest

and therefore experimental studies (via scattering experiments) of the same can be performed if

the probe couples with order parameter itself. Furthermore, the wave length associated with the

probing particle must be of the same order as the correlation length (in case of spatial correlation)

and the frequency of the corresponding wave (actually the de’ Broglie wave associated with the

probing particle) must be of the same order as the inverse correlation time (in the case of

temporal correlation). All these conditions are well satisfied by neutrons [49,50].

Elastic and inelastic neutron scattering experiments provide us with an extraordinarily de-

tailed access to spin structures, magnetic-excitation spectra, soft-modes and critical dynamics

at magnetic phase transitions, because neutrons interact with the local electronic/atomic mag-

netic moments present inside a solid state material. In the magnetic neutron scattering the

spin-spin correlation function is measured and this can clearly distinguish between the phases of

different symmetry. Given a sufficient instrumental resolution (to be discussed in due course),

there exists no ambiguity in determining any ordered or disordered phase in a magnetic system

because signatures of these phases in the neutron scattering experiments are radically different.

In the neutron scattering, one measures neutron count, which is proportional to the differential

scattering cross section. Furthermore, in any scattering experiment one always measures the

properties of the incident (i) and final (f) neutron beams and infers the momentum and energy

transferred to/from the sample. Here thermal neutrons are generally used because they have

energies similar to those of many excitation processes of interest in solids. In the following, let

me briefly describe the theoretical aspects of the neutron scattering technique.

A diffraction or a scattering experiment is governed by the laws of momentum and energy

conservation, viz., Q = ki−kf and ω = Ei−Ef respectively. In the elastic scattering experiment,
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the initial and the final momentum remain unchanged i.e., |ki| = |kf | = 2π
λ where λ is the

wavelength of the wave associated with the neutron beam. In this case it turns out that |Q| =
2|ki|sinθs where the angle 2θs is the angle between the incident and the final beam. When the

|Q| = |G| where G is the reciprocal lattice vector, the well known Bragg condition is satisfied.

The magnitude of |Q| can be controlled by adjusting the angle 2θs. Thus the elastic scattering

experiment does figure out the magnetic lattice structure of the sample [50].

A more complicated situation occurs in the inelastic neutron scattering (INS) experiments.

In this case the initial and final momentum do not remain same i.e., |ki| 6= |kf | and both energy

and momentum transfer occur to/from the sample. For a single-crystal sample, energies become

dependent only on the relative momentum q measured with respect to a reciprocal lattice vector

and therefore, the momentum transfer Q is expressed as, Q = G + q. In the INS experiment

a constant q measurement is performed by varying kf as well as the scattering angle and the

relative orientation of the crystal with respect to ki. When ki > kf energy is transferred from

the sample to the neutron and in the opposite case energy is transferred to the sample [50]. The

quasi-elastic neutron scattering is generally looked upon as a limiting case of INS where the

energy transfer is very small compared to the incident or final energy. Quasi-elastic scattering

is characterized by energy transfer peaks centred at zero energy (with finite widths) whereas in

the Inelastic scattering peaks can occur at any energy be it finite or zero.

The rate at which the neutrons are scattered by a sample is given by the product φ(ki)σ,

where φ(ki) and σ are the incident neutron flux and the scattering cross section respectively.

In a typical neutron scattering experiment it is more important to figure out the rate at which

neutrons are scattered into a given solid angle dΩf , in the direction of the wave vector kf ,

with a final energy between ωf and (ωf + dωf ). For a fixed initial neutron beam with a fixed

incident flux φ(ki) this rate is proportional to the double-differential cross section, d2σ
dΩfdωf

. In

general, the double differential scattering cross section (or scattering cross section in short) is a

sum of coherent and incoherent part, i.e., d2σ
dΩfdωf

= d2σ
dΩfdωf

|coh + d2σ
dΩfdωf

|inc, where the coherent

part provides information about the cooperative effects among different atoms, such as elastic

Bragg scattering or inelastic scattering by phonons or magnons in the long range ordered phase.

The incoherent part on the other hand, is proportional to the time correlation of an atom with

itself and provides information about the motion of individual particles. This part provides the

full contribution to the cross-section in the paramagnetic or short range ordered phase. Since
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neutrons act as weak perturbation and therefore, do not modify the states within the systems,

the scattering cross-section can be obtained from the Fermi’s Golden rule and it can be shown

to be,
d2σ

dΩfdωf
= N(

kf
ki

)b̄2S(q, ω) (1.5)

where S(q, ω) is the dynamical structure function and b̄ is the scattering length [50].

In magnetic systems, to understand the static and dynamic properties of elementary excita-

tions one filters out the incoherent part of the inelastic scattering data. Then the remaining

coherent differential scattering cross-section just delivers us with the dynamical structure func-

tion (DSF) corresponding to the order parameter correlation function in general and spin-spin

correlation function in particular in spin systems. The neutrons with magnetic dipole moment

−γµNσ, where γ = 1.913 is the gyromagnetic ratio, µN is the nuclear magneton, and σ is the

spin operator for neutron, interact with the net magnetic moment of the atoms inside the sam-

ple via magnetic dipole interaction. The expression for the differential scattering cross-section

corresponding to a magnetic system is given by,

d2σ

dΩfdωf
= N(

kf
ki

)e−2W (q)p2
∑

α,β

(δα,β − qαqβ/q2)Sαβ(q, ω). (1.6)

The quantity Sαβ(q, ω), the dynamical structure function (DSF), contains all the information on

the static and dynamic properties of a spin system. The expression for the dynamical structure

function is given by,

S(q, ω) =
1

(2π)2

∫
dt
∑

m

ei(q·rm−ωt)〈Sα0 (0)Sβm(t)〉 (1.7)

where 〈...〉 represents the configuration (thermal) average. In the expression (1.6) p represents

the scattering amplitude and is given by γr0
2 gf(q), where γr0 = 1.348 fm is the strength of the

dipolar neutron-electron interaction, g is the Lande g factor. The quantity f(q) is the magnetic

form factor, which originates from the overlap of neutron wave function with the wave function

of unpaired electrons in the real space, and e−2W is the Debye-Waller factor. In a theoretical

study one has to calculate the expression (1.7) to compare it with the experimental data for INS

which quote the differential scattering cross-section [21,50].

The neutron scattering method is distinct from the other scattering methods owing to the

fact that the neutron beam has a finite angular divergence. The main advantage of this fact
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is that one can work with a much larger numbers of neutrons and thus is able to probe bulk

properties of the sample. However, the disadvantage one faces with this finite beam divergence

is that the energy and the momentum of neutrons do not remain well defined. A finite resolution

width always exists. Then one needs to incorporate the distribution profile of neutrons in the

experiment. Therefore, one has to look upon the experimental data as the convolution of the

instrumental resolution function and the scattering function/ the DSF. The following equation

is needed to be used,

Sconv(q, ω) =

∫
dq′
∫
dω′R(q− q′, ω − ω′)S(q′, ω′), (1.8)

where R(q − q′, ω − ω′) is the instrumental resolution function. The shape of the resolution

function depends on the spectrometer configuration. During the constant q scans, the shape

of the resolution function varies with the energy transfer, ω. However, the momentum and the

energy resolution remain coupled in the expression for the form of the function R, but this is

an unwanted characteristic in the hope to tune both resolutions independently. This is best

achieved by sacrificing the q-resolution in favour of luminosity. The so-called monochromatic

direct space focussing is the most used and effective way to achieve this [51]. Once achieved the

above formula reduces to the following,

Sconv(q, ω) =

∫
dω′R(ω − ω′)S(q, ω′). (1.9)

Therefore, the DSFs obtained from a theoretical calculation should also be convoluted with a

proper resolution function using the above expression. In this case, it is customary to choose a

suitable spectral window function to mimic the instrumental resolution function. Fortunately

enough, there are several spectral window functions available in the literature on spectral analysis

[52,53].

Furthermore, the DSF always obeys the principle of detailed balance. Detailed balance prin-

ciple is responsible for maintaining a macroscopic steady state in a quantum mechanical system

in thermal equilibrium. The principle of detailed balance is formulated for kinetic systems which

can be decomposed into systems evolving through elementary processes such as collisions, el-

ementary reactions. It states that in thermal equilibrium, each elementary process should be

totally compensated by its reverse process i.e. the total rate of forward transition (in our case,

say creation of excitations) and that of backward transition (annihilation of excitations) are
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equal [54]. Once the detailed balance condition is incorporated the DSF corresponding to for-

ward scattering process and the backward scattering process are connected via the following

relation,

Sαβ(−q,−ω) = e
− ~ω

kBT Sαβ(q, ω) (1.10)

and for centro-symmetric systems Sαβ(−q,−ω) = Sαβ(q,−ω) [50]. In this thesis the detailed

balance condition has been incorporated in the calculation of DSF via the Windsor factor which

is discussed in the Appendix A.

In the following, I shall present a brief review of the existing theoretical and experimental

results for quasi-two dimensional magnetic systems.

1.1 Brief review of quasi-two dimensional magnetic systems:

theoretical and experimental results

The BKT transition and the topological order below TBKT with zero order parameter have been

verified experimentally in the thin film of super-fluid and superconductors, and in Josephson

junction arrays [55, 56]. However, in spite of the fact that the BKT theory was originally pro-

posed in 2d XY model of magnets, the evidences of the BKT transition are often very subdued

in the real magnetic systems. In real magnetic systems, it is impossible to get a pure 2d critical

behaviour owing to their layered structure. Furthermore, the real magnetic materials are mostly

described by anisotropic Heisenberg Hamiltonian. Nevertheless, in a considerable number of

magnetic materials possessing easy plane anisotropy, even if quite weak, the signatures of BKT

transition have been found. These materials in a certain regime of physical parameters, such as

temperature, behave as 2d systems. In this regime, the weak interlayer coupling breaks down

but very often it becomes difficult to extract a pure 2d XY behaviour in terms of signatures in

the thermodynamic quantities such as the universal jump in the renormalized spin-wave stiffness

near TBKT or the anomalous jump in cv just above TBKT . It is because the 2d critical behaviour

is masked by the onset of the 3d ordering (due to the presence of interlayer coupling). As a con-

sequence, in most of the layered materials with easy plane anisotropy the above mentioned jump

in the cv have not been observed in experiments. Apart from the thermodynamic signatures, the

most important and interesting signature is the occurrence of a central peak (in the constant q

scan) above TBKT in the INS experiments. This peak is widely believed to be associated with
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the dynamics of the mobile topological excitations occurring in these type of layered materials.

It is worthwhile to mention that in the paramagnetic phase of pure 3d magnetic systems a

central peak in the INS data has also been observed but this is followed by the occurrence of

two finite frequency peaks [57]. This central peak has origin which is totally different from what

has been considered here [58].

With the availability of improved crystal growing techniques and refined experimental set-

ups, investigations on the layered (quasi-two dimensional) magnetic materials have been at the

forefront of active research during last four decades. The INS experimental technique has been

serving as the primary and most used tool due to its added advantages as mentioned earlier.

Beside this, the electron spin resonance (ESR) and the nuclear magnetic resonance (NMR) both

being local probes, are also being used these days.

Layered materials with weak easy plane anisotropy such as BaM2(XO4)2 (M = Co, Ni;

X = P, As) compounds, K2CuF4, La2CuO4, Intercalated graphite compounds (GIC) and many

more, have been investigated via INS experiment. All these materials have been modelled by the

XXZ Hamiltonian quite successfully [59]. In BaM2(XO4)2, the exchange interaction within the

layers takes place via the direct M −M exchange and via M −O−X −O−M super-exchange,

while the interlayer exchange occurs via long bonds of M − O − X − O − O − X − O −M

involving many intermediate ions. The presence of planar anisotropy introduces a preference for

the moments to lie within the plane.

For example, in BaNi2(PO4)2, a spin 1 Honeycomb lattice AFM, the elastic neutron scat-

tering data shows that the 3d ordering temperature TN ∼ (23.5 ± 0.5) [59]. For this material,

the behaviour of the correlation length ξ as a function of temperature has been well fitted with

the exponential expression of ξ corresponding to the 2d XY model. The critical exponent corre-

sponding to the correlation length turned out to be η = 0.31 which is very close to theoretically

obtained value of η = 0.25. However, fitting with a power law behaviour of ξ (∼ (T/TN − 1)−ν)

has not provided a good matching of the value of exponent between theory and experiment.

Thus, the behaviour of the correlation length indicates a strong possibility of the dynamics of

topological excitations in this material above TN (TBKT = 0.98TN ). In the INS experiment, this

has been supported by the presence of the so-called central peak (in the constant q scan) and
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also by the sudden disappearance of the long wavelength excitations. Furthermore, a strong λ

type anomaly in the specific heat cv just above TN has also been observed. A point to be noted

is that for small values of q the BKT theory predicts a discontinuous decrease in the spin wave

energy [60–62].

Qualitatively similar behaviour have been observed in BaNi2(AsO4)2 (a spin 1 planar anti-

ferromagnetic material) and in BaCo2(AsO4)2 (a spin 1/2 ferromagnetic material). The ex-

istence of strong 2d magnetic correlations have been confirmed by the quasi-elastic neutron

scattering experiments. Similar central peaks have been observed in these materials also. A

strong λ type anomaly in cv, very similar to what has been observed in BaNi2(PO4)2, is also

present in these materials. This occurs just above the 3d ordering temperature [59]. However,

the occurrence of such a strong λ type anomaly in cv corresponding to these materials is in

contrast to the specific heat corresponding to the 3d isotropic Heisenberg model which are typ-

ically composed of Schotkky type bump, followed by a very weak λ type anomaly [63]. On the

contrary, BaCo2(PO4)2 have not shown any strong 2d XY behaviour [59].

In K2CuF4, a spin 1/2 square lattice ferromagnet and in La2CuO4, a spin 1/2 square lattice

anti-ferromagnet (the parent compound of the high Tc Cuprate superconductor) similar central

peaks in constant q scan have been observed [7,8,64,65]. In this thesis, we shall consider these

two materials as the reference materials for comparison of theoretical results with the respective

experimental results. The reason for this choice is that these are square lattice layered magnetic

materials and therefore theoretical calculations have turned out to be not so complicated because

of its simple lattice structure. Moreover, these are spin 1/2 systems and quantum effects are

expected to be quite strong. The experimental details corresponding to these materials shall be

described in subsequent chapters.

The Graphite intercalation compounds (GICs) also have provided themselves as very inter-

esting systems for the experimental studies of the phase transitions in 2D magnetism even in

spite of several difficulties regarding the preparation of good quality samples. However, the

occurrences of vortex like topological excitations and their dynamics in these GICs have proved

to be controversial [59]
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The spin dynamics in 2d triangular Chromium lattice AFMs have been investigated via ESR

measurements. In ESR measurements, the presence of spin vortices make an impact on the

spin relaxation in the critical region. This has been shown recently via the analysis of ESR

linewidth broadening for various quasi-two dimensional triangular and honeycomb lattices. Free

movement of the spin vortices above TBKT increase the spin relaxation and thereby lead to a

decorrelation in the excited spins. This makes the linewidth of ESR to be proportional to the

inverse of the correlation length. The divergence of the temperature dependent ESR linewidth

has been well described in terms of the BKT scenario exhibiting vortex-anti-vortex unbinding

mechanism. Based on the analysis of the spin relaxation via ESR method, it has been argued

that the correlation length follows the BKT predicted form with a modified value of the critical

exponent around 0.37 [66]. Recently, ESR measurements have been reported for the spin 1 quasi-

two-dimensional honeycomb lattice anti-ferromagnet BaNi2(V O4)2 and the planar anisotropic

properties have been confirmed via investigations on the angular dependence of the resonance

field and the linewidth. The divergence of the temperature-dependent linewidth on approaching

TN from above has been described in terms of the BKT transition, where TBKT = 0.9TN with

TN = 50 K [67]. Various square lattice spin 1/2 ferromagnetic materials possessing frustra-

tion have also been investigated via the above mentioned local probes and similar line width

divergence has been observed [68].

Since the XXZ (corresponding to Jx = Jy = J and Jz = λJ ; λ being the anisotropy parame-

ter in the equation (1.3)) model on two dimensional lattices suits best in describing the critical

properties of layered magnetic systems possessing easy plane anisotropy, theoretical as well as

numerical investigations on this model have attracted a great deal of interest during last three

decades. Attempts have been made in the past to describe the dynamics of mobile topological

excitations corresponding to XXZ models assuming that these topological excitations constitute

a classical ideal gas. Both ferromagnetic and anti-ferromagnetic models have been considered.

Spins on two dimensional lattices have been assumed as classical vectors. In the XXZ model the

spin profile of the topological excitations are meronic in character [42]. The projection of the

classical spins corresponding to a meron on the xy-plane has the profile of a vortex as shown in

Figure 1.1. On the other hand the cross-sectional view of the spin profile looks like the following

Figure 1.3. This phenomenological theory (hereafter recognized as vortex-gas phenomenology)

along with Monte Carlo Molecular Dynamics (MCMD) simulations have suggested that the exis-
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tence of the central peak in the dynamical structure function is due to the scattering of neutrons

from the above mobile topological excitations [37–41]. Furthermore, the root mean square (rms)

Figure 1.3: z-axis projection of the spin profile of meron (i.e. the cross-sectional view of meron).

velocity of the merons have been calculated by Huber considering the meron velocity autocor-

relation function [37]. In this calculation it has been assumed that the merons do not interact

with the spin waves. The vortex-gas phenomenology has further established that out-of-plane

component of the static spin-spin correlation remain exponential function both below and above

TBKT which is in contrast to the general expectation of algebraic decay of correlation below

TBKT . However, the in-plane component of the spin-spin correlations has been found to be

algebraic function below TBKT and exponentially decaying above TBKT , in commensurate with

the general expectation. Therefore, vortex-gas phenomenology for XXZ model can clearly dis-

tinguish between the effects of the in-plane and the out-of-plane components of spins. MCMD

simulation have further pointed out that the out-of-plane correlation function becomes domi-

nating above a critical value of the anisotropy parameter λ = λc = 0.8. While the vortex-gas

phenomenology does not account for the interaction between the spin-waves (collective modes)

and the topological excitations, the behaviour of the collective modes like spin waves in the pres-

ence of a single vortex/meron corresponding to two-dimensional easy plane classical Heisenberg

ferromagnet have been investigated using approximate analytical treatment in the continuum

limit and numerical diagonalization techniques. It has been found that the renormalized spin

wave modes show a strong localization of their amplitudes near the vortex core [69–71].

Incidentally, a rather different approach has been put forward to explain the origin of the

central peak in the dynamical structure function S(q, ω) corresponding to XY-anisotropic clas-

sical Heisenberg ferromagnetic model in two spatial dimensions. In this theory, the occurrence

of the peak has been attributed to the fluctuations of the density of the topological excitations
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due to local diffusion and creation-annihilation of merons and anti-merons [72]. However, such

a theory based on diffusion mechanism seems to be more appropriate for T >> TBKT because

diffusive processes are expected to become dominant in this temperature regime, whereas most

of the experimental data available are at temperatures which are just above TBKT [38].

On the other hand, there are quite a few spin 1/2 layered materials available on which exten-

sive INS experiment have been performed as has been mentioned earlier. In these spin systems,

the quantum effects are expected to be dominating. The question of existence of the topolog-

ical excitations, namely, vortices and merons in two-dimensional quantum XY and XXZ spin

systems have been explored both numerically and analytically [73–79]. It has been determined

numerically that in this case, the vortex-anti-vortex pair density is non-zero even at T = 0 [73].

In a pure quantum mechanical treatment, it has been found that almost all the vortices and

anti-vortices are bound in pairs on square lattice and the number of isolated free vortices per

site vanishes for T < TBKT [73]. Monte Carlo simulations have also been performed on quantum

XY model on two-dimensional lattices. The validity of the BKT transition for this model has

been confirmed [74, 75]. A full-fledged quantum treatment has also been performed based on

the application of path integral techniques using the coherent state basis, for XY-anisotropic

Heisenberg ferromagnet on a square lattice [76–79]. The partition function for the above quan-

tum spin model has been expressed in terms of an effective action containing a topological part

(Wess Zumino term) which contains a genuine topological term as a charge-measuring object for

the vortices/merons (anti-vortices/anti-merons) alongside a non-topological term. It has been

shown that in the very large anisotropy limit (corresponding to Jx = Jy = J and Jz = λJ ;λ→ 0

in the equation (1.3)) the topological term can characterize the topological excitations viz, vor-

tices and anti-vortices [76–79]. In this formalism, the topological term arises from the path

integral formulation of the quantum partition function in contrast to the situation where the

vorticity operator has been introduced heuristically [73].

1.2 Motivations

In spite of a lot of studies on the anisotropic Heisenberg models, in particular the XXZ model on

two dimensional lattices, the contributions of the topological excitations to the spin dynamics in

these models are still not completely understood and especially the theoretical explanation of the

available experimental data have largely been based on the vortex-gas phenomenology. However,
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the results of the vortex-gas phenomenology and numerical simulation was shown to lead to an

anomaly in the case of layered magnetic systems having very low spin values (S= 1/2). Strikingly

enough, the value of the TBKT obtained from the Renormalization group analysis and numerical

calculations turns out to be four (4) times the value of TBKT calculated from the classical

expression obtained by Kosterlitz and Thouless [80]. This particular anomaly motivates us to

apply the vortex-gas phenomenology to specific spin 1/2 layered magnetic materials so that the

origin of such anomaly can be clearly identified. Furthermore, such a task would examine how

far the vortex-gas phenomenology is applicable in low spin magnetic systems.

Moreover, past attempts which have been made towards the understanding of the interaction

between the collective excitations and the topological excitations below TBKT led to a renor-

malization of the spin-wave modes. Such a renormalization of the spin-wave modes occur within

the vortex core, typical core radius being of the order of few lattice spacing. It was found that

certain spin-wave mode drives a crossover in the static vortex structure from purely in-plane

vortex to a vortex with purely well-defined localized out-of-plane components. This happens

when the value of the anisotropy parameter λ exceeds certain threshold value. This amounts

to a development of meron character in the vortex [81, 82]. However, the existing theory have

not come up with any explicit form of the spin-wave-meron interaction. These facts motivate

us to investigate in this thesis the explicit form of the quantum state representing a meron like

topological excitation.

In the following I shall describe the outline of my thesis.

1.3 Outline of the Thesis

This thesis is divided into two parts. In the first part in chapters 2 and 3, a semi-phenomenological

analysis is performed in search for the understanding of the spin dynamics induced by the topo-

logical excitations in the layered magnetic systems with easy plane anisotropy. In the second

part in 4, the microscopic aspects of the topological excitations are described.

In chapter 2, I shall describe our semi-phenomenological studies on analysing the available

results from the INS experiment performed on a quasi-two dimensional spin 1/2 ferromagnetic

material K2CuF4 [83]. Our formalism is based on a conventional semi-classical a model of an
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ideal gas of mobile merons and anti-merons, built on the background of the fully polarized

classical ferromagnetic spin configuration corresponding to an XY- anisotropic Heisenberg fer-

romagnet on a square lattice. The methodology involves an extension of existing vortex gas

phenomenology by incorporating several experimental factors such as instrumental resolution

function along with the incorporation of the detailed balance condition. The incorporation of

detailed balance condition allows us to extract out the semi-classical DSF from the classical

one using Windsors prescription (described in the Appendix A). The instrumental resolution

function is mimicked by using a suitably chosen spectral window function. The semi-classical

DSFs are calculated in two different temperatures which are chosen in accordance with temper-

atures at which the experimental data are available. In this chapter, I shall also describe the

key outcomes of our investigations.

In chapter 3, I shall describe our semi-phenomenological studies on analysing the available re-

sults from the INS experiment performed on a quasi-two dimensional spin 1/2 anti-ferromagnetic

(AFM) material La2CuO4 [84]. The methodology is quite similar to the previous one. However,

this time in the anti-ferromagnetic system, the merons and anti-merons are built on the back-

ground of the Neel state, using a bipartite classical spin configuration. In this chapter, I shall

describe our calculation of the integrated intensities corresponding to DSFs in several different

temperatures. This is again in accordance with temperatures at which the experimental data

are available [84]. The key outcomes of our investigations on the above mentioned AFM system

are also described.

In chapter 4, I shall describe the microscopic aspects of the topological excitations in the

extreme anisotropy limit (λ → 0) [85]. In this limit, the merons become flattened and can be

looked upon as vortices. In this chapter, we perform a critical analysis of the quantum state

representing a vortex/anti-vortex. We present a scheme for the construction of quantum states

of vortex like topological excitations corresponding to spin - 1/2 strongly XY-anisotropic nearest

neighbour Heisenberg ferromagnet on two-dimensional lattice. The procedure involving Pauli

spin basis states is carried out corresponding to both infinite dilute limit and finite density limit

of vortex/anti-vortex. The particulars of the above mentioned limits are clearly defined in this

chapter.
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Chapter 5 sums up the conclusions of our investigations in this thesis and provides some

future outlook. In Appendix A, I shall describe Windsor’s prescription and the Windsor factor.

A detailed derivation of this factor is also given. In Appendix B, magnons and interactions

between them shall be described briefly. In Appendix C, I shall describe the Tukey and Modified

Tukey function which are used in this thesis for mimicking the instrumental resolution. Appendix

D describes how the DSF behaves when the value of the spin changes. Here, we consider a simple

case corresponding to the DSF obtained in the classical spin-wave theory. From the outcome

of this task we have inferred the dependence of the value of DSFs corresponding to the spin

dynamics induced by the topological excitations on the value of the spin.



Chapter 2

Spin Dynamics In Quasi-two

Dimensional Ferromagnets: A

Semi-Classical Approach

2.1 Introduction

Two-dimensional (2d) magnetic models possess a variety of properties depending on the sym-

metry of the spin space and that of the lattice on which the spins are located, the range of

interactions between the spins, quantum nature of spins, and the temperature at which the

experimental measurement is done. In most of the cases an ideal 2d magnetic system can not

be realized, rather the existence of a small inter-layer coupling makes the system layered/quasi-

two dimensional (quasi-2d). Close to the critical point, all the magnetic systems behave either

like an Ising system if the Hamiltonian contains an Ising anisotropy even if very small, or like

an XY system if the Hamiltonian contains small planar anisotropy. Such a general property,

widely known as the “universality”, is quite remarkably observed in the 2d and quasi-2d systems.

More importantly, spin dynamics corresponding to the quasi-2d magnetic systems with planar

anisotropy are interesting owing to existence of both topological and conventional (spin wave)

excitations. It is in this ‘two spatial dimensions’ that magnetic systems exhibit a topological

phase transition, viz., the Berezinskii-Kosterlitz-Thouless (BKT) transition [11–13]. The main

idea of the BKT transition is that the vortices/merons and anti-vortices/anti-merons remain as

bound pairs below a certain temperature TBKT and above this temperature they start moving

31
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freely. The spin dynamics induced by the movement of these excitations (above TBKT ) have

been investigated through inelastic neutron scattering techniques as well as theoretical analy-

sis [38–41,59]. In quasi-two dimensional systems a central peak (peak corresponding to ~ω = 0)

has been found in the dynamical structure function when the latter is plotted in constant “q”

scan. Inelastic neutron scattering (INS) experiments performed on BaCo2(AsO4)2, Rb2CrCl4

and K2CuF4 have indeed shown the occurrences of such central peaks [59].

The existence of topological phase transition and consequently the dynamics of topological

excitations were proposed long ago for a spin-1/2 XY-anisotropic layered ferromagnet K2CuF4

[64,65]. Extensive experimental studies of spin-dynamics in this layered ferromagnet have been

carried out using INS technique. Their results exhibit a central peak (at ω = 0) in the plot

of “neutron count vs. energy transfer (~ω)” at a fixed value of the wave-vector q. Subsequent

developments of approximate analytical theories and Monte Carlo Molecular Dynamics (MCMD)

calculations have suggested that the existence of such a central peak in these layered magnetic

systems is a potential signature of the dynamics of freely moving merons and anti-merons [38].

In the corresponding phenomenological scenario the freely mobile merons and anti-merons are

considered to be forming a classical ideal gas obeying the Maxwell velocity distribution [38].

In this chapter, I shall explain our detailed theoretical study which has been carried out to

analyse more critically the available results from the inelastic neutron scattering experiment

performed on K2CuF4. This material is of particular interest here because it is a spin- 1/2

system and therefore, the quantum effects are expected to be strong. The material further

possesses an easy plane anisotropy and hence falls into the XY universality class. On the other

hand, since this is a ferromagnetic spin system the quantum mechanical ground state is well

defined. Moreover, the lattice on which the spins are situated is a square lattice, unlike the other

available quasi-2d ferromagnetic materials possessing honeycomb lattice structures. Therefore,

the formalism described here can be applied in a straightforward manner to K2CuF4. Our

formalism is based on a conventional semi-classical-like treatment involving a model of an ideal

gas of merons/anti-merons corresponding to an XY-anisotropic Heisenberg ferromagnet on a

square lattice [83]. This incorporates the realistic instrumental resolution function which is

modelled by a suitably chosen spectral window function. Furthermore and more importantly,

the detailed balance condition has also been incorporated via the Windsor factor. The results

for semi-classical DSFs for our model corresponding to spin- 1/2 , show occurrence of negative
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values in a large range of energy transfer even encompassing the experimental range, when

convoluted with a realistic spectral window function. This result strongly indicates failure of the

conventional theoretical framework to be applicable to the experimental situation corresponding

to low spin systems. The range over which the semi-classical DSFs remain positive depends on

the value of the spin [83]. Based on the analysis presented in the Appendix D this issue has

been discussed in this chapter.

Before we proceed let me describe the organization of this chapter. In Section 2.2, the classical

theory of mobile vortices and anti-vortices is described briefly. In the same section I have

explained our mathematical formulations in detail. In Section 2.3, a brief description of the

different properties of the material K2CuF4 has been provided in order to fit the purpose.

In Section 2.4 the formalism developed in 2.2 has been applied to calculate the semi-classical

DSFs. In Section 2.5 the conclusions of our investigation is explained and a possible scheme for

calculation of full quantum mechanical DSF and the quantum-BKT scenario are sketched out.

2.2 Spin dynamics in presence of topological excitations

The dynamics of mobile topological excitations in a two dimensional ferromagnetic system with

easy plane anisotropy (XXZ anisotropy) has been treated both analytically and numerically by

assuming an ideal gas of unbound merons/anti-merons above TBKT . Such a phenomenological

theory is called the vortex-gas phenomenology. In this chapter, I shall describe, when the

experimental situations are taken into account how far the ideal vortex-gas phenomenology

fits in explaining the experimental results corresponding to the spin dynamics and the phase

transition in a layered spin - 1/2 ferromagnet with easy plane anisotropy. In dealing with the

physical phenomena related to a single layer the simplest form of the Hamiltonian is given by,

H = −J
∑

〈ij〉
(Sxi S

x
j + Syi S

y
j + λSzi S

z
j ), (2.1)

where (i, j) label the nearest neighbour sites on a 2d square lattice, J is the coupling constant

and the classical spin vector is Si ≡ (Sxi , S
y
i , S

z
i ). This is an anisotropic Heisenberg Hamiltonian

which, for J > 0, represents a ferromagnetic system. The quantity λ is the anisotropy parameter

whose XY and isotropic Heisenberg limit correspond to λ = 0 and 1 respectively. The general
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time dependent spin configuration in spherical polar coordinate system is given by,

Sx = S cosφ(r, t)sinθ(r, t),

Sy = S sinφ(r, t)sinθ(r, t),

Sz = S cosθ(r, t), (2.2)

with r = (x, y). In the continuum description the above Hamiltonian can be rewritten as,

H =
JS2

2

∫
d2r([λ+m2(1− λ)]

(∇m)2

(1−m2)
+ (1−m2)(∇φ(r, t))2 + 4(1− λ)m2), (2.3)

where m = sinθ(r, t) and the pair (m,φ) constitutes the canonically conjugate variables [39].

The equations of motion therefore are given by, φ̇ = ∂h
∂m and ṁ = −∂h

∂φ where h is the Hamiltonian

density corresponding to the continuum Hamiltonian (2.3). The static solutions corresponding

to the above mentioned equations of motion can be obtained by following the formulation of

Hikami and Tsuneto, and the solutions are given by [86],

φ = ± arctan(
y

x
)

θ =
π

2
(1± e−r/rv) for r � rv,

= 0 or π r → 0, (2.4)

for single vortex centred at r = (0, 0), where (2.4) describes the asymptotic behaviour of θ. Here

vortex core radius is given by , rv = a
2

√
λ

(1−λ) [86]. This type of spin configuration defines a

‘meronic’ type of the spin vortex.

In a magnetic system the spin dynamics induced by different excitations is captured from

the form of the dynamical structure function (DSF). The DSF is the Fourier transform of the

spin-spin correlation function and is defined by the relation,

S(q, ω) =
1

(2π)2

∫
drdt ei(q·r−ωt)S(r, t), (2.5)

which is the continuum version of (1.7). The spin-spin correlation function S(r, t) is given by,

S(r, t) = 〈S(r, t) · S(0, 0)〉

= 〈Sx(r, t)Sx(0, 0)〉+ 〈Sy(r, t)Sy(0, 0)〉+ 〈Sz(r, t)Sz(0, 0)〉, (2.6)

where 〈...〉 representing the thermal average. In the case of classical gas of ideal merons

the thermal average has to be taken by using Maxwell’s velocity distribution function. Here

Sxx(r, t) = 〈Sx(r, t)Sx(0, 0)〉 and Syy(r, t) = 〈Sy(r, t)Sy(0, 0)〉 are in-plane correlation func-

tions and Szz(r, t) = 〈Sz(r, t)Sz(0, 0)〉 is the out-of-plane correlation function.
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The in-plane spin-spin correlation can be analytically calculated by analyzing the change in

the value of the spin field Sx = S cosφ(r, t)sinθ(r, t) due to movement of a vortex/meron [38].

Every time a meron passes with its centre between the origin (0) (chosen as a reference point)

and an arbitrary point r, the value of cosφ(r, t) changes by a factor of −1, i.e. it changes its sign

independent of the direction of the movement. The θ(r, t) field contributes to the correlation

by disallowing such sign change in an abrupt manner; in fact it allows the change only over a

distance 2rv. When the length scale is much larger than rv, the dominant effect of the mobile

merons is the above-mentioned change in sign. Thus the in-plane correlation function turns out

to be,

Sxx(r, t) = S2〈cos2φ〉〈(−1)N(r,t)〉, (2.7)

where N(r, t) is the number of merons which passes through an arbitrary non-intersecting con-

tour connecting (0, 0) and (r, t); the average 〈cos2φ〉 being 1
2 , when a random spin configuration

is assumed outside of the meron core. Then it remains to find out the average, 〈(−1)N(r,t)〉 and

in this step the assumption of ideal gas of mobile merons is incorporated in the calculation.

Assuming that the merons are obeying the Maxwell’s velocity distribution, it can be shown that

〈(−1)N(r,t)〉 = exp[−
∫ ∞

0
(
|r − ut|

2ξ
+
|r + ut|

2ξ
)P(u) du], (2.8)

where the velocity distribution P(u) is given by, P(u) = 2u
ū2
exp[−(uū)2], ū being the root-mean

squared velocity of the merons. In this derivation the density of free merons is assumed to be

homogeneous on the average; locally however it is random [38]. From the above equation the

effective analytical expression for the in-plane correlation function turns out to be,

Sxx(r, t) =
S2

2
exp{

[
r2

ξ2
+ γ2t2

]1/2

}, (2.9)

with γ =
√
πū

2ξ , where ū is the root mean square velocity. Here ξ = ξ0e
b/
√
τ is the vortex- vortex

correlation length. The root-mean squared velocity of the merons were first calculated by Huber

as,

ū =
√
bπ
JS(S + 1)a2

~

√
nfvτ

−1/4, (2.10)

where nfv is the density of free merons at T > TBKT [37]. In the conventional formalism

corresponding to the calculation of ū, spin waves and merons are assumed to be decoupled. The

Fourier transform of Sxx(r, t) in (2.9), gives rise to the in-plane dynamical structure function

which is given by,

Sxx(q, ω) =
S2

2π2

γ3ξ2

[ω2 + γ2(1 + ξ2q2)]2
. (2.11)
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This is a squared Lorentzian, peaked at ω = 0, with q dependent width,

Γ =
1

2
{π(
√

2− 1)}1/2
(
ū

ξ

√
1 + ξ2q2

)
. (2.12)

Exactly same results holds for Syy(q, ω) also because of the underlying O2 symmetry in the spin

space [38]. In the following let us discuss the form of the out-of-plane DSF.

An arbitrary configuration of the field θ(r, t) corresponding to Sz(= S cosθ(r, t)) can be con-

sidered to be a sum of contributions from all the merons, provided the merons do not interact

with each other. Considering only incoherent scattering from non-interacting merons present in

a dilute gas containing a total of Nv merons it can be shown that,

Sz = S

Nv∑

ν=1

cosθ(r−Rν − uνt), (2.13)

where Rν is the instantaneous position and uν is the instantaneous velocity of unbound merons

[38]. From the definition of Szz(r, t) using the above equation the out-of-plane correlation

function turns can be shown to be,

Szz(r, t) = nfvS
2

∫ ∫
d2R d2uP (u) cos θ(r−R− ut) cos θ(R), (2.14)

where P (u) is the Maxwell velocity distribution function. Performing first the spatial Fourier

transform and then the temporal Fourier transform, it can be shown that, the out-of-plane

dynamical structure function has the form [38],

Szz(q, ω) =
S2

4π5/2
nfv
|f(q)|2
ūq

exp

(
− ω2

ū2q2

)
. (2.15)

Here |f(q)| is the velocity independent meron form factor and it has the form f(q) =
∫
d2 r cos θ(r)

e−iq·r. The form of Szz(q, ω) as in (2.15) exhibits a central peak at ω = 0. The width of the

central peak is Γz = ūq i.e., linear in q.

In a typical inelastic neutron scattering experiment the count rate is proportional to the

dynamical structure function (DSF),

I(q, ω) ∝ S(q, ω). (2.16)

This has been discussed in chapter 1. In order to compare theory with experiment one has

to convolute the theoretical expression, obtained from a model under consideration, by the

resolution function. The convoluted DSF Sconv.(q, ω) given by, (1.9) The resolution function is
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generally chosen to be the Fourier transform of a suitable spectral window function while plenty

of them are being available in the literature of spectral analysis [83]. Thus equation (1.9) can

be rewritten as,

Sconv.(q, ω) =

∫
dt

∫
d2rR(t)S(r, t)ei(q·r−ωt). (2.17)

One of the most commonly used window function is the Tukey window function. A brief de-

scription of the Tukey function is given in the Appendix C.

The semi-classical DSF denoted by SSC(q, ω) is recovered by the relation ,

SSC(q, ω) =
2

1 + exp(−~ωkBT
)
Sconv(q, ω), (2.18)

where the factor 2
1+exp( −~ω

kBT
)

is called the Windsor factor (See Appendix A) [87]. This factor

incorporates the detailed balance condition, as required by the thermal equilibrium. The most

important advantage of the use of Windsor factor is that this estimates the semi-classical DSF

from the values of the DSF obtained from a classical theory [83].

2.2.1 Convoluted In-Plane Dynamical Structure Function

In our formulation for the in-plane dynamical structure function we take into account the Tukey

window function (see equation (C.2)) [83]. Using (2.17) and (C.2) we compute the Fourier

transform of in-plane spin-spin correlation,

Sxxconv.(q, ω) =
1

(2π)3/2

∫
d2r

∫ tm
2

−tm
2

dt Sxx(r, t)R(t)×

ei(q·r−ωt), (2.19)

where Sxx(r, t) is given by (2.9). Now,
∫
d2reiq·r =

∫∞
0 r dr

∫ 2π
0 dθeiqr cosθ =

∫∞
0 r dr J0(qr),

where J0(qr) is Bessel function of order zero. The spatial integration is performed from zero

to a certain radius R0 [83]. A final expression for the convoluted in-plane dynamical structure

function takes the form,

Sxxconv(q, ω) =
1

(2π)1/2

∫ R0

0
dr

∫ tm
2

−tm
2

dt Sxx(r, t)×

rJ0(qr)R(t)cos(ωt). (2.20)

Since, Sxx(r, t) and R(t) (see equation (C.2)) are both even function in t , only cos(ωt) con-

tributes to the temporal part of the integration. The values of Y component, Syyconv(q, ω) and X
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component, Sxxconv(q, ω) of the in-plane dynamical structure functions are equal. This is because

of the fact that the underlying symmetry is O2. Let us note that in the above analysis the

formulation holds only for T > TBKT . For T < TBKT the correlation length ξ is not defined

and hence the formalism can’t be extrapolated below TKT . The above integration has been

computed numerically [83].

2.2.2 Convoluted Out-of-Plane Dynamical Structure Function

The working formula for the convoluted out-of-plane dynamical structure function is given by,

Szzconv(q, ω) =

∫
R̃(ω − ω′)Szz(q, ω′)dω′, (2.21)

where R̃(ω − ω′) is the Fourier transform of R(t) (see (C.3)). The reason for taking (2.21) as

the expression for convoluted out-of-plane dynamical structure function is that, unlike (2.9), an

analytical expression for Szz(r, t) can’t be evaluated from (2.14) and hence we start from (2.15)

in this formulation [83]. The integral in (2.21) has also been computed numerically.

2.2.3 Estimation of Contributions from Spin-Wave Like Modes

The Szzconv(q, ω) defined here corresponds only to the mobile merons; whereas the experimental

data contain the contributions from meron-anti-meron bound pairs as well as fragile spin wave

like modes. The fragile spin wave like modes are the largely decaying modes above the Curie

temperature (Tc). The fragile mode contribution has been subtracted by taking the fragile mode

contribution above transition temperature to be same as the pure spin wave contribution just

below transition temperature [83]. This is valid as long as the temperatures considered here are

not far below or above the Curie temperature. This enables the processed experimental data to

be free from any contributions due to fragile modes; however, contributions from meron-anti-

meron bound pairs (or frozen pairs) still remain. Hence in the following we shall look into a

method for estimating the contributions from the bound/frozen meron-anti-meron pairs [83].

2.2.4 Bound Meron Contribution

In order to compare with the experimental observations, one has to extract the mobile meron

contribution from the experimental data. This can be done by subtracting the frozen meron-anti-

meron pairs contribution from the experimental data [83]. To find the approximate analytical
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expression for Szz(q, ω) due to bound meron contribution, the limiting value of ū is taken as

ū→ 0 in (2.15). Then from (2.15) it easy to find an expression for Szzbound(q, ω) namely,

Szzbound(q, ω) =
S2

4π2
nbv|f(q)|2δ(ω), (2.22)

where nbv is the bound vortex/meron density. Since, the system has no net topological charge

the number of merons and anti-merons present in the system must be equal and we can take

nfv +nbv = 1
2 assuming square lattice structure [83]. This is correct as long as the temperature is

just below TBKT where all the merons are frozen but once the temperature crosses TBKT some

of the bound merons become mobile and the bound vortex density can be approximated as,

nbv ≈ (
1

2
− nfv ), (2.23)

where, nbv is in the units of inverse of plaquette size (a2). Since, nfv ∼ ξ−2
0 exp(−2b/

√
τ), nbv given

by (2.23) is temperature dependent. Here ξ0 is of the order of lattice parameter. Using (2.22)

and (2.23) the bound vortex contribution has to be subtracted carefully from the experimentally

observed count [83].

It is worthwhile to point out that the above procedure to extract out bound meron contri-

butions can not be applied in the case of in-plane dynamical structure function (see Section

2.2.1) [83].

2.2.5 Total Dynamical Structure Function (Spin-Spin Correlation)

The general expression for the total dynamical structure function is,

S(q, ω) =
1

(2π)3/2

∫
d2r

∫
dt S(r, t)R(t)ei(q·r−ωt), (2.24)

where the total spin-spin correlation is S(r, t) is defined by (2.6). So, the total dynamical

structure function is S(q, ω) = Sxx(q, ω) + Syy(q, ω) + Szz(q, ω). Since, X and Y components

of the spins are symmetric we have, Sxx(q, ω) = Syy(q, ω)and the total dynamical structure

function takes the form,

S(q, ω) = 2Sxx(q, ω) + Szz(q, ω). (2.25)

Here, we would consider (2.25) only for mobile vortices [83].
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It is worthwhile to emphasize the fact that the formalism explained above incorporates the

Windsor factor and the presence of ~ in the quantum expression of magnetic moment corre-

sponding to the spins constituting a meron. In this sense our combined theoretical approach

can be termed as ‘semi-classical like’ [83]. It is very important to point out that in this chapter

and in the next the name vortex and meron are used in the same sense to represent the same

physical object, although they are different objects originally. It is only in chapter 4 these two

objects shall be clearly distinguished based on the value of the anisotropy parameter (λ).

2.3 Relevant information on K2CuF4

In this thesis the formalism developed in Section 2.2 has been applied on a real material K2CuF4

for which extensive neutron scattering experiments have been performed [64, 65]. Let us now

discuss briefly some properties of K2CuF4 which are particularly useful in our analysis. This

material is a quasi-two-dimensional spin 1
2 ferromagnet, where the interaction is mainly Heisen-

berg type with only 1% XY anisotropy. The spin Hamiltonian relevant to the above material is

given by,

H = (−J
∑

<i,j>

Si · Sj + JA
∑

<i,j>

Szi S
z
j )

︸ ︷︷ ︸
intra-layer part

− J ′
∑

<i,k>

Si · Sk
︸ ︷︷ ︸

inter-layer part

(2.26)

where < i, j > represents the intra-layer nearest neighbour interaction and < i, k > represents

the inter-layer nearest neighbour interaction. In the above Hamiltonian, J(> 0) is the isotropic

part of the intra-layer exchange coupling, JA is anisotropic part of the intra-layer exchange cou-

pling, and J ′(> 0) is the inter-layer exchange coupling. Though the system is nearly Heisenberg

type, the presence of a small XY anisotropy causes the system’s low temperature behaviour to

be XY-like, and this is in connection with the concept of “universality”. The phase transition

in this material is close to BKT type with slight modification due to near-isotropic Heisen-

berg interaction. The magnetic lattice structure for K2CuF4 is approximately a body centred

tetragonal lattice i.e., a lattice composed of stacking of 2D square lattices [64,65]. The physical

parameters are given in the Table 2.3, which have been used throughout the calculation.

From the inelastic neutron scattering experiments performed on K2CuF4 it has been found

that there are two threshold values of q, namely q1 = 0.06 and q2 = 0.01, where for q > q1 the

system behaves like 2d Heisenberg system and for q < q2 the system behaves as 3d XY system.
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parameter magnitude

exchange coupling (J) 11.93 K

lattice parameter (a) 4.123 Å

‘b’ 1.5

‘TBKT ’ 5.5 K

‘Tc’ 6.25 K

Table 2.1: Relevant parameters for K2CuF4 [65]

For q2 < q < q1 the system behaves as 2d XY system. This has been obtained by analysing

the spin wave dispersion curve. The plot of temperature dependence of the spin wave excitation

energy (or simply spin wave frequency) for this quasi-2d system, shows a sharp decrease in

the frequency when the temperature approaches Tc (the Curie temperature) from below [65].

Smaller the values of q steeper the changes occur. This indicates a sudden disappearance of

the long wave-length excitations. This phenomena is often attributed to the signature of a

BKT transition. More importantly, the jump in the spin-wave stiffness constant (stiffness for

in-plane twisting of the spins) at TBKT is very difficult to observe when a finite (even if small)

inter-layer coupling is present. In such a situation the study of the temperature dependence of

the spin wave frequency i.e., the stiffness for transverse twisting of the spins becomes the best

alternative [59]. In an ideal 2d XY system, the spin-wave frequency at a properly small value of

q should retain a constant value up to TBKT and then should drop to zero suddenly at TBKT .

However, in K2CuF4 the presence of a small interlayer coupling modifies the situation and such

a steep drop of spin wave frequency has been observed near Tc for q2 < q < q1 [88].

In the following section, I shall elaborate the computation of the semi-classical DSFs which

are performed numerically corresponding to two different temperatures viz., 6.25 K and 6.75

K, for q(planar)= 0.04 reciprocal lattice units(in the units of π
a ), experimentally ~q being the

momentum transfer [83]. It is at these two temperatures where the occurrences of central peak

have been reported in constant q-scan measurements [65].
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2.4 Calculation of dynamical structure function and comparison

with experimental results

In this section, we are going to look into the calculations of the semi-classical DSF for the

material K2CuF4 using the formalism developed in the Section 2.2 and compare the results

with the corresponding experimental data. Let us start with by calculating the in-plane DSF

Sxx(q, ω). The radius R0 in (2.21) is (
√

1002 + 1002)a for a 100 × 100 lattice, where a is the

lattice parameter. We have varied the energy transfer ~ω from -0.3 meV to +0.3 meV, which

includes the range -0.2 meV to +0.2 meV as used in experiment [65]. The value of tm can be

set according to the experimental resolution width (0.01 meV) [65]. The convoluted in-plane

Figure 2.1: Comparison between the convoluted in-plane dynamical structure function Sxxconv(q, ω)

(2.21) and unconvoluted in-plane dynamical structure function Sxx(q, ω) (2.11) at T = 6.25 K

and q = 0.04. Solid line is for convoluted theoretical expression and dotted line is for un-

convoluted theoretical expression(squared Lorentzian). ξ = 58.09a, ū = 0.0614 a
tnat

, and width

Γxx = 0.0012meV for squared Lorentzian at T= 6.25 K [83].

DSF is plotted in Figures 2.1 and 2.2, where tnat = ~
J
√
S(S+1)

is the natural time unit for the

system/material (in our case K2CuF4). These figures indicate that after convoluting with the

Tukey window function, the in-plane DSF no longer remains squared Lorentzian, though in both
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Figure 2.2: Comparison between the convoluted in-plane dynamical structure function Sxxconv(q, ω)

(2.20) and unconvoluted in-plane dynamical structure function Sxx(q, ω) (2.11) at T = 6.75 K

and q = 0.04. Solid line is for convoluted theoretical expression and dotted line is for un-

convoluted theoretical expression(squared Lorentzian). ξ = 22.25a, ū = 0.1352 a
tnat

and width

Γxx = 0.0035meV for squared Lorentzian at T= 6.25 K [83].
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the cases central peaks persist. The width of the Sxxconv(q, ω) curve is much larger than that of the

squared Lorentzian [83]. We further notice that the convoluted in-plane DSF function Sxxconv(q, ω)

becomes negative for |ω| just above 0.1 meV! These striking occurrences of negative magnitudes

of the DSF have been dwelt on in great in details in Section 2.5 and also in Appendix D. Again

comparing Figures 2.1 and 2.2 we find that the width of the squared Lorentzian increases with

the increase of temperature whereas, that of the Sxxconv(q, ω) does not undergo any change [83].

Later, we will present a comparison of the convoluted total dynamical structure function with

the experimental one(See Figures 2.5 and 2.6).

We now evaluate the out-of-plane DSF Szzconv(q, ω) for two different temperatures, viz., 6.25

K and 6.75 K, for q(planar) = 0.04 r.l.u, using (2.18). The expression for R̃(ω − ω′) is,

R̃(ω − ω′) =
1

4π
sin

[
(ω − ω′)tm

2

]
[

2

ω − ω′ −
1

ω − ω′ + 2π/tm
− 1

ω − ω′ − 2π/tm
]. (2.27)

We use the same value of tm as used for Sxxconv(q, ω). Here also the reasons for the choice of

temperatures and q(planar) are same as that for the in-plane dynamical structure function. In

Figures 2.3 and 2.4 we have plotted the out-of-plane correlation, Szzconv(q, ω). We have varied

the ω′ from − π
tm

to π
tm

in (2.20), where tm is estimated from the resolution width as before [83].

In this case the bound vortex contribution has been subtracted carefully, using (2.22) and

(2.23), from the observed count at 6.25 K to obtain the effective contribution from mobile

topological excitations. The methodology for extracting the mobile vortex contributions from

the experimental data has been explained in Section 2.2. As long as the counts at 6.75 K are

concerned, the fragile ‘spin wave like’ modes are highly decaying so that it can’t be assumed to

be the same as the true spin wave modes observed just below Tc. So bound vortex contribution

has been subtracted at 6.25 K only. The normalization factors, required for the quantitative

comparison between the theoretical and the experimental results, have been estimated from the

neutron count extracted from the experiment on K2CuF4 [65].

We again find that the out-of-plane DSFs also turn out to be negative within the resolution

width(see Figures 2.3 and 2.4)! Hence, out-of-plane DSFs may not possess well defined widths.

Moreover experimental peaks are out side the resolution width, while the peaks corresponding

to the Szzconv(q, ω) are at ω = 0.



2.4. Calculation of dynamical structure function and comparison with experimental results 45

Figure 2.3: circles are observed (experimental) data, where contributions from the fragile modes

as well as the bound vortex contributions have been subtracted & solid line is the plot of properly

convoluted out-of-plane dynamical structure function Szz(q, ω)(theoretical). ξ = 58.09a, ū =

0.0614 a
tnat

[83].
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Figure 2.4: circles are observed (experimental) data, where only contributions from bound merons

have been subtracted & solid line is the plot of properly convoluted out-of-plane dynamical struc-

ture function Szz(q, ω) (theoretical). ξ = 22.25a, ū = 0.1352 a
tnat

[83].
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Figure 2.5: total dynamical structure function Stotalconv (q, ω) at T = 6.25 K and q = 0.04- solid

line is for convoluted theoretical results and dots are filtered experimental data. ξ = 58.09a,

ū = 0.0614 a
tnat

[83].

The above calculations lead us to the theoretical estimate for the convoluted total dynamical

structure function Stotalconv (q, ω) given by (2.25). In Figures 2.5 and 2.6, Stotalconv (q, ω) has been

compared with the filtered experimental data obtained by subtracting the bound vortex contri-

butions and fragile ‘spin wave like’ contributions (see Sec 2.2). In these plots the intensities of

the experimental peaks and that of the central peaks of the Stotalconv (q, ω) have been matched [83].

It is clear from Figure 2.5 that at 6.25 K the experimental peak occurs approximately at 0.08

meV, which is way outside the resolution width. At 6.75 K [see Figure 2.6] the peak of the

experimental graph is not far from the central peak. It is reasonable to say that as the tem-

perature is increased, we are getting better agreement of the Stotalconv (q, ω) with the experimental

observations. This agreement is regarding the position of the central peak [83]. Apart from

the central peak there are two other peaks at finite frequency at both the temperatures. These

are nothing but the reminiscent of the out-of-plane dynamical structure function contribution
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Figure 2.6: total dynamical structure function Stotalconv (q, ω) at T = 6.75 K and q = 0.04- solid

line is for convoluted theoretical results and dots are filtered experimental data. ξ = 22.25a,

ū = 0.1352 a
tnat

[83].

as seen from Figures 2.3-2.6. These finite frequency peaks are well within the resolution width

itself, and therefore do not have any individual significance as well.

The total DSF is still negative for |ω| just above 0.1 meV. Though it is true that the pure

quantum mechanical DSF can never be negative, here in our case the negativity occurs as a

result of the convolution of analytical expression of SSC(q, ω). Even for a conventional long

range ordered system, the DSF corresponding to a classical pure spin wave comes out to be

negative beyond a certain range of frequency when convoluted with any spectral window function

(see Appendix D). Furthermore the above peculiarity persists even when quantum effects are

incorporated through a detailed balance factor [83].

The inclusion of quantum mechanical detailed balance condition in the semi-classical like

treatment for dynamics of mobile merons and anti-merons does not produce any appreciable

asymmetry with respect to ‘ω’, as seen in the theoretical plots in our case of spin-1
2 . The

theoretical plots are largely symmetric around ω = 0. A very small asymmetry in the theoretical
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plots are being seen for higher values of ω while the experimental data are showing clearly the

asymmetry [83].

It may be noted that in our analysis the bound vortex contributions have been approximately

estimated only for out-of-plane dynamical structure function Szz(q, ω). This is because, in this

case we are able to truncate the expression, as given in (2.15), to the regime T < TBKT , by

making ū → 0. In (2.15), there exists no explicit dependence of Szz(q, ω) on the correlation

length ξ. In case of in-plane correlation, as given in (2.9), we need to find ξ for T < TBKT due

to its explicit appearance in that expression. Since ξ is not defined for T < TBKT we are not

able to estimate the bound vortex contribution for in-plane dynamical structure function [83].

2.5 Summary

In this chapter, I have described in detail the successful analysis of the available INS data cor-

responding to spin 1/2 XXZ ferromagnetic material K2CuF4. The limitations of a conventional

semi-classical description of mobile topological excitations corresponding to a spin 1/2 ferro-

magnetic system have also been addressed quite elaborately. The conventional semi-classical

formalism used here involves a model of ideal gas of mobile topological excitations. Let us sum-

marize the results of our analysis. We find that the width of the convoluted in-plane dynamical

structure function is much larger than that of the squared Lorentzian. Values of the in-plane

dynamical structure function comes out to be negative beyond a finite range of energy transfer.

The convoluted out-of-plane dynamical structure function becomes negative as well; however

this happens within the resolution width about the central peak (peak at ω = 0). The total

convoluted dynamical structure function also becomes negative in the regime where the in-plane

dynamical structure function had become negative. No appreciable asymmetry is created even

after including the Windsor factor. We find that for both the temperatures the convoluted total

dynamical structure function is symmetric around ω = 0; whereas the experimental observation

is not. The theoretical model of semi-classical treatment of ideal gas of unbound merons tends

to agree with the experimental observations (corresponding to the spin 1/2 system considered

here) better at higher temperatures , when we compare the experimental results corresponding

to T = 6.25 K and T = 6.75 K . It is worthwhile to point out that same results hold for unbound

anti-vortices also.
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Based on the analysis carried out in the Appendix D, it can be inferred that for the dynamics

of mobile topological excitations corresponding to ferromagnetic spin 1/2 XXZ model, the neg-

ative values of Sconv.(q, ω) are occurring due to the following factors. Firstly, the choice of the

resolution function is expected to affect the results and in our case this is chosen to be the Tukey

function. However, it has been already mentioned that Tukey function is very commonly used

in the field of spectral analysis [52,53]. The second factor turns out to be the choice of the value

of resolution width ∆ω and in this case it is made fixed by experimentally imposed one. Lastly

and most importantly, the use of a semi-classical like treatment to extend the classical theory of

dynamics of mobile merons (anti-merons) to a spin 1/2 (extreme quantum case) ferromagnetic

system can easily lead to such unphysical results. To avoid the negativity in the Sconv.(q, ω) a dif-

ferent resolution function may be chosen. Indeed, it has been shown that most of the resolution

functions are more or less oscillatory in the Fourier space [52,53] . An extra smoothening factor

can be used to dampen the oscillation of the resolution function. This extra factor happens to

be a function of resolution width, and it makes the resolution function smoother if the resolution

width is decreased [52,53]. However, in our case the since the resolution width is fixed from the

experiment, the oscillation of the resolution function can’t be avoided by merely changing the

resolution function. Another way to avoid the negativity is to assume, Sconv.(q, ω) = 0 outside

the physically admissible range [87,89]. If this physically admissible range falls within the range

of experimental interest then the assumption turns out to be inapplicable. In our case of spin 1/2

ferromagnet the physically admissible range is well within the range of ω over which the neutron

scattering data has been taken in the experiment (as seen from Figures 2.5 and 2.6) and hence

the occurrence of negative values of DSFs can’t be avoided just by making Sconv.(q, ω) = 0.

On the other hand, the range over which the semi-classical DSF remains positive, depends on

the magnitude of spin occuring in the theoretical model under consideration and the resolution

width [83]. On the basis of the analysis presented in Appendix D it is expected that even in

the case of dynamics of mobile merons and anti-merons the physically admissible range would

be larger for higher values of spin and smaller for lower values of spin. Hence, the negative

values of Sconv.(q, ω) occur because of the use of the semi-classical like treatment to extend the

classical theory of dynamics of mobile merons and anti-vortices to a quasi two dimensional spin

1
2 ferromagnet (K2CuF4). Therefore, a complete quantum mechanical formalism and treatment

are indeed very crucial for the understanding of the spin dynamics induced by the topological

excitations corresponding to low spin magnetic systems [83].
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However, the agreement between the behaviour of DSF obtained from our theoretical calcu-

lations and that from the experiment, in terms of the peak position and the overall shape, is

found to be fairly good at temperatures much larger than TKT .

Calculation of the dynamical structure function in a completely quantum mechanical frame-

work is highly non-trivial. Earlier attempts towards this goal could not explain the occurrence of

the “central peak” in the DSF obtained in the INS experiment performed on several quasi-two-

dimensional materials [4, 8, 90, 91]. Quite recently a theoretical framework had been developed

based on the spin coherent state path integral formalism to describe the topological proper-

ties of static vortices and anti-vortices [76–79]. An extension of this framework to the case of

mobile spin vortices/merons (and anti-vortices/anti-merons) is crucial for quantum mechanical

calculations of the DSF and the integrated intensity as well. Insights from Quantum Monte

Carlo calculations may be quite useful in this endeavour [92]. A possible scheme towards the

understanding of the effects of the quantum fluctuations on BKT transition and the quantum

mechanical calculation of DSFs has been explained in considerable details in chapter 5.

In the next chapter, a semi-classical formalism shall be applied to a spin 1/2 XXZ anti-

ferromagnetic (AFM) material. The formalism shall be very similar in spirit, to the one described

here. In the spin 1/2 AFM systems the quantum fluctuations are indeed very strong and

therefore, application of such a semi-classical description to the corresponding experimental

situation is expected to bring out the effects of quantum fluctuations even more strongly on the

spin dynamics induced by topological excitations.



Chapter 3

Spin Dynamics In Quasi-two

Dimensional Anti-ferromagnets: A

Semi-classical Approach

3.1 Introduction

In low dimensional magnetic systems the topological excitations of soliton and vortex/meron

type occur very naturally as they are thermodynamically feasible. Kosterlitz and Thouless, and

Berezniskii independently introduced the concept of vortex and anti-vortex type topological spin

excitations and the topological phase transition in the two dimensional classical XY model of fer-

romagnetic type [11–13]. Thermodynamics of this phase transition has been briefly explained in

chapter 1. Subsequent analytical and numerical investigations have established the occurrence of

such a topological phase transition in the XXZ models too [37–41]. In parallel to this, conjectures

have also been made regarding the possible application of BKT scenario to 2s XXZ antiferro-

magnets [8,40,41] Experimental investigations along these lines have found a new impetus with

the discovery of high Tc superconductivity in the doped cuprate materials. In the context of

two-dimensional magnetism, the undoped (anti-ferromagnetic and non-superconducting) phases

of the high Tc cuprate systems are excellent examples of layered spin systems which can be mod-

elled by 2d XXZ Hamiltonian in an appropriate temperature regime. One member of this class

of systems is La2CuO4, on which extensive INS experiments have been performed [7,8]. This is

a truly spin-1/2 layered XY-anisotropic Heisenberg anti-ferromagnet with very small inter-layer

52
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coupling. The intra-layer integrated intensity corresponding to the results of INS experiment

performed on La2CuO4, exhibits a central peak when plotted against the neutron energy trans-

fer ~ω (or frequency ‘ω’). The occurrence of such a “central peak” for quasi-two dimensional

magnetic systems is now almost unanimously believed to be the signature for the dynamics of

mobile topological excitations in a layer at least for ferromagnets. It is worthwhile to highlight

here that the occurrence of the so-called “central peak” for La2CuO4 could not be reproduced

by using the model put forward by Chakravarty- Halperin-Nelson (CHN) for the 2d quantum

Heisenberg Anti-ferromagnets. The CHN model takes into account isotropic Heisenberg model

with antiferromagnetic exchange coupling [8, 90]. However, our calculations with “meron gas

phenomenology” has indeed produced the so-called “central peak” [37–41].

Furthermore, it has been shown that the results obtained from the combination of vortex

gas phenomenology and numerical simulations lead to an anomaly in the case of layered anti-

ferromagnetic systems having very low spin values (S=1/2) [80]. Strikingly enough, the value

of TBKT obtained from Renormalization group analysis and numerical simulations is four (4)

times the value of TBKT calculated from the classical expression obtained by Kosterlitz and

Thouless [80]. In the previous chapter we have already established that for quasi-two dimen-

sional ferromagnetic systems having low spin values (S= 1/2) the conventional semi-classical

like formalism involving the ideal gas of unbound topological excitations corresponding to high

temperature regime T > TBKT , shows large inconsistency with the experimental situation and

exhibits unphysical behaviour [83]. In this case the theoretically obtained DSFs turn out to

be negative for a wide range of energy transfer! However the range, over which the theoretical

DSFs remain positive, increases when the value of the spin is increased [83].

On the other hand, the short range 2d anti-ferromagnetic spin-spin correlation persists even

in the superconducting phase of the underdoped cuprates. This has been verified via INS experi-

ments [93]. Moreover, recent theoretical studies have pointed out that the spin fluctuations in the

AFM quantum critical region of the layered Iron (Fe) based superconductors and in some heavy

fermion compounds can be modelled by dissipative quantum XY model, and hence the statics

and dynamics of topological excitations are the key factors for 2d spin-spin correlations [94,95].

Therefore, investigation on the dynamics of the BKT vortices/merons may also substantially

enhance the microscopic understanding of lightly doped anti-ferromagnetic cuprates and the

above mentioned other systems as well [80, 94–96].
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The above mentioned facts motivate us to investigate and test in detail the applicability of

the semi-classical-like treatment mentioned above to the INS results corresponding to real anti-

ferromagnetic systems with S=1/2 [84]. For this exercise La2CuO4 is selected as the reference

system [7,8]. It is a quasi-2d spin 1/2 AFM whose magnetic lattice structure is a square lattice

with only nearest neighbour interaction and therefore, it becomes an ideal candidate for such

an investigation.

In this chapter, I shall describe our semi-classical theory of spin dynamics induced by topo-

logical excitations corresponding to 2d XXZ anti-ferromagnetic systems. The theory is based

on vortex-gas phenomenology explained in chapter 1. The formalism is very similar in spirit

to the case of ferromagnetic systems described in Section 2.2 however, in this case topological

excitations are built on the background of the Néel state, using the bipartite classical spin con-

figuration corresponding to an XY- anisotropic Heisenberg anti-ferromagnet on a square lattice.

The instrumental resolution has been incorporated via a suitably chosen spectral window func-

tion and the detailed balance condition has also been incorporated via the Windsor factor (see

Section 2.2 for details) [84]. Subsequently, this formalism has been employed to analyse the

available results from the INS experiment performed on La2CuO4. Critical behaviour of this

material remains similar to that of 2d XY model within a specific range of temperature, viz.,

260K < T < 360K. Numerical calculations for the integrated intensities have been presented

in this chapter. The results for the integrated intensities for our spin 1
2 model corresponding to

different temperatures, show occurrence of vigorous unphysical oscillations [84]. The results for

the calculation of moment of DSFs have also been presented to understand how far the vortex-

gas phenomenology can capture the entire spin dynamics corresponding to La2CuO4 within the

above mentioned temperature range.

Contents of the present chapter are organized as follows: Section 3.2 the semi-classical formal-

ism of mobile topological excitations corresponding to 2d XXZ model is described. In Section

3.3, a brief description of the useful properties of the material La2CuO4 is provided. The in-

tegrated intensities for different temperatures are computed numerically in Section 3.4. In the

same Section, the moment of the semi-classical convoluted DSFs are also calculated. We end

this by summarising the outcome of our analysis in Section 3.5.
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3.2 Spin dynamics in presence of topological excitations

The dynamics of mobile topological excitations in an anti-ferromagnetic system on a two-

dimensional square lattice have been analysed both analytically and numerically [37–41]. The

analytical studies have been performed by assuming a classical ideal gas of vortices/merons

where the vortices/merons obey Maxwell’s velocity distribution. The model system is described

the XY-anisotropic Heisenberg (XXZ) Hamiltonian, viz.,

H = −J
∑

〈ij,pq〉
(SxijS

x
pq + SyijS

y
pq + λSzijS

z
pq), (3.1)

where 〈ij, pq〉 label the nearest neighbour sites on a two-dimensional square lattice and J(< 0)

is the anti-ferromagnetic exchange coupling. Here λ is the anisotropy parameter whose pure XY

and isotropic Heisenberg limit correspond to λ = 0 and 1 respectively [84].

The structures of the vortices/merons have been obtained by solving the classical equations

of motion corresponding to the Hamiltonian given by (3.1). In deriving the classical equations

of motion the spins have been considered to be classical objects (classical spin fields S(r, t)) as

a function of position coordinates and time, which are defined on the entire lattice. At even or

odd lattice sites these spin fields become identical to the following bi-partite spin configurations,

Sevenij = +S[sin(Θij + θij) cos(Φij + φij), sin(Θij + θij) sin(Φij + φij), cos(Θij + θij))],

Soddij = −S[sin(Θij − θij) cos(Φij − φij), sin(Θij − θij) sin(Φij − φij), cos(Θij − θij))],(3.2)

where ‘even’ and ‘odd’ signifies the two different sub-lattices [34]. The static spin configuration

corresponding to the merons are described by the capital angles Θ(r) (polar) and Φ(r) (az-

imuthal), and the time dependent small angles θ(r, t) and φ(r, t) describes the corresponding

deviations from the static structure due to the motion of the merons and the spin dynamics

above BKT transition temperature TBKT [40, 41]. The expression for the vortex core radius is

given by [40,41]

rv =
a

2

√
λ

1− λ. (3.3)

The methodology for calculation of the in-plane dynamical structure function (in-plane DSF)

Sxx(q, ω) is similar to that given in Section 2.2. Considering the velocity distribution obeyed

by the merons to be of Maxwellian type the in-plane DSF is calculated to be,

Sxx(q, ω) =
S(S + 1)

2π

γ3ξ2

(ω2 + γ2[1 + (ξq∗)2])2
(3.4)
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with γ =
√
πū

2ξ , where q∗ = (q0 − q); q0 = (π/a, π/a) and in our case S = 1
2 . The above

expression for the in-plane DSF is a squared Lorentzian exhibiting a central peak at ω = 0 in

‘ω’-space for a constant value of q and exhibiting a central peak at the zone boundary of the first

Brillouin Zone (BZ) in the ‘q’ space for a constant value of ω [40, 41]. In the above expression

ū is the root mean square (rms) velocity of the vortices and is given by,

ū =
√
bπ
JS(S + 1)a2

~
(

√
nfv ) τ−1/4, (3.5)

where nfv ∼ (2ξ)−2 is the density of free vortices at T > TBKT [37]. Here ξ = ξ0e
b/
√
τ is the

intra-layer two-spin correlation length due to the presence of vortices, where ξ0 is of the order

of lattice spacing ‘a’, τ = ( T
TBKT

− 1) is the reduced temperature, and b is a dimensionless

parameter whose numerical value is generally around 1.5 [65, 80] . The quantity Sxx(q, ω) is

sensitive to the in-plane structure of the vortices/merons [40,41].

Following the steps similar to the case of ferromagnetic model (as explained in 2.2) it can be

shown that the effective analytical expression for the out-of-plane dynamical structure function

(out-of-plane DSF) Szz(q, ω) in the limit of very small ‘q’ is given by [40,41]

Szz(q, ω) =
nfv ū

32(1 + λ)2J2
√
πq3

exp[−(
ω

ūq
)2]. (3.6)

The above form of the out-of-plane dynamical structure function is a Gaussian, exhibiting again

a central peak at ω = 0, when plotted in the constant q-scan. The function Szz(q, ω) is sensitive

to the out-of-plane shape of the vortices/merons [40,41].

In the case of layered systems, in a suitable regime in the parameter space comprising of

temperature and wave vector where these systems behave effectively as two-dimensional systems,

the integrated intensity corresponding to a typical inelastic neutron scattering experiment is

given by

I(ω) ≈
∫ ∑

α

Sαα(q2D, ω)dqx dqy, (3.7)

where the quantity Sαα(q2D, ω) represents the intra-layer in-plane spin dynamical structure

function when α = x and y and the intra-layer out-of-plane spin dynamical structure function

when α = z [21, 50,51,84].

The approach taken in this chapter is quite similar to that adopted in the previous chapter

corresponding to the case of ferromagnetic systems [83]. In order to compare theoretical results
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with experimental one the DSF, obtained from the model under consideration, is multiplied with

the resolution function R(t) (in time domain) or convoluted with R̃(ω − ω′) (in the frequency

domain), as has been done in the case of ferromagnetic system (see Chapter 2) [84]. Hence, the

components of the convoluted integrated intensity turn out to be,

Iααconv(ω) =

∫
dqx dqy

∫
dω′R̃(ω − ω′)Sαα(q2D, ω

′). (3.8)

The resolution function has to be chosen in such a way that minimum ripples occur at the

end points of the resolution width. The different parameters of the resolution function can be

obtained from the resolution half width or the full width at the half maximum (FWHM) which

are quoted in the experiments [84]. Since X and Y components of the spins are symmetric i.e.,

Sxx(q, ω) = Syy(q, ω) the total intensity comes out to be,

I(ω) = 2Ixx(ω) + Izz(ω). (3.9)

Furthermore, keeping in mind the low spin situation the quantum mechanical detailed balance

condition is incorporated in our formalism [54]. Then semi-classical estimate for I(ω), denoted

by ISCconv(ω) is recovered by the relation,

ISCconv(ω) =
2

1 + exp(−~ωkBT
)
Iconv(ω), (3.10)

where the factor 2
1+exp( −~ω

kBT
)

is the detailed balance factor and is called the Windsor factor [87].

The superscript ‘SC’ stands for the term semi-classical [84].

It is worthwhile to mention that the above formulation based on dilute vortex/meron gas

phenomenology hold for unbound anti-vortices/anti-merons too on the basis of the assumption

that the vortices/merons and anti-vortices/anti-merons do not interact with each other [84].

3.3 Relevant information on La2CuO4

In this chapter, the formalism of Section 3.2 has been applied to the anti-ferromagnetic material

La2CuO4 on which inelastic neutron scattering experiments (INS) involving polarized neutron

beam have been performed [7, 8]. The behaviours of this material across the phase diagram as

a function of temperature and doping are very interesting. In particular, the phase diagram

of it is remarkably rich in terms of various competing phases and phase transitions. These

include a tetragonal-orthorhombic structural transition, 3d AFM ordering, a crossover from
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3d AFM phase to a phase exhibiting 2d magnetism, a low temperature 3d spin-glass phase

and metal-insulator transition as well, and most importantly the superconducting transition

(see Ref [7, 8] and references therein). The undoped (non-superconducting) material is an XY-

anisotropic quasi-two-dimensional spin 1/2 quantum Heisenberg anti-ferromagnet (AFM) where

the Cu2+ ions corresponding to the CuO2 planes order antiferromagnetically. The structure of

this material is characterized by 2d square lattices corresponding to CuO2 planes exhibiting an

AFM interaction between the nearest-neighbours with very small AFM coupling between two

different CuO2 planes [7, 8]. The spin Hamiltonian relevant to the above material is given by,

H = (−J
∑

<i,j>

Si · Sj + JA
∑

<i,j>

Szi S
z
j )

︸ ︷︷ ︸
intra-layer part

− J ′
∑

<i,k>

Si · Sk
︸ ︷︷ ︸

inter-layer part

(3.11)

where < i, j > represents the intra-layer nearest neighbour interaction and < i, k > represents

the inter-layer nearest neighbour interaction. In the above Hamiltonian, J is the isotropic

part and JA is the anisotropic part of the intra-layer exchange coupling, and J ′ is the inter-

layer exchange coupling. The temperature corresponding to conventional ordering i.e., the Néel

temperature for the quasi-two dimensional system (La2CuO4) is given by TN = 240 K. The

intra-layer part of the above Hamiltonian (3.11) can be simplified by expressing (J − JA) as

λJ to obtain the model Hamiltonian (3.1), where λ is the anisotropy parameter. The relevant

physical parameters corresponding to La2CuO4 are given in the Table 3.1 [97].

Parameter Magnitude

J (intra-layer) ∼ 1345 K

JA (intra-layer) ∼ 0.269 K

J ′ (inter-layer) ∼ 0.04 K

anisotropy parameter (λ) 0.9998

lattice parameter(a) 5.39 Å

Néel temperature (TN ) 240 K

Table 3.1: Relevant parameters for La2CuO4.

Next we try to determine the temperature range over which the material La2CuO4 behaves

effectively as a two-dimensional material. From the neutron scattering data for quasi-two-

dimensional spin 1/2 XY-anisotropic ferromagnet K2CuF4, it was found that in a temperature
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regime T1 ≤ T ≤ T2, where the lower (T1) and the upper (T2) limits are defined by the following

relations,

ξ(T1) =

√
|J |
|J ′|

ξ(T2) =

√
|J |
|JA|

(3.12)

the system behaves as a 2D XY system [64, 65]. Assuming that the above phenomenological

argument holds for the layered anti-ferromagnetic systems as well, we can determine the above

Figure 3.1: Fitting of the experimentally obtained inverse correlation length with the correspond-

ing theoretical expression (see (3.13)). Solid line corresponds to the theoretical expression. BKT

transition temperature is TBKT = 270K [84].

two temperature limits to be T1 ≈ 260K and T2 ≈ 360K for La2CuO4. Within this tempera-

ture regime the Hamiltonian (3.11) can effectively be represented by the Hamiltonian (3.1). It

is worthwhile to point out that since in the above temperature regime the system is effectively

a two-dimensional one, long range anti-ferromagnetic ordering is absent in this regime [9]. Fur-

ther, within the above mentioned temperature range the BKT inspired ideal vortex/meron- gas

phenomenology is expected to be valid and we can therefore use the theoretical expression for

the inverse correlation length (expressed in r.l.u),

κ(T ) =
1

π
e−b/

√
τ (3.13)

as predicted by Kosterlitz and Thouless, to fit the experimentally obtained inverse correlation

length [12]. This gives the value of the BKT transition temperature as TBKT ≈ 270K for
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La2CuO4 (see Figure 3.1). In this work we shall make use of the above value of TBKT to

calculate the convoluted in-plane integrated intensity, Ixxconv(ω) and the convoluted out-of-plane

integrated intensity, Izzconv(ω) by making use of a series of equations starting from (3.4) to (3.8).

3.4 Calculations of the integrated intensities

In this section, I am going to present the calculation of the integrated intensities for the material

La2CuO4 at different temperatures using the semi-classical formalism explained in Section 3.2

and compare the results with the corresponding experimental data [84]. Let us start by cal-

culating the convoluted in-plane integrated intensity, Ixxconv(ω). The expression for the Ixxconv(ω)

is given by (3.8) with α = x, where the in-plane DSF, Sxx(q2D, ω) is given by (3.4). In the

experimental investigations on La2CuO4, to find the neutron intensity as a function of mo-

mentum transfer ‘~q’ the scans in the ‘q’-space have been performed about the zone boundary

of the first Brillouin Zone within the range, −0.1 ≤ q∗ ≤ 0.1, expressed in r.l.u (see Figure

3.2) [7, 8]. In calculating Ixxconv(ω) using (3.8) we have also made use of the above mentioned

Figure 3.2: Shaded part is the region of Brillouin zone over which the integration in the q-space

is performed.

regime of the Brillouin Zone. The resolution function has been chosen in the form of the Tukey

window to convolute the in-plane DSF [84]. This is one of the most commonly used spectral

smoothing functions in the field of spectral analysis [52,53]. The experimental resolution width
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is 1.4 meV at the full width at half maximum (FWHM), as specified in the experiment [7, 8].

We compute Ixxconv(ω) for four different temperatures, viz., 290 K, 320 K, 350 K and 375 K. The

Figure 3.3: The plot of convoluted (with Tukey window function) in-plane integrated intensity

Ixxconv(ω)|SC at four different temperatures, viz., 290 K, 320 K, 350 K and 375 K. The rms

velocities at these temperatures are ū = 0.00365 a
tnat

, 0.0836 a
tnat

, 0.085 a
tnat

, 0.2323 a
tnat

respectively

[84].

semi-classical convoluted in-plane integrated intensities denoted by, Ixxconv(ω)|SC are plotted as

functions of energy transfer in Figure 3.3, where (3.10) have been used. The plots clearly exhibit

that Ixxconv(ω)|SC oscillates vigorously after convoluting with the Tukey function, although the

‘central peak’ still persists [84]. This is quite contrary to what we experienced in the case of

ferromagnet [83].

To avoid such oscillations we have tried performing the above calculations using a modified

version of the Tukey function (see equations (C.4) and (C.5) in Appendix C). The integrated

intensity (at 290 K) corresponding to this new window function is also plotted in Figure 3.4

along with the same corresponding to the use of Tukey function. From this figure it is clearly

visible that the unwanted oscillations diminish considerably when we use the modified Tukey

function [84]. More interestingly, Figure 3.5 indicates that at even higher temperature, viz.,

at around 375 K (≈ 1.388TBKT ) both Tukey function and modified Tukey function lead to
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Figure 3.4: The plot of convoluted in-plane integrated intensity Ixxconv(ω)|SC at 290 K. The red

solid line corresponds to the Ixxconv(ω)|SC obtained by using the Tukey window function (see (C.3)).

The black solid line corresponds to the Ixxconv(ω)|SC obtained by using the modified Tukey window

function (see (C.5)) [84].

very similar results. The oscillations are totally absent in the theoretical plot of Ixxconv(ω)|SC vs.

energy transfers corresponding to both the resolution functions. It is worthwhile to mention

that the corresponding temperature T=375 K (> T2) falls just outside the range T1 ≤ T ≤ T2,

within which the BKT phenomenology remains valid. However, the use of such a modified

Tukey function may wipe out some of the genuine and intrinsic fluctuations present in the anti-

ferromagnetic systems in two dimensions. Hence, we make use of the Tukey function only for

our purpose [84].

We further notice a slight shift in the position of the central peak. This is due to the inclusion

of quantum mechanical detailed balance condition [84]. The important point here is that the

shift is well within the resolution width 1.4 meV at the FWHM, and hence the peak is truly a

central peak situated at ~ω = 0.

Exactly the same results hold for Iyyconv(ω)|SC which is obvious from the symmetry argu-

ment [84]. The normalization factors required for the quantitative comparison between the

theoretical and the experimental results are estimated from the neutron count corresponding to
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Figure 3.5: The plot of convoluted in-plane integrated intensity Ixxconv(ω)|SC at 375 K. The red

solid line corresponds to the Ixxconv(ω)|SC obtained by using the Tukey window function (see (C.3)).

The black solid line corresponds to the Ixxconv(ω)|SC obtained by using the modified Tukey window

function (see (C.5)) [84].

the experimental results for La2CuO4.

Out-of-plane integrated intensities, Izzconv(ω)|SC are now evaluated for the same set of temper-

atures as have been considered earlier for the evaluation of Ixxconv(ω)|SC (see Figure 3.6). The

expression for the Ixxconv(ω) is given by (3.8) with α = z, where the out-of-plane DSF, Szz(q2D, ω)

is given by (3.6). In this case we find that the out-of-plane integrated intensity oscillates only

at lower temperatures near T = TBKT . It is worth recalling here that the magnitude of the

out-of-plane integrated intensity is proportional to the density nfv and the rms velocity ū of the

free vortices/merons. Since both density nfv and the rms velocity ū increases with increasing

temperature the out-of-plane part of the spin-spin correlation (see eqns. (3.6) and (3.8)) acquire

dominance (considerable magnitude) only at higher temperatures much above TBKT [84].

Furthermore, the absolute magnitude of the integrated intensity Ixxconv(ω)|SC is higher (almost

107 times for the highest temperature considered here) than that of Izzconv(ω)|SC at temperatures

above TBKT . This is so because, Izzconv(ω)|SC is proportional to nfv and it increases with the

increasing value of the rms velocity ū. The typical energy scales involved in the dynamics of
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Figure 3.6: The plot of convoluted out-of-plane integrated intensity Izzconv(ω)|SC at four different

temperatures, viz., 290 K, 320 K, 350 K and 375 K. The rms velocities at these temperatures

are ū = 0.00365 a
tnat

, 0.0836 a
tnat

, 0.085 a
tnat

, 0.2323 a
tnat

respectively. The order of magnitude of

the Izzconv(ω)|SC at the above mentioned four different temperatures are 10−13, 10−10, 10−8 and

10−7 respectively [84].

mobile vortices/merons corresponding to the anti-ferromagnetic system La2CuO4 are such that

nfv is very small (compared to the case of ferromagnet where the free vortex number density turns

out to be appreciable) [83, 84]. For the present case of La2CuO4 at T = 350K, the numerical

value for the density of free vortices turns out to be nfv = 1.36 × 10−4 a−2 and the same for

the rms velocity turns out to be ū = 9163m/ sec = 0.085 a
tnat

, where tnat = 2~√
3J

(≈ 5 × 10−15

sec) is the natural time scale for the system [84]. In contrast, in the case of ferromagnetic

system K2CuF4 the value of the density of free vortices is found to be nfv = 1.009 × 10−3 a−2

and that for the rms velocity is found to be ū = 87.07m/ sec = 0.1352 a
tnat

at T = 6.75K,

where tnat = 6.4 × 10−13 sec is the natural time scale [83]. Interestingly enough, the unbound

merons/vortices above TBKT move much faster (with a rms velocity of 9163 m/ sec at 350 K)

than a typical Copper (Cu) atom whose rms velocity (generally considered to be the thermal

velocity) is around 370.6 m/ sec at 350 K [84].
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The integrated intensities computed above correspond to the contributions only from the

mobile vortices/merons. The experimental data whereas, contain contributions from both the

mobile vortices/merons and fragile “spin wave like” modes. This spin wave like modes are

damped and largely decaying above the Néel temperature. The extraction of the mobile vortex

contribution from the experimental data is crucial for a more accurate comparison between the

theoretical results and the experimental data and to do this one has to subtract the contributions

from the above mentioned fragile “spin wave like” modes from the experimental data. It is

worth recalling that in the case of ferromagnetic system, the fragile mode contributions have

been subtracted by assuming the fragile mode contributions above Tc to be the same as the

usual spin wave contributions below Tc. This assumption is however valid if and only if the

temperature under consideration is in the near vicinity of the Curie temperature (Tc) of the

system [83,84].

In the present case corresponding to the anti-ferromagnetic system La2CuO4, the situation is

somewhat different from the ferromagnetic one in the sense that the temperatures dealt with are

far above the Néel temperature TN . Hence the above mentioned procedure, which was followed

for the ferromagnetic systems to subtract the fragile mode contributions, is not valid in the

present case [83,84].

Moreover, at any finite temperature above TBKT , it is to be kept in mind that not all vor-

tices/merons are freely moving and that bound vortex-anti-vortex pair density remains finite.

Hence, one has to estimate further the contribution from these bound vortex-anti-vortex pairs

at different temperatures and subtract them from the experimental data. To estimate the bound

vortex contribution we have tried to apply the same methodology that has been outlined and

used earlier for the ferromagnetic system (See Section 2.2). However, unlike the case of ferro-

magnet in this case the methodology leads to an unphysical behaviour viz., the vanishing of the

out-of-plane DSF (see eqn. (3.6)) in the limit ū→ 0. Hence the estimation of the bound vortex

contribution has not been carried out here.

The above calculations for the components of integrated intensities enable us to estimate

theoretically the total integrated intensity using (3.9). In Figures 3.7 and 3.8 the total intensity

Iconv(ω)|SC has been compared to the experimental data at two different temperatures, viz.,

290K and 350K respectively. The contributions from the fragile “spin-wave-like” modes can not
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Figure 3.7: The plot of convoluted total integrated intensity Iconv(ω)|SC at 290 K. The red solid

line corresponds to the Iconv(ω)|SC obtained theoretically by using the Tukey window function

(see (C.3)). The dots are the experimental data [84].

be filtered out for the reasons stated earlier. It is clear from Figure 3.7 that the total intensity

Iconv(ω)|SC also oscillates vigorously at both the temperatures, when convoluted with the Tukey

function. Moreover, the magnitude of the total intensity Iconv(ω)|SC , obtained theoretically at

finite energy transfers, is very far from the corresponding values obtained in the experiment [84].

The inclusion of quantum mechanical detailed balance factor in our semi-classical like treat-

ment has again caused a shift in the position of the central peak of the integrated total intensity

at both the temperatures. However, this shift is well within the resolution width and therefore it

is a genuine central peak at zero energy transfer. It is worthwhile to mention that all the above

results based on dilute vortex/meron gas phenomenology hold for unbound anti-vortices/anti-

merons too [84].

Let us further calculate the moment of the semi-classical dynamical structure function (DSF)

SconvSC (q, ω) (or simply the moment) using the following formula [21],

∫

firstB.Z.
(
a

2π
)2 d2q

∫ ∞

−∞
dω SSCconv(q, ω) = S(S + 1),

or

∫
dω ISCconv(ω) = S(S + 1), (3.14)
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Figure 3.8: The plot of convoluted total integrated intensity Iconv(ω)|SC at 350 K. The red solid

line corresponds to the Iconv(ω)|SC obtained theoretically by using the Tukey window function

(see eqn. (C.3)). The dots are the experimental data [84].

where ISCconv(ω) is given by equation (3.10) and in obtaining the same, the integration over

the wave vector space in equation (3.8) is performed over the first Brillouin zone (B.Z.) with

contributions from both vortices and anti-vortices being summed; S is the value of the spin

corresponding to the system under consideration and in our case it is S = 1/2. The above

equation signifies that if the spin dynamics is entirely captured by the DSF corresponding to

mobile vortices and anti-vortices, the value of the zeroth moment must be S(S + 1).
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T T
TBKT

moment in the

unit of S(S + 1) *

290 K 1.074 0.0400

320 K 1.185 0.2412

350 K 1.296 0.3583

375 K 1.388 0.3770

Table 3.2: The zeroth moment of the semi-classical dynamical structure function corresponding to

the dynamics of mobile vortices and anti-vortices(* corresponding to the use of Tukey function)

[84].

The values of the moment of the semi-classical convoluted DSF corresponding to the use of

Tukey function at four different temperatures are tabulated in TABLE 3.2. At 290K i.e. around

1.074TBKT , the combined dynamics of mobile vortices and anti-vortices capture only about 4%

of the entire spin dynamics of the system. However, at higher temperatures around 1.296TBKT ,

the combined dynamics of mobile vortices and anti-vortices capture more than 35% of the en-

tire spin dynamics of the system . This happens because at lower temperatures near TBKT , the

number of freely mobile vortices and anti-vortices are not large enough to capture the whole spin

dynamics and the presence of fragile or damped spin waves (or single magnons and multi-magnon

like modes) makes important enough contribution to the spin dynamics [84]. At higher temper-

atures however, more topological excitations become free and drive a large portion of the spin

dynamics of the system. At this point, it is worth mentioning that for quantum ferromagnetic

systems on two dimensional square lattice it has been shown that the formation of topological

excitations of vortex/ meron types from the fragile magnons and multi-magnon composites is

quite plausible [85]. Moreover, some of the collective modes (i.e. magnon and multi-magnon

modes) are expected to stay intact with their damped nature and thus can provide a significant

contribution to the spin dynamics. In analogy with the three dimensional ferromagnetic systems

where above the Curie temperature (Tc) the magnon-like collective excitations become fragile

and damped, for pure two dimensional systems (where Tc = 0) the collective excitations become

fragile at any finite temperature [57,58,85,87,98–100]. This process is expected to be operative

in the anti-ferromagnetic systems too on pure two-dimensional lattices [84].
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3.5 Summary

In this chapter, we have successfully addressed the role of quantum fluctuations in the spin

dynamics induced by the topological excitations corresponding to low spin anti-ferromagnetic

systems in low dimensions. The analysis in this chapter brings out both the strong and weak

points of the conventional semi-classical theory for the dynamics induced by topological exci-

tations. Let us first summarize the results of our calculations. We find vigorous oscillations in

the convoluted in-plane integrated intensity when the Tukey window is used. These oscillations

vanish only at higher temperatures which are outside the regime of validity of the BKT phe-

nomenology. The use of a modified or refined Tukey function substantially removes the unwanted

oscillations in the convoluted in-plane integrated intensity Ixxconv(ω)|SC . Strikingly enough, at

T = 350 K (1.296 TBKT ), we still find negative values of Ixxconv(ω)|SC even using the modified

Tukey window function (see Figure 3.9). However, outside the temperature regime where the

Figure 3.9: The plot of convoluted in-plane integrated intensity Ixxconv(ω)|SC at 350 K. The red

solid line corresponds to the Ixxconv(ω)|SC obtained by using the Tukey window function (see (C.3)).

The black solid line corresponds to the Ixxconv(ω)|SC obtained by using the modified Tukey window

function (see (C.5)) [84].

BKT phenomenology is valid, computations with both the window functions give very similar

results for Ixxconv(ω)|SC . The possible explanation for these is that at higher temperatures the

quantum effects are less prominent even for S = 1
2 anti-ferromagnet. Therefore, the modified
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Tukey window may actually be suppressing some genuine and inherent quantum fluctuation as

well quite efficiently. The out-of-plane integrated intensities Izzconv(ω)|SC (computed at different

temperatures) are found to be sensitive to the choice of window function only at temperatures

which are not very far from TBKT (around 1.074 TBKT ). Furthermore, it contributes negligi-

bly to the total integrated intensity Iconv(ω)|SC and hence the nature of the convoluted total

integrated intensities at different temperatures turns out to be quite similar to that of the con-

voluted in-plane integrated intensities. However, the detailed quantitative comparison between

the theoretical results and the experimental results corresponding to the total integrated in-

tensities Iconv(ω)|SC reveals that even though the conventional “semi-classical like” theory is

able to predict the occurrence of the central peak, the magnitudes of the Iconv(ω)|SC for finite

values of energy transfer, obtained from theoretical analysis, differ by a huge factor from the

corresponding experimental values. Moreover, apart from the spin dynamics induced by the

mobile topological excitations, the fragile magnons and multi-magnon modes are quite likely to

make important contribution towards this dynamics. Calculations of the moment of DSFs are

indeed pointing towards this fact.

Let me further point out that the value of ~ω at which the onset of such unphysical behaviour

occurs depends on the value of the spin (S). It has been shown in the case of ferromagnetic

systems that the regime over which this unphysical behaviour persists, shrinks as the value of S

increases [83]. Similar behaviour is expected to be operative in the anti-ferromagnetic systems

also. It is also very important to emphasize the fact that in our calculational analysis the

structure of the classical vortex/meron has been built in the background of the Néel state (see

(3.2) of Section 3.2). Since the Néel state is not an exact ground state for the two-dimensional

quantum anti-ferromagnetic spin systems, such a choice further adds to the reasons for the above

mentioned unphysical behaviour.

Our investigations presented in this chapter and in chapter 2 establish the fact that a com-

plete quantum treatment is essential to describe the detailed features of the dynamics of mobile

topological excitations corresponding to the quasi-two-dimensional low-spin magnetic systems,

by taking into consideration the interactions between the topological excitations and the con-

ventional excitations (magnons) as well. The possible scheme for such a quantum formalism

is quite similar to that has been sketched out in the case of ferromagnetic model in section

2.5. In chapter 5 this has been described in a considerable details. Furthermore, motivated by
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the lack of understanding on the magnon-vortex interactions, in the second part of my thesis I

shall describe our efforts in understanding the microscopic aspects of the topological excitations

corresponding to 2d XXZ models.



Chapter 4

Microscopic description of quantum

spin vortices and anti-vortices

4.1 Introduction

In magnetic systems in low dimensions, viz, one dimension (or rather quasi-one dimension) and

two dimensions (or rather quasi-two dimensions), the topological excitations of solitons and

vortices/merons types occur quite naturally, as they are thermodynamically feasible [12,13]. In

particular, vortex/meron like topological excitations play a very important role in the physics

of 2d magnetic systems. These excitations participate in bringing out the famous Berezinskii-

Kosterlitz-Thouless (BKT) transition in the easy-plane magnetic systems. This phase transition

is characterized by the binding to unbinding processes involving vortex, anti-vortex (or rather

meron, anti-meron) excitations [12, 13]. Above a transition temperature TBKT the dynamics of

freely moving topological excitations provides non-trivial contribution in the dynamical correla-

tion function giving rise to the well-known “central peak in both two dimensional ferromagnetic

and anti-ferromagnetic models [38–41]. In the inelastic neutron scattering (INS) experiment,

the existence of such a central peak at ω = 0 has been observed in the plot for the dynamical

structure function S(q, ω) versus neutron energy transfer ~ω in the constant“ q” scan in layered

magnetic systems [4, 7, 8, 64,65].

In chapters 2 and 3, I have already explained in details that the semi-classical phenomeno-

logical theories turn out quite inadequate in explaining the experimental results corresponding

to low spin layered magnetic systems even after incorporation of suitable quantum corrections

72
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in the calculations. In particular, in chapter 3 the calculations of the moment of to the semi-

classical dynamical structure function corresponding to the vortices and anti-vortices indicates

that only the dynamics of mobile vortices and anti-vortices is not sufficient in capturing the

full spin dynamics in the layered magnetic systems. This is expected to be true even for lay-

ered ferromagnetic systems. This is because the phenomenological description of ideal vortex

gas assumes that the vortex/merons take the shapes of spin profiles independent of spin waves.

Hence, a quantum description of the magnon-vortex interaction is of extreme necessity.

In last few years there has been a renewed research interest especially in the quasi-two di-

mensional magnetic systems motivated by the aims of building magnetic devices. These devices

make use of mobile vortices [101–103]. In the magnetic thin films the interplay between the

exchange interaction and the magnetic dipole - dipole interaction causes the formation of do-

main structures in absence of magnetic fields. Furthermore, each of these domains contains a

magnetic vortex characterized by in-plane magnetization curling around the center. The com-

ponent of magnetization perpendicular to the plane of the film serves as ‘Polarization’ of the

vortex core [104]. Such a magnetic vortex has been proved to be a potential candidate for

switching devices as well as for data storage where the ‘Polarization’ of the core can be manip-

ulated in a controlled manner by applying external magnetic field [104]. Direct experimental

evidences of such vortex states have been verified by Magnetic Force Microscopy (MFM) and

also by the spin-polarized Scanning Tunnelling Microscopy (STM) [105,106]. Although the vor-

tices (in the sense of a domain structure) described above are fundamentally different from the

vortices/merons arising in the BKT scenario the issue of the interaction between the magnons

and vortices are quite generic. In this regard it has been found that the magnon modes which

are present within the vortex core experience an effective magnetic field because of the vortex

itself [107]. This effective magnetic field appears due to the topological property of the vortices.

Therefore, magnons interact with the vortices/merons via the effective field mentioned above.

The most important effect of such an interaction is the excitation of certain spin-wave modes

due to vortex motion and subsequent modification of vortex motion due to these excited spin-

wave modes [108]. However, all the above mentioned scenario of vortex-spin-wave interaction

are described in the continuum description of the Hamiltonian (2.1) which is given in (2.3). Such

a description comes with its own limitation of not being applicable to spin 1/2 systems where

only two discrete states are available. In such a situation a microscopic understanding of the
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composition or rather construction of these vortices and anti-vortices are extremely needful, of

course taking into account the correct topological properties.

In this chapter, I describe our investigations on the possible composition of these topological

excitations of true quantum nature in two-dimensional anisotropic quantum Heisenberg ferro-

magnetic model. It turns out that the interactions between the different multi-magnon modes

play a very important role in the formation of the above excitations [85]. These multi-magnon

interactions are generally neglected in the linear spin wave/one-magnon theory and even in the

BKT theory. Magnon modes are low energy excitations and represent a quantized coherent

precessional motion of all the spins around the direction of the spontaneous magnetization in

the long range ordered phase. These modes however, become ill-defined in the short range or-

dered phase [57, 58]. In contrast, the quantum states representing topological spin excitations

are found to be stable even in the short range ordered phase when the system size is very large,

as I shall demonstrate in this chapter.

The present chapter is organized as follows. In Section 4.2, I shall explain our construction

of the quantum state corresponding to charge 1 vortex (and charge 1 anti-vortex as well) in

the strong anisotropy limit of the XXZ model. In section 4.3, I shall establish the connection

between the quantized vortex states and the multi-magnon composite states. In section 4.4, I

shall analyse the quantum mechanical stability of such vortex/anti-vortex states for both the

cases of infinite dilute limit and the finite density limit. Finally in Section 4.6, I present the

summary of the present chapter and discuss possible application of the results of our present

investigation to the real magnetic systems.

4.2 Construction of quantum spin vortex and anti-vortex

The starting point of our construction is the XY anisotropic quantum Heisenberg (XXZ) Hamil-

tonian,

H = −J
∑

〈ij,pq〉
(SxijS

x
pq + SyijS

y
pq + λSzijS

z
pq), (4.1)

on a two-dimensional square lattice with nearest neighbour interaction, where λ(0 ≤ λ < 1) is

the anisotropy parameter and for ferromagnetic systems J > 0, and the index ‘ij’ represents a

lattice point on the N ×N square lattice. Here Sxij , S
y
ij and Szij are the x, y and z components
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respectively of the spin operator on the ij-th lattice site. We shall concentrate on the S = 1
2

ferromagnetic model in the very strongly XY- anisotropic limit (λ → 0, i.e., λ is vanishingly

small, but λ 6= 0). With this smallest ’S’ value, the model is in-fact in the extreme quantum

regime.

It is worthwhile to mention here that the classical counterpart of the above model admits of the

well-known meron solution [37–40, 109, 110]. Numerical studies have led to the conclusion that

there is a critical value of the anisotropy parameter, say λc, below which only the static flattened

merons or ordinary vortices are stable and above that the normal merons are stable [109,110].

The model Hamiltonian (4.1) is well known to possess a continuously degenerate ground state.

The state (and eigen-state as well) with all spins aligned along the ‘+ve’ or ‘-ve -z’ direction can

be achieved by applying a vanishingly small external magnetic field. Having said that, we start

by taking a trial ground state with all the nearest neighbour spins being aligned in the -ve z

direction, and the state is defined by S−ij |0〉 = 0 for every i, j [85]. Explicit form for the ground

state on the square lattice is given by,

|0〉 = | ↓〉11 ⊗ | ↓〉12 ⊗ | ↓〉13 ⊗ · · · ⊗ | ↓〉ij ⊗ | ↓〉i+1j

⊗ | ↓〉i+1j+1 ⊗ | ↓〉ij+1 ⊗ · · · ⊗ | ↓〉NN (4.2)

for an N ×N square lattice, where S−ij is the spin lowering operator defined as S−ij = Sxij − iSyij .
The lattice has the structure of a torus for periodic boundary conditions [20, 21, 86, 111–113].

The ground state energy is denoted by,

E0 = −N

2
λJ~2, (4.3)

corresponding to the ground state|0〉, where N = N2.

It is important to recall that a quantum Heisenberg model (ferromagnetic or anti-ferromagnetic)

on a three dimensional lattice exhibits long range ordering at finite temperature unlike its coun-

terparts in one and two dimensions [9,114,115]. In this regard let us recall the Mermin-Wagner

(MW-) theorem which states that at any non zero temperature a one dimensional or two dimen-

sional isotropic Heisenberg model with sufficiently short range exchange interaction cannot ex-

hibit any LRO, which implies Tc = 0 in ferromagnetic systems and TN = 0 in anti-ferromagnetic

systems [9]. It can be shown that the MW- theorem holds for 2d XY anisotropic Heisenberg
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model as well [85]. In the three dimensional case the collective excitations, viz., magnons are

well defined in the long ranged ordered phase and become fragile in the short ranged ordered

phase above the transition temperature, Curie temperature (Tc) for ferromagnetic systems or

Neel temperature (TN ) for anti-ferromagnetic systems [57, 58, 87]. Analogously, some fragile

magnon-like excitations along with multi-magnon composites are expected to be present within

a very small temperature regime above zero [57, 58, 87]. However, as a first approximation

we consider, in our present analysis for the two dimensional ferromagnetic case, the magnon

states and multi-magnon composite states to be stable in the vicinity of zero temperature. This

makes our analytical calculations simpler [85]. Such magnon modes and their interactions are

described briefly in the Appendix B. In the following we will make use of the various properties

of these magnon states in our novel scheme for the construction of quantum spin vortices and

anti-vortices in the flattened meron configuration [85].

We now start by defining a quantum spin vortex (anti-vortex) on a square lattice [63, 79]. A

charge 1 vortex (anti-vortex) is defined on a square plaquette as a spin configuration in which

the spin direction (horizontal and vertical spins as defined below) rotates through an angle

+2π(−2π) for a closed walk in an anti-clockwise (clockwise) direction around the plaquette.

The vorticity of such a vortex is+1(−1) (see Figure 4.1(a) and 4.1(b)). For our specific model,

in the limit λ → 0 (see equation 4.1) the in-plane components of spin operators constitute a

vortex (anti-vortex) [85]. It is worthwhile to mention that this situation corresponding toλ→ 0

is very different from the case of λ = 0 corresponding to pure XY model. It is in this very limit

that a vortex may be looked upon as a “flattened Meron” [79].

We first assign coordinates (i, j)a; (i+1, j)a; (i+1, j+1)a and (i, j+1)a to the four vertices of

the vortex where “a” is the lattice parameter. The correct topological property of a vortex/anti-

vortex is then incorporated by specifying the expectation values for the components of the spin

operator S at each vertex of the vortex/anti-vortex [85]. The relevant spin states at the vertices

are constructed and explained below. For a vortex/anti-vortex having topological charge 1

(in the units of 2π) or simply 1-vortex/1-anti-vortex, the operator expectation values for the

different components of spins S at the vertices are given in the table below [85],

Let us first construct the quantum state representing a vortex having topological charge ‘1’.

The arrows, representing the spin directions on the four vertices (see Figure. 4.1(a)), signify

that the spin states at the four vertices are such that the expectation values forSx, Sy andSz
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〈Sxij〉 = 1
2 , 〈S

y
ij〉 = 0, 〈Szij〉 = 0 〈Sxi+1j〉 = 0, 〈Syi+1j〉 = ±1

2 , 〈Szi+1j〉 = 0,

+sign for vortex and -sign for anti-vortex

〈Sxi+1j+1〉 = −1
2 , 〈S

y
i+1j+1〉 = 0, 〈Szi+1j+1〉 = 0 〈Sxij+1〉 = 0, 〈Syij+1〉 = ±1

2 , 〈Szij+1〉 = 0,

-sign for vortex and +sign for anti-vortex

Table 4.1: Topological property of the vortex / anti-vortex [85].

take the values as given in Table 4.1. The horizontal arrow | ⇒〉 on the (i, j)thsite represents a

spin state which is the eigenstate of Sxij with eigenvalue +1
2 and the vertical arrow| ⇑〉 on the

(i+1, j)thsite represents a spin state which is the eigenstate of Syij with eigenvalue +1
2 . Similarly,

the spin state | ⇐〉 at (i+ 1, j+ 1)th site and | ⇓〉 at (i, j+ 1)th site are the eigenstates of Sx and

Sy respectively with the eigenvalue −1
2 . The spin state corresponding to | ⇒〉 can be written

as a linear combination of the two eigen-states of Sz, viz.| ↑〉 and | ↓〉. Then at the (i, j)th site,

the spin state is given by (aij | ↑〉+ bij | ↓〉). The value of aij and bij can be determined by using

the expectation values for Sxij , S
y
ij andSzij and the condition that the eigenvalue of Sxij is +1

2 in

the state (aij | ↑〉+ bij | ↓〉). Similarly, for the rest of the vertices corresponding to the vortex the

spin states are taken to be of the form(a| ↑〉+ b| ↓〉) [85].

Figure 4.1: (a) quantum spin vortex of charge 1, (b) quantum spin anti-vortex of charge 1.

The coefficients ‘a’ and ‘b’ are determined from the expectation values for Sx, Sy andSz and

the eigenvalue conditions for the respective vertices as mentioned above [85]. The coefficients
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‘a′ and ‘b′ for the four vertices turns out to be,

aij = bij =
1√
2
eiθij ;

ai+1j =
1√
2
eiθi+1j , bi+1j =

i√
2
eiθi+1j ;

ai+1j+1 = bi+1j+1 =
1√
2
ei(θij+π);

aij+1 =
1√
2
ei(θi+1j+π), bij+1 =

i√
2
ei(θi+1j+π). (4.4)

Here θij and θi+1j are arbitrary phase factors and for the diagonally opposite vertices, the coeffi-

cients haveπ phase difference. The coefficients given in (5) take care of the proper normalization

of the spin states at each vertex. Therefore, the normalized charge-1 vortex state in the back-

ground of the original ground state can be defined on a plaquette ((ij); (i + 1, j); (i + 1, j +

1); (i, j + 1)) as ,

|1V 〉 = | ↓〉11 ⊗ | ↓〉12 ⊗ | ↓〉13 ⊗ · · · ⊗ (aij | ↑〉ij + bij | ↓〉ij)⊗ (ai+1,j | ↑〉i+1,j + bi+1,j | ↓〉i+1,j)

⊗ (ai+1,j+1| ↑〉i+1,j+1 + bi+1,j+1| ↓〉i+1,j+1)⊗ (ai,j+1| ↑〉i,j+1 + bi,j+1| ↓〉i,j+1)⊗ · · ·

⊗ | ↓〉NN . (4.5)

The vorticity operator is defined on the square plaquette as [63],

Vop = SxijS
y
i+1j − S

y
i+1jS

x
i+1j+1 + Sxi+1j+1S

y
ij+1 − S

y
ij+1S

x
ij . (4.6)

When we operate the vorticity operator on the above 1-vortex state the eigenvalue comes out

to be +1 as expected [85].

It may be remarked here that in our present formalism, we are implicitly assuming static vortex

configuration [85]. This is conformity with the frozen vortex/anti-vortex scenario proposed below

TBKT [12, 13].

Similarly we can construct an anti-vortex with charge 1. For an anti-vortex coefficients at the

four vertices come out to be,

aij = bij =
1√
2
eiθij ;

ai+1j =
1√
2
eiθi+1j , bi+1j = − i√

2
eiθi+1j ;

ai+1j+1 = bi+1j+1 =
1√
2
ei(θij+π);

aij+1 =
1√
2
ei(θi+1j+π), bij+1 = − i√

2
ei(θi+1j+π). (4.7)
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The explicit structure of the 1-anti-vortex state (|1AV 〉) is same as the state |1V 〉 of (4.5) with

the coefficients ‘a’ and ‘b’ being different from that of the |1V 〉. In this case, the eigenvalue of

the vorticity operator defined in (4.6) comes out to be −1, as expected [85].

4.3 Connection between the vortex and magnons

Considering the simplest situation corresponding to the presence of a single charge 1 vortex in

the N ×N square lattice, let us explore the connection between a vortex state and the magnon

states. For each vertex of the vortex the spin state | ↑〉ij can be written as S+
ij | ↓〉ij , where

S+
ij = Sxij + iSyij is the spin raising operator. The state |1V 〉 in (4.5) can be rewritten as,

|1V 〉 = aijai+1jai+1j+1aij+1S
+
ijS

+
i+1jS

+
i+1j+1S

+
ij+1|0〉

+ (bijai+1jai+1j+1aij+1S
+
i+1jS

+
i+1j+1S

+
ij+1|0〉

+ · · ·+ aijai+1jai+1j+1bij+1S
+
ijS

+
i+1jS

+
i+1j+1|0〉)

+ (aijai+1jbi+1j+1bij+1S
+
ijS

+
i+1j |0〉

+ · · ·+ aijbi+1jbi+1j+1aij+1S
+
ijS

+
ij+1|0〉)

+ (aijbi+1jbi+1j+1bij+1S
+
ij |0〉+ bijai+1jbi+1j+1bij+1S

+
i+1j |0〉

+ bijbi+1jai+1j+1bij+1S
+
i+1j+1|0〉+ bijbi+1jbi+1j+1aij+1S

+
ij+1|0〉)

+ bijbi+1jbi+1j+1bij+1|0〉, (4.8)

where a and b’s are given by (4.4). The above equation (4.8) explicitly shows that the charge 1

quantum vortex state is a linear superposition of one 4-spin deviation state, four 3-spin deviation

states, six 2-spin deviation states, four 1-spin deviation states and the ground state [85]. Using

the definitions of magnon states, (see Appendix B) the charge 1 vortex state can now be expressed

in terms of magnon states as,
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|1V 〉 = A
∑

k1,k2,k3,k4

f i,jk1
f i+1,j
k2

f i+1,j+1
k3

f i,j+1
k4
|k1k2k3k4〉

+
∑

k1,k2,k3

(B1f
i,j
k1
f i+1,j
k2

f i+1,j+1
k3

+B2f
i,j+1
k1

f i+1,j
k2

f i+1,j+1
k3

+ B3f
i,j
k1
f i,j+1
k2

f i+1,j+1
k3

+B4f
i,j
k1
f i,j+1
k2

f i+1,j
k3

)|k1k2k3〉

+
∑

k1,k2

(C1f
i,j
k1
f i+1,j
k2

+ C2f
i+1,j
k1

f i+1,j+1
k2

+ C3f
i+1,j+1
k1

f i,j+1
k2

+ C4f
ij
k1
f i,j+1
k2

+ C5f
i+1,j
k1

f i,j+1
k2

+ C6f
ij
k1
f i+1,j+1
k2

)|k1k2〉

+
∑

k1

(D1f
i,j
k1

+D2f
i+1,j
k1

+D3f
i+1,j+1
k1

+D4f
i,j+1
k1

)|k1〉+ E|0〉. (4.9)

The coefficients A,B1, B2 · · · and E signify the weightage of the different spin deviation states

in the composition of charge 1 vortex state and they are given by,A = aijai+1jai+1j+1aij+1,B1 =

aijai+1jai+1j+1bij+1, · · ·, E = bijbi+1jbi+1j+1bij+1, where “a” and “b” are given in (4.4) [85].

In case of charge 1 anti-vortex the form of the state|1AV 〉 will be same as the state|1V 〉 except

that the values for the coefficientsA = aijai+1jai+1j+1aij+1, B1 = aijai+1jai+1j+1bij+1, · · ·, E =

bijbi+1jbi+1j+1bij+1 are different from those for|1V 〉. Their values are determined by the values

of a and b, as given in (4.7) [85].

Thus equation (4.9) signifies the fact that the quantum state representing a 1-vortex (1- anti-

vortex) is a combination of linear superpositions of 4-magnon composites, 3-magnon composites,

2-magnon composites, 1-magnon states and the ground state [85].

4.4 Quantum mechanical stability of the vortex/anti-vortex state

Operating the Hamiltonian H (as given by (4.1)) on the 1- vortex state |1V 〉 (see (4.8)), it

can easily be shown that |1V 〉 is not an exact eigenstate for the Hamiltonian H . Therefore, the

natural question arises that how stable the state |1V 〉 is for a system, which is governed by the

Hamiltonian H . To investigate the quantum mechanical stability of the charge 1 vortex state

|1V 〉 we consider two special cases, viz., vortex (anti-vortex) in an infinitely dilute limit and also

in the finite density limit. In the first case we shall consider the presence of only one charge 1

vortex in the N ×N square lattice. This is the extreme dilute limit where the vortex density is

vanishingly small. In the second one we shall consider a finite density of charge 1 vortices to be
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present in the N ×N square lattice. It is worthwhile to point out that in a realistic situation a

macroscopic number of vortex anti-vortex pairs needs to be considered. However description of

these in terms of multi-magnon composite states will be quite challenging and tough.

4.4.1 Single charge 1 vortex

Let us first consider a single 1-vortex in the N ×N square lattice which is the “extreme dilute

limit” of the vortex density. The quantum mechanical state |1V 〉 describing such a situation is

given by (4.8). Operating the Hamiltonian H given by (4.1), on the state |1V 〉 we get,

H |1V 〉 = (E0 + 2λJ~2)|1V 〉+ |ϕresi〉. (4.10)

The right hand side of the above equation clearly shows the departure of the vortex state from

being an eigenstate of H where the state|ϕresi〉 (corresponding to (4.10)) is given by,

|ϕresi〉 = A[
∑

k1,k2,k3,k4

f i,jk1
f i+1,j
k2

f i+1,j+1
k3

f i,j+1
k4
{2J~2(3λ− γ(k1)− γ(k2)− γ(k3)− γ(k4))

|k1k2k3k4〉

+
1

N

∑

k1,k2,k3,k4

g4M (k1,k2,k3,k4; k1,k2,k3,k4)|k1k2k3k4〉}]

+ [
∑

k1,k2,k3

(B1f
i,j
k1
f i+1,j
k2

f i+1,j+1
k3

+B2f
i,j+1
k1

f i+1,j
k2

f i+1,j+1
k3

+ B3f
i,j
k1
f i,j+1
k2

f i+1,j+1
k3

+B4f
i,j
k1
f i,j+1
k2

f i+1,j
k3

)){2J~2(2λ− γ(k1)− γ(k2)

− γ(k3))|k1,k2,k3〉+
1

N

∑

k1,k2,k3

g3M (k1,k2,k3; k1,k2,k3)|k1k2k3〉}]

+ [
∑

k1,k2

(C1f
i,j
k1
f i+1,j
k2

+ C2f
i+1,j
k2

f i+1,j+1
k3

+ C3f
i+1,j+1
k3

f i,j+1
k4

+ C4f
ij
k1
f i,j+1
k4

+ C5f
i+1,j
k2

f i,j+1
k4

+ C6f
ij
k1
f i+1,j+1
k3

){2J~2(λ− γ(k1)

− γ(k2))|k1k2〉+
1

N

∑

k1,k2

g2M (k1,k2; k1,k2)|k1k2〉}]

+ [
∑

k1

(D1f
i,j
k1

+D2f
i+1,j
k1

+D3f
i+1,j+1
k1

+D4f
i,j+1
k1

)[−γ(k1)]|k1〉]

+ (−E)2λJ~2|0〉. (4.11)

In the above equation (4.11) the first term on the right hand side corresponds to non-

linear superposition of 4-magnon composites where the term g4M (k1,k2,k3,k4; k1,k2,k3,k4),

being in general a complex function, represents the interactions between the four magnon modes.

Similarly, the second and third terms correspond to the nonlinear superposition of 3-magnon and
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2-magnon composites respectively. The terms g3M (k1,k2,k3; k1,k2,k3) and g2M (k1,k2; k1,k2)

represent the interactions between three magnon modes (identified by the subscript ‘3M’) and

two magnon modes (identified by the subscript ‘2M’) respectively which are in general complex

functions. The exact expression for g2M (k1,k2; k1,k2) has been given in Appendix B. The fourth

term in (4.11) represents the contribution from the linear superposition of all the 1-magnon

modes to the residual state |ϕresi〉 and the last term gives the ground state contribution [85].

The most important feature of the above equation (4.11) is that the residual state denoted by

|ϕresi〉 is not a linear superposition of multi-magnon states unlike the state |1V 〉 (eqn. (4.9)).

To be more precise the state |ϕresi〉 contains terms which generate higher order inter-multi-

magnonic correlations [85]. The expectation of the Hamiltonian in the state |1V 〉 is evaluated

from eqn. (4.8) and is given by,

〈1V |H |1V 〉 = (E0 + 3λJ~2) = E0, (4.12)

where E0 ≡ (E0 + 3λJ~2) and the quantity 3λJ~2 signifies the energy required to excite one

1-vortex from the ground state, the ground state energy being E0 as given in (4.3). The eqn.

(4.10) can be rewritten as,

H |1V 〉 = E0|1V 〉+ (|ϕresi〉 − λJ~2|1V 〉) = E0|1V 〉+ |ψresi〉 (4.13)

where |ψresi〉 ≡ (|ϕresi〉 − λJ~2|1V 〉) is again not a linear superposition of multi-magnon states

as explained above. Making use of eqns. (4.10) - (4.13), it is clear that 〈1V |ψresi〉 = 0 [85].

Now operating the Hamiltonian H successively twice on |1V 〉 the expectation value of H 2

in the state |1V 〉 turns out to be,

〈1V |H 2|1V 〉 = (E0 + 2λJ~2)2 + (J~2)2(2 +
3

4
λ2) (4.14)

The quantum mechanical stability of the state |1V 〉 is now verified by operating the time evolu-

tion operator [exp(− i
~H t)] on the state |1V 〉. Since the state |1V 〉 is not an eigenstate of H let

us take the expectation value of the time evolution operator in |1V 〉, to study what fraction of

the original one quantum vortex state is retained during the time evolution of the system [85].

Hence,

〈1V (0)|1V (t)〉 = 〈1V |exp(− i
~
H t)|1V 〉 = 1− it

~
〈1V |H |1V 〉+ (

i

~
)2 t

2

2!
〈1V |H 2|1V 〉+ . . . (4.15)
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where |1V (0)〉 is the initial state and |1V (t)〉 is the final state (i.e. the after time evolution for

a duration of time t). On the right hand side of the above expression we retain terms up-to 2nd

order in time explicitly and then (4.15) becomes,

〈1V (0)|1V (t)〉 = (1− i

~
E0t+ (

i

~
)2 1

2!
E 2

0 t
2)− 1

~2
(J~2)2(1 +

3

8
λ2)t2 +O(t3). (4.16)

It is clear from (4.16) that the first three terms correspond to the series expansion of [exp(− i
~E0t)]

up-to 2nd order in time. The next one represents the deviation in the sense (of a damping) that in

absence of this term, the expectation value of the time evolution operator describes a stationary

state exhibiting phase oscillation with frequency ω0 = E0
~ and therefore the state |1V 〉 behaves

like an approximate eigenstate of the Hamiltonian H with energy E0 [85]. On the other hand

the inverse time scale Γd corresponding to the damping term arising from inter-multi-magnonic

correlations as explained above, is given by,

Γd = J~
√

(1 +
3

8
λ2), (4.17)

which essentially indicates the decay rate of the coherent phase oscillation. Hence up-to 2nd

order in time, the quantity of interest, viz. the ratio of the decay rate and the phase coherent

oscillation frequency comes out to be,

Γd
ω0

=
1

(N
2 − 3)

√
(

1

λ2
+

3

8
). (4.18)

In the above ratio the term under the squared root becomes approximately 1/λ for a very small

but fixed value of the anisotropy parameterλ. Hence above equation (4.18) becomes,

Γd
ω0
≈ 1

(N
2 − 3)λ

(4.19)

The time duration of the evolution is assumed to be much shorter than the natural time scale

tnat = 2~√
3(J~2)

(for S = 1/2) for the system so that a truncation at 2nd order in time can be

considered safe, where the quantityJ~2 has the dimension of energy [85]. At the first place,

such an approximation physically means that the multi-magnon composites fuses to form such a

vortex state of true quantum nature in a time scale which is much shorter than the natural time

scale of the system. Furthermore, the ratio of the evolution time and tnat is assumed to be much

smaller than that of the time scale of decay and tnat. It is clear from (4.19) that Γd becomes very

small compared to ω0 when the lattice size is very large and ensures the fulfillment of the above
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conditions. In this case the deviation representing phase incoherence remains ineffective and the

state |1V 〉 remains a stable state for the Hamiltonian H [85]. It is worthwhile to mention that

in the confined phase below TBKT (and above Tc) the form of the dynamical structure function

for an ideal vortex gas is a pure delta function δ(ω) [83]. However, just above Tc(= 0) taking into

consideration the dynamics of all the magnon modes and the multi-magnon composites which

are present in a fragile manner, the central peak of the dynamical structure function acquires a

finite width. This width expected to be of the order magnitude of the decay rate Γd [85].

For a fairly large system (4.19) can further be approximated to be, Γd
ω0
≈ 2

N λ which further

implies that for the vortex state described in this chapter to be sufficiently stable the system

size must exceeds certain threshold magnitude. Taking a typical value of λ ≈ 10−4 (since we are

considering extreme anisotropy limit, i.e., flattened meron configuration) we have from (4.19),

the above threshold system size can be estimated to be of the order of 141× 141. Considering a

typical value of 3Å for the lattice spacing, the length scale of the system turns out to be of the

order of 10−5 cm which falls into the mesoscopic length scale [85].

4.4.2 Finite density of charge 1 vortices

Let me now describe the calculations regarding the stability corresponding to the case of finite

density of vortices. Since the Hamiltonian contains only the nearest neighbour interactions, the

state H |1V 〉 will produce spin deviations only on the nearest neighbour sites of the vertices

of the vortex. Thus to construct a finite density of charge 1 vortices in an infinite lattice, we

employ the periodic boundary condition (PBC) for simplicity on a closed (torus) 4 × 4 cell,

which is of minimum allowed size. By periodically repeating these cells we can fill up the entire

N ×N square lattice with a maximum of n = N2

16 (where N is an integral multiple of 4) charge 1

vortices, without having interactions between them, as can be seen in Fig. 2. This is the other

limit as opposed to the extreme dilute case studied in Section 4.4.1. The periodicity is therefore,

given by the following equations involving spin operators (see Table 4.1 under Section 4.4.1),

〈Sαi,j〉 = 〈Sαi+4,j〉 = 〈Sαi−4,j〉 = 〈Sαi,j−4〉 = 〈Sαi,j+4〉, where α = x, y, z (4.20)

for all i and j on the lattice [85]. Under these conditions the magnon modes defined in each

cell with the PBC will be repeated in the adjacent cell in a periodic manner. Therefore, the

composite quantum state corresponding to ‘n’ number of such 1-vortices can be written as [85],

|n1V 〉 = · · · ⊗ |Ci−4,j〉 ⊗ |Ci,j−4〉 ⊗ |Ci,j〉 ⊗ |Ci+4,j〉 ⊗ |Ci,j+4〉 ⊗ · · · (4.21)
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where the quantum state corresponding to each cell is denoted as |Ci,j〉 which is of the same

form as given in eqn. (9) with only exception being the fact that now the number of lattice

points is 16 and only four lattice points correspond to the four vertices of the vortex (see Figure

2). Operating the Hamiltonian H on the state |n1V 〉 and making use of (4.13) and (4.21) we

get,

H |n1V 〉 = nẼ0|n1V 〉+ (|ψ1
resi〉 ⊗ |C2〉 ⊗ |C3〉 ⊗ . . .⊗ |Cn〉+ |C1〉 ⊗ |ψ2

resi〉 ⊗ |C3〉 ⊗ . . .

+ ⊗|Cn〉+ . . .+ |C1〉 ⊗ |C2〉 ⊗ |C3〉 ⊗ . . .⊗ |ψnresi〉), (4.22)

where Ẽ0 = −5λJ~2 and the residual state |ψiresi〉 is the deviation of the vortex state from being

an eigenstate of H within the (i, j)-th cell [85].

Figure 4.2: Finite number vortices of charge 1 in an N ×N square lattice.

The expression for Ẽ0 corresponding to each (i, j)-th cell stands for E0 (see equation (4.20))

with N = 4. Also we make use of (4.21) with N = 4 in deducing eqn. (4.1). Furthermore, the

notations |Cr〉 in place of |Cij〉 and |ψrresi〉 in place of |ψijresi〉 are used for convenience [85].

The expectation value of H in the state|n1V 〉 is given by,

〈n1V |H |n1V 〉 = nẼ0 (4.23)

making use of the fact that for each cell 〈Crψrresi〉 = 0. This residual state, defined within one

cell, is again a non-linear superposition of multi-magnon states as explained in Section 4.4.1.
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Proceeding along the same lines as in Section 4.4.1 we now have,

〈n1V |H 2|n1V 〉 ≈ n2Ẽ 2 + n(J~2)2(2 +
3

4
λ2) (4.24)

To check the quantum mechanical stability of the state |n1V 〉 under time evolution the same

procedure as adopted in Section 4.4.1 is followed here too. Then the overlap between the initial

state and the final state (i.e. the expectation value of the time evolution operator [exp(− i
~H t)]

in the state |n1V 〉 ) comes out to be,

〈n1V (0)|n1V (t)〉 = 〈n1V |exp(− i
~
H t)|n1V 〉 = (1− i

~
nẼ0t+ (

i

~
)2 1

2!
n2Ẽ 2

0 t
2)

− 1

~2
n(J~2)2(1 +

3

8
λ2)t2 +O(t3), (4.25)

where the exponential series has again been expanded up to 2nd order in time and the justification

for such an expansion remains the same as that of Section 4.4.1. The ratio of the decay rate

Γ
(n)
d corresponding to the deviation term (the superscript ‘n’ represents the fact that we are

considering finite density of charge 1 vortices) and the frequency ω
(n)
0 corresponding to the

phase oscillation is given by,

Γ
(n)
d

ω
(n)
0

=
4

5

√
1

N2λ2
(1 +

3

8
λ2) (4.26)

In order for the phase coherent mode to physically survive, it follows from the above equation

that the necessary condition is Γ
(n)
d < ω

(n)
0 , which in turn implies,

Nλ >
4

5
, for N > Nc (4.27)

Note that the term
√

(1 + 3
8λ

2) in (4.27) above is nearly equal to 1, since our starting model

itself is strongly XY anisotropic i.e., λ is very small.

The above condition (4.27) signifies that there must be a critical system size Nc = N2
c for a

given value of λ for the stability of the ‘n’ 1-vortex state. As before we take λ ≈ 10−4 and in

this case the threshold system size comes out to be of the order of 8000×8000. Taking a typical

value of 3Åfor the lattice spacing as before, the length scale of the system becomes of the order

of 10−4 cm, which again is in the mesoscopic regime. Experimental studies of spin dynamics

would be quite helpful in verifying our above prediction regarding threshold size [85].
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4.5 Higher charged vortices

We now proceed to construct vortices with higher charges in the flattened meron configuration

[116]. We start by constructing a 2-vortex using the elementary 1-vortex plaquettes. A 2-vortex

(2-anti-vortex) is defined on a bigger plaquette consisting of four elementary vortex (anti-vortex)

plaquettes, so that the spin directions (defined in Sec.3) rotates through an angle +4π(4π) for

a closed walk in an anti-clockwise (clockwise) direction around the boundary of the bigger

plaquette. This is illustrated in the Figure 4.2. In this construction we follow the procedure

introduced in Refs. [76–78], only difference being that, here we use Pauli spin basis instead of

coherent basis.

Figure 4.3: (a) quantum spin vortex of charge 2, (b) quantum spin anti-vortex of charge 2.

The 2-vortex constructed in this way, contains a central defect point [78, 79]. A consistent

spin state can’t be defined at this central point and the resultant expectation value for the spin

component is vanishing at the central point C. In this way, the construction of any q-vortex state

shall contain a defect point at the center whenever q is even. The ambiguity of the spin at the

central point is similar to ‘frustration’ observed in several magnetic systems [117]. In the case of

a 3-vortex state, a perfectly consistent spin label (horizontal or vertical), characterized by the

expectation values of the components of the spin operators, can be assigned uniquely at each

lattice site. In contrast to the vortices with even charge 2, we now have a bigger vortex plaquette

with oppositely charged elementary 1-vortex (sub-vortex) situated at the central region. The

3-vortex (anti-vortex) constructed in this way consists of one elementary 1-anti-vortex (vortex)

surrounded by eight elementary 1-vortex (anti-vortex) plaquettes. The spin direction (defined
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Figure 4.4: quantum spin vortex of charge 3.

in Sec. 3) rotates through an angle +6 for a closed walk in an anti-clock wise direction as shown

in Figure 4.4. Physical realization (spin-profile) of a 3-vortex is determined by the expectation

values of the components of the spin operator S on all the 16 lattice sites. To each lattice point

we assign a mixed quantum spin state of the form (aij | ↓〉 + bij | ↓〉), where the schemes for

the determination of the coefficients have been explained in Section 4.4.1. A 3-vortex state,

constructed in this way, takes the form:

|3V 〉 = | ↓〉 ⊗ | ↓〉 ⊗ · · · ⊗ (ai,jS
+
i,j | ↓〉i,j + bi,j | ↓〉i,j)

⊗ (ai+1,jS
+
i+1,j | ↓〉i+1,j + bi+1,j | ↓〉i+1j)⊗(ai+1,j+1S

+
i+1,j+1| ↓〉i+1,j+1 + bi+1,j+1| ↓〉i+1,j+1)

⊗ (ai,j+1S
+
i,j+1| ↓〉i,j+1 + bi,j+1| ↓〉i,j+1)⊗ (ai,j+2S

+
i,j+2| ↓〉i,j+2 + bi,j+2| ↓〉i,j+2)

⊗ · · · ⊗ (ai+2,jS
+
i+2,j | ↓〉i+2,j + bi+2,j | ↓〉i+2,j)⊗···⊗(ai+3,j+3S

+
i+3,j+3| ↓〉i+3,j+3

+ bi+3,j+3| ↓〉i+3,j+3)⊗ · · · ⊗ | ↓〉 ⊗ | ↓〉 (4.28)

Carrying out the analysis similar to that of Sections 4.4.1 and 4.4.2, we find that the state |3V 〉
can be written as a linear combination of magnon states starting from 16-magnon composite, 15-

magnon composite and so on, up-to 1 -magnon state and the ground state. It can be generalized

in a straight forward way via methods of induction to any vortex with odd-valued charge q

and such a vortex state can be written as a linear combination of (q + 1)2 - magnon composite

state, [(q+ 1)2−1] - magnon composite states and so on, up-to 1-magnon states and the ground
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state. We now explain this construction of vortices with odd higher charge by gluing required

number of elementary vortex or anti-vortex plaquettes [116]. We have to associate proper gluing

rule along the common bond of the vortices or anti-vortices residing side by side. Since there

is ambiguity of spin at the central point for vortices (anti-vortices) with even charges we start

our analysis by constructing a 3-vortex. We first identify the lattice points corresponding to a

3- vortex as given in Figure 4.4, where the only constraint in performing such a gluing process

is that, it should be consistent with the winding of the spin through an angle 3 × (2π) in the

anti-clockwise direction along the boundary. Our first step is to glue vortex V2 with the vortex

V1 by assigning a gluing law along the common bond 2-a, viz., |2〉 = (1
2 | ⇑〉V1 + 1

2 | ⇑〉V2) and

|a〉 = (1
2 | ⇒〉V1 + 1

2 | ⇒〉V2), where |2〉 and |a〉 are spin states at their respective sites marked in

Figure 4.3. Next the vortex V3 is glued to the previously glued object V1V2. In this case the

gluing rule is, |3〉 = (1
2 | ⇐〉V2 + 1

2 | ⇐〉V3) and |b〉 = (1
2 | ⇓〉V2 + 1

2 | ⇑〉V3), where |3〉 and |b〉 are

spin states at their respective sites as marked in the Figure 4.4. The next step is to glue the

vortex V4 with the glued object V1, V2, V3, where the gluing rule at the respective lattice sites is,

|5〉 = (1
2 | ⇒〉V2 + 1

2 | ⇒〉V3) and |b〉 = (1
2 | ⇓〉V2 + 1

2 | ⇑〉V3) + | ⇓〉V4 . In this manner one can keep

on gluing V5, V6, V7, V8, one after another, with the previous plaquette and finally V8 with V1 .

As a result we get an anti-vortex at the central plaquette [116].

Let us now calculate the vortex excitation energies. The expectation value of the XY-

anisotropic ferromagnetic Heisenberg Hamiltonian (given by (4.1)) in the 1-vortex state, defined

in (4.8) is given by, 〈1V |H |1V 〉 = E0 + 3λJ~2 . Hence the 1- vortex excitation energy is 3λJ~2.

The 3- vortex excitation energy can be calculated from the expectation value 〈3V |H |3V 〉, as

10λJ~2 by using (4.1) and (4.28). The excitation energy of the 1- anti-vortex state comes out to

be exactly the same as that of the 1-vortex, namely 3λJ~2. Similar is the case for 3- anti-vortex,

so to say the excitation energy is again 10λJ~2. This signifies the fact that only a vorticity

operator can identify the topological charge of the vortices [116].

In constructing a 3- vortex from the elementary vortex plaquettes, it has already been argued

that for consistent construction of a 3- vortex eight 1- vortex plaquettes and one 1- anti-vortex

plaquette are involved. The sum of the excitation energies of these nine elementary plaquettes

is 27λJ~2, while the 3-vortex excitation energy 10λJ~2 is much lower than that. This lowering

of the excitation energy can be associated with the physical effect of gluing. In the case of

even charged vortices the spin at central point on the lattice site being ambiguous, calculation
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of the excitation energies for any such vortices have not been performed here. The gluing

scheme for constructing vortices with higher charges (odd) thus lowers the energy [116]. It

should be emphasized that the fusing scheme referred above is not a physical process; rather

it is a geometrical construction. In reality, the vortices and anti-vortices of charge ‘q’ and ‘-q’

respectively interact via logarithmic interaction which we have not taken into account in the

gluing process [12, 13]. It is worthwhile to mention that, this process of fusion between two

neighbouring elementary vortex plaquettes is consistent with the principle of superposition of

quantum states. Again a quantum mechanical stability analysis similar to the one undertaken for

charge 1 vortices/anti-vortices (see sections 4.4.1 & 4.4.2) can be carried out for higher charged

vortices/anti-vortices as well. The results are expected to be qualitatively similar [116].

4.6 Summary and Discussion

In this chapter, I have described in detail the possible microscopic composition of topologi-

cal excitations of vortex and anti-vortex type for a 2d ferromagnet. Our in depth analysis

firmly establishes that the interaction between collective excitations originating from a strongly

anisotropic quantum Heisenberg ferromagnet on two dimensional lattices, can lead to the forma-

tion of topological excitations of vortex or anti-vortex type (in a flattened meron configuration)

which are localized objects. These collective excitations could be single magnon as well as

multi-magnon composites. We find that in the situation of an infinitely dilute limit of vortex

density, the corresponding 1-vortex state is quantum mechanically stable when the system size

exceeds a threshold value, keeping the magnon modes well defined. Similar conclusion holds

also for the case with finite density of vortices. The only difference in contrast to the dilute

limit case is that, for finite density the threshold size is much larger. The above features are

expected to be remained intact even quantitatively for anti-vortices as well. The method of

construction of the quantum state representing a charge-1 vortex/anti-vortex has subsequently

been extended to the higher charged vortices/ anti-vortices. We find that the quantum state

representing any vortex/anti-vortex can be regarded as generated from the interactions between

the various magnon modes and magnon-composites.

Let me now discuss the plausibility of the above mentioned picture in real a layered ferro-

magnetic system possessing easy-plane anisotropy (XY-anisotropy). For a layered system the

inter-layer coupling i.e., the exchange interaction between the spins of two nearby layers make
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Tc non-vanishing. With a very small inter-layer coupling, however, Tc still remains quite low

above which the magnon like collective excitations become fragile. Assuming the above men-

tioned system to be in a temperature regime where it effectively becomes a two-dimensional

(2d) one, the collective magnon modes considered here become fragile at any finite tempera-

ture. This is because in analogy with three-dimensional ferromagnets, the Curie temperature

Tc corresponding to an XY-anisotropic ferromagnetic model identically vanishes on pure 2d lat-

tices [5, 57, 58, 87, 98, 99]. On the other hand in the case of XY-anisotropic Heisenberg models

on 2d spatial lattices, BKT transition temperature TBKT is finite. Besides, in the paramagnetic

phase above TBKT , the vortices (and anti-vortices) move freely and contribute to the dynamical

structure function. This provides one of the important mechanisms behind the occurrence of

central peak in the dynamical structure function as discussed earlier [12,13,37–41]. According to

our picture, the static vortices (anti-vortices) below TBKT are themselves formed from the com-

posite magnon modes which are expected to exist in this temperature regime in reality though,

these modes may be in a highly fragile state [85]. Therefore, all the damped propagating com-

posite multi-magnon and the single magnon modes superpose in a complicated manner to form

the vortices as shown in this chapter and as a consequence the dynamics of mobile vortices gets

very complicated in the regime T > TBKT . Our investigation reveals that such a non-trivial

combination of all the damped propagating modes gives rise to fairly stable localized vortex

like topological excitation provided the system size exceeds a certain threshold magnitude. The

temporal behavior of the dynamical spin-spin correlation is further expected to be governed by

the various nonlinear processes entering through the higher order correlation functions, bearing

the effects of the fragile multi-magnon composites as well [85].

The presence of damped propagating modes in the paramagnetic phase of 3d Heisenberg

model is now a well-established fact [5, 57, 58, 87, 98, 99]. Temporal dependence of the spin-spin

correlation function in this paramagnetic phase is governed by various higher order correlation

functions with non-trivial temperature and q (wave vector) dependence, and is diffusive in

nature with an oscillatory component present sometimes. Such a diffusive nature is manifested

through the occurrence of the central peak in DSF (in the constant q scan) [5,57,58,87,98,99].

However, this central peak is fundamentally different from the “central peak” that I had talked

about in relation to the mobile BKT vortices. The central peak originating from the diffusive

modes corresponding to 2d XY-anisotropic Heisenberg model can indeed provide a substantial
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contribution to the “central peak” (in BKT scenario) both below and above TBKT owing to the

fact that apart from forming vortices, some modes are expected to stay intact with their original

damped nature.

It is worthwhile to point out that although the results of our investigations presented in this

chapter pertain to strongly- XY anisotropic case, the material systems of interest to experimen-

talists mostly belong to weakly- XY anisotropic category. In these experimental systems the

topological excitations are of truly meronic/ anti-meronic type rather than “flattened meron/

anti-meron” configurations which have been considered in this chapter.



Chapter 5

Summary and Outlook

In chapters 2 and 3, I have described our semi-phenomenological investigations of the spin

dynamics corresponding to layered quantum spin systems of both ferromagnetic (FM) and anit-

ferromagnetic (AFM) type in the presence of topological excitations of vortex/meron type oc-

curring in the BKT scenario . Only the spin 1
2 models corresponding to both FM and AFM

type have been considered within the context of semi-classical vortex/meron gas phenomenology.

Although the application of such BKT inspired semi-classical treatment can reproduce the cen-

tral peaks, both the models show occurrence of negative values of DSFs (and hence integrated

intensities) when convoluted with a realistic spectral window function, even if a detailed balance

correction is incorporated via the “Windsor factor” (see Appendix A). This is quite unphysical

because the DSF must always be positive definite. ( It is worthwhile to point out that Windsor’s

prescription for the detailed balance correction works quite well in the case of 3d spin systems,

which is unlike the present case corresponding to 2d systems [58].) However, the theoretical

model of semi-classical treatment of ideal gas of unbound merons tends to agree better (in terms

of overall shape of DSFs) with the corresponding experimental results, when the classical limit

is approached either by increasing the value of spin or by increasing the temperature even for

2d systems. I have further explained in chapters 2 and 3, that the occurrences of such negative

values of DSFs have its root in the assumptions that the spins are classical objects (even if

the systems under consideration are spin 1/2) and topological vortices/merons are point like

objects obeying Maxwell’s speed distribution law. Therefore, a complete quantum mechanical

formalism and treatment are indeed very crucial for the understanding the quantum effects on

the BKT scenario and the corresponding spin dynamics of the quasi-2d/2d systems.
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The possibility of BKT transition in quantum XXZ model has been a long standing unsolved

problem in statistical physics. Since the quantum XXZ model falls under the XY universality

class it is expected to undergo a BKT transition as well. In this regard the quantum XY

model has been investigated by using Quantum Monte Carlo (QMC) method on finite lattice

[75, 118]. It has been found that the critical exponents are independent of the value of the

spin S. Furthermore, the critical behaviours have been found to be exactly same as those

of classical XY model. This is quite unusual owing to the fact that in quantum XY model

the z-component of spin, Sz remains present as required by the SU(2) commutation relation,

[Sαi , S
β
j ] = δijε

αβγSγj . Therefore, this extra dimension in the spin space, which is naturally

occurring in the quantum case should modify the critical behaviour. Detailed investigations on

the quantum XXZ model on 2d lattices are expected to shed some light on this. However, this

model has been investigated within the “pure quantum self consistent harmonic approximation

(PQSCHA)” which is in principle a semi-classical approach and the thermodynamic quantities

are found to obey nothing but a renormalized classical BKT behaviour [119].

A systematic analysis of quantum XXZ model on 2d lattices has been performed in recent

years. The formalism is based on the application of path integral technique in the spin-coherent

state basis to obtain an effective action corresponding to the above mentioned model [76–79].

This formalism is purely a quantum mechanical one and have figured out the existence of a

topological term in the effective action. Such a topological term has indeed provided a strong

possibility for the existence of topological excitations in the model. This formalism can in

principle be used to address the issue of the quantum -BKT picture. To do so, the calculation of

the static spin-spin correlation function using this formalism needs to be performed along with

the estimations, within this formalism itself, of other thermodynamic quantities such as specific

heat, helicity modulus, etc. In particular, effects of the existence of a topological term in the

quantum effective action on the thermodynamic quantities are expected to be quite interesting.

Such a calculational approach is expected to bring out the quantum effects on TBKT as well

as on the temperature dependence of the correlation length ξ(T ). Then the above mentioned

procedure can be suitably extended to calculate the DSF. The beauty of the coherent-state path

integral technique is that it is naturally within the imaginary time formalism and therefore,

can be used quite easily to determine finite temperature properties of the above mentioned

model. However, to calculate the DSF one need to incorporate the real temporal dynamics in
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the formalism. At this juncture, inputs from the QMC methods look promising. In QMC, the

accessible counterpart of the DSF is the imaginary time spin-spin correlation. Recently, the

DSFs have been calculated by using a method which is very aptly expressed by the following

equation,

S̃αα(q, τ) =

∫ ∞

0
κ(τ, ω)Sαα(q, ω), (5.1)

where S̃αα(q, τ) is the imaginary time spin-spin correlation, κ(τ, ω) is a suitable Kernel [92]. The

imaginary time τ has in general the dimension of inverse of temperature β = 1
kBT

, where T is the

real thermodynamic temperature corresponding to the system under consideration. Therefore,

use of such a Kernel κ(τ, ω) can in principle provide a possible way for the calculation DSFs at

finite temperatures.

In chapter 4, I have further described in detail the possible microscopic composition of topo-

logical vortices/anti-vortices occurring in the BKT scenario corresponding to a ferromagnetic

XXZ model exhibiting a strong XY-like anisotropy on 2d square lattice. Collective excitations

originating from the strongly XY-anisotropic Heisenberg ferromagnet can very well generate

topological excitations. However, such topological excitations are metastable in nature owing

to the fact that the quantum state representing a vortex is not an exact eigen-state of the fer-

romagnetic XXZ Hamiltonian (4.1) and therefore due the time evolution under the operation

of this Hamiltonian, the quantum vortex state decomposes into the constituent magnons and

multi-magnon composite states. This happens unless the system size exceeds a threshold value

which depends on the degree of the anisotropy. The above mentioned picture is quite plausi-

ble in view of the fact that in a very small temperature regime above the ferromagnetic Curie

temperature Tc (=0 in 2d), magnons and multi-magnon composite state can coexist with single

magnons being fragile and damped.

Apart from the investigations on the quantum BKT scenario and quantum mechanical cal-

culations of the DSFs, the work presented in this thesis can provide motivations for further

research towards the following direction:,

• In this thesis, I have described in considerable details the semi-classical BKT inspired

phenomenology and the limitations of its applicability in the low spin layered magnetic

systems. However, this phenomenological theory can well be applied to high spin magnetic
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systems. In this regard it is worthwhile to mention that the spin dynamics in a Mn2+

based spin 5
2 Honeycomb lattice anti-ferromagnetic material MnPS3 has been investigated

via INS experiment [120]. The critical properties of this material have been reported to

be well described by 2D XXZ Hamiltonian (anisotropy parameter being equal to 0.998)

only in the low q∗(= [(πa ,
π
a )−q]) regime. Looking at the Honeycomb lattice structure the

semi-classical phenomenological theory (which, at present, is applicable only for square

lattice) has to be extended to incorporate lattice structures other than square one.

• Since the real magnetic materials exhibit finite inter-layer coupling, the above phenomenol-

ogy should also be extended to incorporate the effects of the same. Such a phenomenology

is expected to bring out the effects of inter-layer coupling on different thermodynamic

quantities. So far, the phenomenological approach was taking into account only 2d square

lattice structure. It has been already mentioned in chapter 1 that the anomalous jump in

specific heat (cv) near TBKT is a very unique signature of BKT transition. To the best of

my knowledge such an anomaly in cv has not been found so far in experiments performed

(in absence of external magnetic field) on layered magnetic systems. A possible reason for

this is that the presence of interlayer coupling, however small, in real materials screens such

a typical behaviour of cv, as has been mentioned in chapter 1. It is worthwhile to mention

that, only very recently such a specific heat anomaly has been reported in a chemically

constructed magnetic multilayer C36H48Cu2F6N8O12S2 (also called TK91) [123]. How-

ever, this is under the application of external magnetic field and therefore corresponds

to a field-induced BKT scenario, unlike the case of a spontaneous (in absence of external

magnetic field) BKT scenario considered in this thesis.

• Our findings regarding the possible microscopic composition of a topological quantum vor-

tex in terms of conventional magnon and multi-magnon composite states can be extended

to investigate the effects of magnon-magnon interaction and magnon-vortex interaction on

the DSFs especially on the properties (such as width) of the “central peak”.
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Appendix A

Windsor factor

In Sections 2.2 and 3.2, analytical expressions for the dynamical structure function (DSF) have

been obtained by assuming the vortices/merons to constitute a classical ideal gas above TBKT .

Convoluted DSFs are also calculated in the same classical assumption. Convoluted DSFs ob-

tained in this manner are symmetric in energy transfer, ~ω which are in conflict with the exper-

iments. Therefore, a DSF appropriate for comparison with experiment must include a detailed

balance factor ensuring that neutron energy-loss scattering (~ω > 0) is correctly weighted with

respect to neutron energy-gain scattering (~ω < 0). One thus needs a prescription by which the

quantum corrected semi-classical DSFs can be recovered from the DSFs obtained under the clas-

sical assumptions. In the following, I am going to describe such a prescription first proposed by

Windsor [87]. The central idea of the prescription is to identify the real space classical spin-spin

correlation function with the real part of the semi-classical one. Thus,

Scl(q, ω) =
V

(2π)4

∫
d3r

∫
dtei(q·r−ωt)

1

2
(〈S(0, 0) · S(r, t)〉+ complex conjugate), (A.1)

where V is the volume of the system under consideration. Since the experimentally measured

S(q, ω) must always be real, the above equation may be rewritten as,

Scl(q, ω) =
1

2
(S(q, ω) + S(−q,−ω)), (A.2)

and for a centro-symmetric system,

Scl(q, ω) =
1

2
(S(q, ω) + S(q,−ω)). (A.3)

Once the detailed balance condition corresponding to equation 1.10 is incorporated in the above

equation it gives,

S(q, ω) =
2Scl(q, ω)

1 + exp(−~ω/kBT )
, (A.4)
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where the factor 2
1+exp(−~ω/kBT ) is called the Windsor factor. This produces semi-classical

(detailed balance corrected) DSF from the classical one.



Appendix B

Magnons and Magnon-Magnon

interaction

Quanta of the spin waves are called magnons. Spin waves are collective low energy excitations

in the long range ordered phase of magnetic materials which can be adequately modelled by

Heisenberg exchange Hamiltonian. According to Mermin-Wagner theorem it is only the 3d

isotropic Heisenberg model and Ising anisotropic model posses stable magnons at any finite

temperatures [111, 114, 115, 121]. In this thesis, we are considering only the two-dimensional

systems in a very small temperature regime above zero temperature and the entire soup of

magnon-like fragile modes and the composite magnon modes are expected to be found [57, 58,

100]. In this appendix magnon states and the interactions between the magnon modes will be

reviewed briefly to develop notations for our convenience.

B.1 One Magnon States

Spin waves are the low energy excitations in the long range ordered phase of magnetic systems

[111, 114, 115, 121]. When a spin-deviation is introduced on a particular site of the lattice

it does not remain localized on that site. It rather propagates through the lattice due to the

exchange interaction between the nearest neighbor spins and thereby constitutes the “spin wave”

[111,114,115,121]. The basic unit of the quantized spin waves is the magnons. The normalized

quantum state of one spin-deviation is defined as,

|ij〉 =
1√
2S~

S+
ij |0〉. (B.1)
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There are N (= N2) such orthogonal and normalized states containing one spin deviation each

corresponding to all choices of the lattice points. For spin 1/2 systems, assuming the transna-

tional invariance and the periodic boundary condition the one magnon state is defined as,

|k〉 =
∑

i,j

eik·Rij

√
N

S+
ij |0〉 =

∑

i,j

(f i,jk )∗S+
ij |0〉 (B.2)

where k is the Bloch wave vector restricted in the first Brillouin zone, describing the propagation

of the magnon, Rij is the position vector of ijth lattice site on the square lattice and f ijk =

e−ik·Rij√
N

. The one magnon states defined above are normalized to unity, i.e., 〈k|k′〉 = δkk′ and

|k〉 forms a complete set of orthonormal states [112, 113, 121]. The |k〉 States are the exact

eigen-states of the Hamiltonian H corresponding to (4.1) with the eigenvalue E0 + ~ω(k)

The one magnon excitation energy~ω(k) , above the ground state,is given by,

~ω(k) = 2~2Jz(λ− γk), (B.3)

where ‘z’ is the number of nearest neighbours, γk = 1
z

∑
δ e

ik·δ and δ is a vector connecting a

typical site to its nearest neighbours. For square lattice considered in this thesis z = 2. The

one spin deviation states can be obtained from (B.2) by the inverse transformation. In the long

range ordered phase below the transition temperature (TC or TN ), as the number of magnon

increases with the increasing temperature they are more prone to interact with each other and

therefore, the composite magnon modes are very natural to occur [20, 21, 85, 111, 114, 115, 121].

This happens when the spatial lattice is three-dimensional [85]. In the following, we shall restate

the well-known definitions of composite magnon states [112,113,121].

B.2 Two magnon states

The two-magnon states can be defined, in a similar manner as the one magnon state (see (B.2))

as follows,

|k,k′〉 =
∑

i,j;p,q

ei(k·Rij+k
′ ·Rpq)

(
√

N )2
S+
ijS

+
pq|0〉 =

∑

i,j;p,q

(f i,jk )∗(fp,q
k′

)∗S+
ijS

+
pq|0〉 (B.4)

The 2-spin-deviation states |ij, pq〉 are related to |k,k′〉 in the following way,

S+
ijS

+
pq|0〉 =

∑

k,k′
f i,jk fp,q

k′
|k,k′〉. (B.5)
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These two-magnon states are approximately orthonormal with an error of no more thanO( 1
N )

which can be seen from the form of the scalar product, viz.,〈k,k′ |λ, λ′〉 = ~4δλ+λ′ ,k+k′ (δλ,k +

δλ′,k′ − 2
N ). The very choice of the form of the two-magnon state (B.4) leads to what are called

Dyson’s “kinematical” and “dynamical” interactions [112,113].

B.3 Higher magnon states

Using the analogous scheme the 3-magnon composite states are defined as,

|k1,k2,k3〉 =
∑

i,j;p,q;r,s

(f i,jk1
)(fp,qk2

)(f r,sk3
)S+

ijS
+
pqS

+
rs|0〉 (B.6)

The 3-spin-deviations state, S+
ijS

+
pqS

+
rs|0〉 is defined as the inverse transformation of the 3-magnon

which is similar to the definition of the two spin-deviations in (B.5) [85,122]. The quantum state

of 4-magnon composites can be defined analogously as,

|k1,k2,k3,k4〉 =
∑

i,j;p,q;r,s;l,m

(f i,jk1
)(fp,qk2

)(f r,sk3
)(f l,mk4

)S+
ijS

+
pqS

+
rsS

+
lm|0〉 (B.7)

and 4-spin-deviations state S+
ijS

+
pqS

+
rsS

+
lm|0〉 is defined as the inverse transformation of the 4-

magnon composite states [85]. The simultaneous spin deviations on the direct lattice are gov-

erned by the nearest neighbor interaction between the spins.

The set of two-magnon states defined in (B.4) has the scalar product 〈k,k′ |λ, λ′〉 = ~4δλ+λ′ ,k+k′

(δλ,k + δλ′ ,k′ − 2
N ) and therefore two distinct state vectors are not orthogonal in general.

These two-magnon states are approximately orthonormal with an error of no more than O( 1
N )

[20,112,113]. The effect of the Hamiltonian H operating on |kk
′〉 is given by,

H |k,k′〉 = [E0 + ~ω(k) + ~ω(k
′
)]|k,k′〉+ 2λJ~2

∑

i,j;δ

f ij
k+k′

(1− λeik
′ ·δ)|ij, ij + δ〉

= [E0 + ~ω(k) + ~ω(k
′
)]|k,k′〉+

2J~2

N

∑

k̃,k̃′ ;δ

δ
k+k′ ,k̃+k̃′

e−ik̃
′ ·δ(1− λeik

′ ·δ)|k̃, k̃′〉,

(B.8)

where f ijk = e−ik·Rij

N as in (B.2) [85]. The above equation can be rewritten in a convenient form,

H |k,k′〉 = [E0 + ~ω(k) + ~ω(k
′
)]|kk

′〉+
1

N
[
∑

k̃,k̃′

g2M (k,k
′
; k̃, k̃′)|k̃, k̃′〉], (B.9)
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where g2M = 2J~2
∑

δ δk+k′ ,k̃+k̃′
e−ik̃

′ ·δ(1− λeik
′ ·δ) and δ is a vector connecting a typical lattice

site to its nearest neighbours [85].The last term in the equation (B.9) represents the deviation

of the 2-magnon state |k,k′〉 from being an eigenstate of the Hamiltonian H . The 2-magnon

energy E2M (k,k
′
) is defined as E2M (k,k

′
) = 〈k,k′ |H |k̃,k̃′ 〉

〈k,k′ |k,k′ 〉 and is given by,

E2M (k,k
′
) = E0 + ~ω(k) + ~ω(k

′
) +

1

N
δE2M (k,k

′
), (B.10)

within an error of O( 1
N ) [20,85,112,113].Here the quantity δE2M (k,k

′
) is given by,

δE2M (k,k
′
) = 2J~2

∑

k̃,k̃′ ;δ

δk+k′ ,k+k′e
−ik̃′ ·δ(1− λeik

′ ·δ)
〈k,k′ |k̃, k̃′〉
〈kk′ |kk′〉 (B.11)

The very choice of the form of the two-magnon state (B.4) leads to what are called Dyson’s

”kinematical” and ”dynamical” interactions [20, 112, 113]. The term δE2M (k,k
′
) is in general

a complex quantity whose real part represents the interaction energy between two 1-magnons.

The imaginary part is related to the inverse scattering lifetime of a given 1-magnon |k〉 in

the presence of a finite, but low, density of other excitations [20, 112, 113]. Calculation of the

complex binary interaction term δE2M (k,k
′
) is not necessary for our present purpose [85]. A

straightforward generalization of (B.9) for the 3-magnon states is given by,

H |k1,k2,k3〉 = [E0 + ~ω(k1) + ~ω(k2) + ~ω(k3)]|k1,k2,k3〉

+
1

N
[
∑

k̃1,k̃2,k̃3

g3M (k1,k2,k3; k̃1, k̃2, k̃3)|k̃1, k̃2, k̃3〉] (B.12)

Energy corresponding to the 3-magnon states is given by,

E3M (k1,k2,k3) = E0 + ~ω(k1) + ~ω(k2) + ~ω(k3) +
1

N
δE3M (k1,k2,k3), (B.13)

within an error ofO( 1
N ). The term δE3M (k1,k2,k3) is in general complex and represents three-

magnon interactions corresponding to three simultaneous spin deviations on the direct lattice

[85]. The effect of the HamiltonianH operating on the 4-magnon states (given by (B.7)) is,

H |k1,k2,k3,k4〉 = [E0 + ~ω(k1) + ~ω(k2) + ~ω(k3) + ~ω(k4)]|k1,k2,k3,k4〉

+
1

N
[

∑

k̃1,k̃2,k̃3,k̃4

g4M (k1,k2,k3,k4; k̃1, k̃2, k̃3, k̃4)|k̃1, k̃2, k̃3, k̃4〉](B.14)

Similarly, the energy corresponding to the 4-magnon states are given, within an error of O( 1
N )

as,

E4M (k1,k2,k3,k4) = E0 +~ω(k1)+~ω(k2)+~ω(k3)+~ω(k4)+
1

N
δE4M (k1,k2,k3,k4) (B.15)
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Here the quantity δE4M (k1,k2,k3,k4) represents 4-magnon interactions corresponding to four

simultaneous spin deviations on the direct lattice. [85]



Appendix C

The Tukey and the modified Tukey

function

The most general form for the Tukey function is given by,

R(t) =





1

2
[1 + cos(

π

1− α
2t

tm
+

π

1− α − π)], for
−tm

2
≤ t < −tm

2
α

1, for
−tm

2
α ≤ t ≤ tm

2
α

1

2
[1 + cos(

π

1− α
2t

tm
− π

1− α + π)], for
tm
2
α < t ≤ tm

2

0, otherwise,

(C.1)

where α is called the tapering parameter [52,53].

The Tukey function we have used in this thesis is corresponding to α = 0. In this case the

above general expression takes the form,

R(t) =





1

2
[1 + cos(

2πt

tm
)], for |t| ≤ tm

2

0, otherwise,

(C.2)

which is corresponding to zero tapering. The Fourier transform of the above Tukey function

(corresponding to zero tapering) is given by,

R̃(ω) =
1

4π
sin(

ωtm
2

)(
2

ω
− 1

ω + 2π
tm

− 1

ω − 2π
tm

). (C.3)

The full width at half maximum (FWHM) for the above function is given by ∆
(T )
FWHM = 4π

tm
,

expressed in the units of energy, where the superscript T signifies the Tukey function [58]. To
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find the value of tm the above expression for ∆
(T )
FWHM is equated to the value of the resolution

width which is generally specified in the experiment.

The modified Tukey (MT) function we have used in our analysis is corresponding to 50%

tapering, i.e. α = 0.5, and is given by,

R(t) =





1

2
[1− cos(4πt

tm
)], for

−tm
2
≤ t ≤ −tm

4

1, for
−tm

4
≤ t ≤ tm

4
1

2
[1− cos(4πt

tm
)], for

tm
4
≤ t ≤ tm

2

0, otherwise.

(C.4)

Fourier transform of the above modified Tukey function is given by,

R̃(ω) =
1

4π
[sin(

ωtm
2

) + sin(
ωtm

4
)](

2

ω
− 1

ω + 4π
tm

− 1

ω − 4π
tm

). (C.5)

The full width at half maximum corresponding to the above function R(ω) can be found out

to be ∆
(MT )
FWHM ≈ 3.2π

tm
, expressed in the units of energy. In this case, to find the value of tm we

have to equate ∆
(MT )
FWHM to the value of the resolution width specified in the experiment.



Appendix D

Dependence Of The Physical Range

On The Magnitude Of The Value Of

Spin

For classical spin wave at very low temperature corresponding to a classical Heisenberg ferro-

magnet, the dynamical structure function has the following form:-

S(q, ω) = δ(ω2 − ω2
q )

=
1

2ωq
[δ(ω − ωq) + δ(ω + ωq)], (D.1)

where, ωq = ~−1J
√
S(S + 1) z(1− γq) for a cubic lattice [83]. Here ‘z’ is the number of nearest

neighbours and γq = 1
z

∑
r cos(q · r).

Convoluted dynamical structure function, Sconv(q, ω) has been defined in (2.17), where R̃(ω−
ω′) is the Fourier transform of a suitably chosen spectral function. So far Tukey function has

been used and the same is used in this case also. The Fourier transform of Tukey function

is given by (C.3). Using (2.17), (2.27) and (D.1) we find the convoluted dynamical structure

function corresponding to spin wave, SSWconv(q, ω) to be,

SSWconv(q, ω) =
1

2ωq
[R(ω − ωq) +R(ω + ωq)]. (D.2)

Analysing (D.2) we find that there exists a range

|ω| ≤ (ωq +
4π

tm
) (D.3)
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within which SSWconv(q, ω) remains positive and outside, it becomes negative. This remains true

even if we choose any other resolution function [83]. This is basically due to the fact that when

Fourier transform is performed on spectral functions (defined in time domain), the resulting

functions in (q, ω) space mostly turn out to be oscillatory [53].

One way to avoid these negative values of Sconv(q, ω) would be to assume Sconv(q, ω) = 0

outside |ω| ≤ (ωq+
4π
tm

) [83,89]. This prescription however, can’t be taken into consideration when

comparing theoretical predictions with experimental results, if the energy range of experimental

interest contains the above mentioned range of ω. Another way to avoid the negative values of

Sconv(q, ω) is to decrease the value of tm [see (D.3)], where tm is related to the experimental

resolution width (∆ω) by the relation,

tm '
~

2∆ω
, (D.4)

∆ω being in energy units. Decrease in tm means increase in the value of ∆ω which signifies

a poor experimental resolution width. However, in comparing the theoretical predictions with

the experimental results, tm is determined by the relation (D.4), where the value of ∆ω remains

fixed because it is generally mentioned in the experiment [83].

Another interesting feature of (D.3) is the fact that the region of ω where Sconv(q, ω) remains

positive, depends on the spin value S via the relation,

|ω| ≤ (~−1J
√
S(S + 1) z[1− γq] +

4π

tm
). (D.5)

This shows that when tm is fixed from the experimental resolution width, S remains as the free

parameter to determine the range of ω as mentioned in (D.3). Increase in S will increase the

range of ω where Sconv(q, ω) remains positive [83]. Hence for a system with high spin value ‘S’,

the range of positive Sconv(q, ω) may actually be at par with the energy range of experimental

interest, unlike the case of spin 1
2 .

It can be shown from (D.2) that the range of ω, given by (D.3), will not change even if a

detailed balance factor (in this case Windsor factor) is introduced to incorporate the quantum

effects.
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Abstract. A theoretical study has been carried out to analyse the available results from the inelastic neu-
tron scattering experiment performed on a quasi-two dimensional spin- 1

2
ferromagnetic material K2CuF4.

Our formalism is based on a conventional semi-classical like treatment involving a model of an ideal gas of
vortices/anti-vortices corresponding to an anisotropic XY Heisenberg ferromagnet on a square lattice. The
results for dynamical structure functions for our model corresponding to spin- 1

2
, show occurence of negative

values in a large range of energy transfer even encompassing the experimental range, when convoluted with
a realistic spectral window function. This result indicates failure of the conventional theoretical framework
to be applicable to the experimental situation corresponding to low spin systems. A full quantum formalism
seems essential for treating such systems.

1 Introduction

Low dimensional and in particular two dimensional mag-
netism has attracted a great deal of interest in the
past three decades [1–12]. In particular, in one dimen-
sion the existence of both solitonic and spin wave exci-
tations were thoroughly studied through inelastic neutron
scattering experiments as well as theoretical analysis for
CsNiF3 [13–15]. Similar studies were carried out search-
ing for topological excitations in various quasi-one dimen-
sional systems which are almost ideal realization of nearest
neighbour Heisenberg antiferromagnetic chain [16–18].

In many of the above systems the experiments showed
a central peak (peak corresponding to ω = 0) in the
dynamical structure function when plotted in constant
“q” scan. This motivated the experimentalists further
to investigate two dimensional and quasi-two dimen-
sional magnetic materials. With the availability of im-
proved quasi two-dimensional ferromagnetic and anti-
ferromagnetic materials investigations along this line has
become todays one of the primary interests both theo-
retically and experimentally. These include layered sys-
tems such as K2CuF4, Rb2CrCl4, magnetically interca-
lated graphites such as CoCl2, layered ruthenates, layered
manganites and high Tc cuprates [1–15,19–26]. Moreover
large amount of information on the spin dynamics, ex-
tracted from inelastic neutron scattering are available. Ad-
vances in numerical and computational techniques have
also contributed to the understanding of both spin wave
and topological excitations [27–35].

a e-mail: sbhjt72@gmail.com

On two dimensional magnetic systems the concept
of topological order was introduced by Kosterlitz and
Thouless [36] and independently by Berezinskii [37,38].
Their ideas backed by analytical and numerical calcula-
tions led to the proposal for the existence of topological
vortices and anti-vortices in a typical ferromagnetic XY
model on a two dimensional lattice. According to these
ideas vortices and anti-vortices are frozen as bound pairs
below certain transition temperature called TKT or TBKT

and, above this temperature, they become mobile and
nearly free [36–38].

In this work we initiate a theoretical investiga-
tion regarding the applicability of a semi-classical like
treatment of the dynamics of topological excitations
to the inelastic neutron scattering results for real
systems [19,20,27–30,39]. In recent years inelastic neutron
scattering experiments are being done mostly on layered
ruthenates like Ca2−xSrxRuO4, layered anti-ferromagnet
like CuGeO3, layered manganites and some layered
cuprates [1–12,24,25,40]. The layered anti-ferromagnet,
CuGeO3 being spin-Peierls compound, is proposed to ex-
hibit a Berezinskii-Kosterlitz-Thouless transition in the
vicinity of spin-Peierls transition temperature. The two
dimensional spin half XY model was investigated and the
validity of Berezinskii-Kosterlitz-Thouless transition was
confirmed [41]. The existence of Berezinskii-Kosterlitz-
Thouless transition was proposed long ago in K2CuF4

(S = 1
2 layered ferromagnet) [19,20]. According to

our knowledge, layered ferromagnets with spin- 1
2 are the

least studied systems, from both theoretical and experi-
mental points of view, till date.

An extensive experimental study of spin-dynamics in
a layered ferromagnet has been carried out by Hirakawa
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et al. [19,20] using a neutron scattering probe on K2CuF4.
Their results exhibit a central peak (at ω = 0) in the plot
of “neutron count vs. frequency” at a fixed value of the
wave-vector q. Subsequent developments of approximate
analytical theories and Monte Carlo molecular dynamics
(MCMD) analysis have suggested that the existence of
central peaks is partly due to scattering of neutrons from
moving vortices and anti-vortices [29–31].

Here we aim to examine how far the picture of
ideal gas of vortices and anti-vortices could be ex-
tended to the quantum spin models. For this purpose, we
choose K2CuF4 as the reference system. This is a spin-1

2
quasi-two-dimensional ferromagnetic material, on which
extensive neutron scattering studies have been done.

The plan of the paper is as follows. In Section 2, we
briefly describe the classical theory of mobile vortices and
anti-vortices. In the same section we explain our math-
ematical formulations in detail. In Section 3 we discuss
our calculations and results. In Section 4 we present the
conclusions and the future plan.

2 Mathematical formulation

The dynamics of mobile vortices in a ferromagnetic system
have already been treated both analytically and numeri-
cally by Huber [27,28] and Mertens et al. [29,30]. In this
work we apply their classical formalism to study the phase
transition in K2CuF4. We calculate the spin-spin correla-
tions taking the experimental situations into account. For
our purpose we present a brief description of the analyti-
cal treatment developed in references [29,30]. The starting
Hamiltonian is

H = −J
∑

〈ij〉
(Sx

i Sx
j + Sy

i Sy
j + λSz

i Sz
j ), (1)

where i, j label the nearest neighbour sites on a two di-
mensional square lattice, J is the coupling constant and
the classical spin vector is Si ≡ (Sx

i , Sy
i , Sz

i ). This is an
anisotropic Heisenberg Hamiltonian which, for J > 0,
represents a ferromagnetic system. The quantity λ is the
anisotropy parameter whose XY and isotropic Heisenberg
limit correspond to λ = 0 and 1, respectively. The general
time dependent spin configuration in spherical polar co-
ordinate system is given by

Sx = S cosφ(r, t) sin θ(r, t),

Sy = S sin φ(r, t) sin θ(r, t),

Sz = S cos θ(r, t), (2)

with r = (x, y). Following the formulation of Hikami and
Tsuneto, the solutions are given by [39], φ = ± arctan( y

x )
and

θ =
π

2
(1 ± e−r/rv) for r � rv,

= 0 or π for r → 0, (3)

for single vortex centred at r = (0, 0), where (3) describes
the asymptotic behaviour of θ. Here vortex core radius is

given by rv = a√
2(1−λ)

[31]. This type of spin configura-

tion defines a ‘meronic’ type of the spin vortex.
The definition of the spin-spin correlation function is

given by

S(r, t) = 〈S(r, t) · S(0, 0)〉
= 〈Sx(r, t)Sx(0, 0)〉 + 〈Sy(r, t)Sy(0, 0)〉

+ 〈Sz(r, t)Sz(0, 0)〉, (4)

where 〈. . .〉 represents the thermal average. In the case
of classical ideal gas of vortices, the thermal average
has to be done by taking Maxwellian velocity distri-
bution function. Here Sxx(r, t) = 〈Sx(r, t)Sx(0, 0)〉 and
Syy(r, t) = 〈Sy(r, t)Sy(0, 0)〉 are in-plane correlations and
Szz(r, t) = 〈Sz(r, t)Sz(0, 0)〉 is the out-of-plane correla-
tion.

The effective analytical expression for the in-plane cor-
relation can be taken as

Sxx(r, t) =
S2

2
exp

{[
r2

ξ2
+ γ2t2

]1/2
}

, (5)

with γ =
√

πū
2ξ , where ū is the root mean square veloc-

ity [29,30]. Here ξ = ξ0e
b/

√
τ is the vortex-vortex correla-

tion length. The root-mean squared velocity of the vortices
was first calculated by Huber as

ū =
√

bπ
JS(S + 1)a2

�

√
nf

vτ−1/4, (6)

where nf
v is the density of free vortices at T > TKT [39].

The Fourier transform of Sxx(r, t) in (5) gives rise to the
in-plane dynamical structure function given by

Sxx(q, ω) =
S2

2π2

γ3ξ2

[ω2 + γ2(1 + ξ2q2)]2
. (7)

This is a squared Lorentzian, peaked at ω = 0, with q
dependent width,

Γ =
1

2

{
π(

√
2 − 1)

}1/2
(

ū

ξ

√
1 + ξ2q2

)
. (8)

Exactly same results hold for Syy(q, ω) also.
From the definition of Szz(r, t), it can be shown that

the out-of-plane correlation is given by [29,30]

Szz(r, t) = nf
vS2

∫ ∫
d2R d2uP (u)

× cos θ(r − R − ut) cos θ(R), (9)

where P (u) is the Maxwell velocity distribution for a sin-
gle vortex. Performing first the spatial Fourier transform
and then the temporal Fourier transform, it can be shown
that the out-of-plane dynamical structure function has the
form

Szz(q, ω) =
S2

4π5/2
nf

v

|f(q)|2
ūq

exp

(
− ω2

ū2q2

)
. (10)
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Here |f(q)| is the velocity independent vortex form factor
and it has the form f(q) =

∫
d2r cos θ(r)e−iq·r. The form

of Szz(q, ω) as in equation (10) exhibits a central peak at
ω = 0. The width of the central peak is Γz = ūq, i.e.,
linear in q.

In a typical inelastic neutron scattering experiment
the count rate is related to the dynamical structure func-
tion [42,43] as

I(q, ω) ∝ S(q, ω). (11)

At finite temperature there always exist creation and an-
nihilation of excitations. A detailed balance condition is
always needed to relate the intensities of up scattering
(�ω < 0) and down scattering (�ω > 0). True quantum
mechanical S(q, ω), denoted by SDB(q, ω) is recovered by
the relation

SDB(q, ω) =
2

1 + exp(−�ω
kBT )

S(q, ω), (12)

where the factor 2
1+exp( −�ω

kB T )
is called the Windsor fac-

tor [33–35]. This SDB(q, ω) incorporates the detailed bal-
ance condition, as required by the thermal equillibrium.
Another important factor, which has to be taken into
account, is the instrumental resolution function R(t) or
R(ω − ω′). This essentially incorporates the different in-
dependent instrumental properties that affect the incident
and scattered beam of neutrons [42,43]. In order to com-
pare theory with experiment one has to convolute the the-
oretical expression, obtained from a model under consid-
eration, by the resolution function [44]. Thus we consider
the convoluted dynamical structure function Sconv.(q, ω)
given by

Sconv.(q, ω) =

∫
dt

∫
d2rR(t)S(r, t)ei(q·r−ωt)

=

∫
R(q, ω − ω′)S(q, ω′)dω′. (13)

The resolution function has to be chosen so as to give
minimum ripples at the end points of the resolution width.
For this purpose a suitable window function such as the
Tukey window function may be chosen:

R(t) =
1

2
[1 + cos(2πt/tm)] for |t| ≤ tm/2

= 0 otherwise. (14)

The parameter tm, occurring in the window function, can
be set from the resolution half width obtained from ex-
perimental data.

2.1 In-plane dynamical structure function

In our formulation for the in-plane dynamical structure
function we take into account the Tukey window func-
tion, as mentioned above (see Eq. (14)). Using equa-

tions (5), (13) and (14) we compute the Fourier transform
of in-plane spin-spin correlation

Sxx
conv.(q, ω) =

1

(2π)3/2

∫
d2r

∫ tm
2

−tm
2

dt Sxx(r, t)R(t)

× ei(q·r−ωt). (15)

Now,

∫
d2reiq·r =

∫ ∞

0

r dr

∫ 2π

0

dθeiqr cos θ =

∫ ∞

0

r dr J0(qr),

where J0(qr) is the Bessel function of order zero. The spa-
tial integration is performed from zero to a certain radius
R0. A final expression for the convoluted in-plane dynam-
ical structure function takes the form

Sxx
conv(q, ω) =

1

(2π)1/2

∫ R0

0

dr

∫ tm
2

−tm
2

dt Sxx(r, t)

× rJ0(qr)R(t) cos(ωt). (16)

Since, Sxx(r, t) and R(t) are both even function in t, only
cos(ωt) contributes to the temporal part of the integra-
tion. From symmetry Y component of the in-plane dy-
namical structure function Syy

conv(q, ω) is the same as X
component of the in-plane dynamical structure function
Sxx

conv(q, ω). Let us note that in the above analysis the
formulation holds only for T > TKT . For T < TKT the
vortex-vortex correlation length ξ is not defined and hence
the formalism cannot be extrapolated below TKT .

2.2 Out-of-plane dynamical structure function

The out-of-plane dynamical structure function is given by

Szz
conv(q, ω) =

∫
R(ω − ω′)Szz(q, ω′)dω′, (17)

where R(ω − ω′) is the Fourier transform of R(t). The
reason for taking (17) as the expression for convoluted out-
of-plane dynamical structure function is that, unlike (5),
an analytical expression for Szz(r, t) cannot be evaluated
from (9). So one has to start from (10).

The integral in (17) has been computed numeri-
cally. The Szz

conv(q, ω) defined here corresponds only to
the mobile vortices; whereas the experimental data con-
tain the contributions from bound vortices and fragile
‘spin wave like’ modes. These fragile ‘spin wave like’
modes are the largely decaying spin wave modes above
the ferromagnetic-paramagnetic transition temperature
(Curie temperature). In order to compare with the ex-
perimental observations, one has to extract the mobile
vortex contribution from the experimental data. This can
be done by subtracting the fragile mode contribution and
the frozen vortex contribution from the experimental data.
The fragile mode contribution has been subtracted by tak-
ing the fragile mode contribution above transition tem-
perature to be same as the spin wave contribution just
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below the transition temperature. This is valid as long
as we are considering the temperature, which is not far
below or above from the transition temperature. To find
the approximate analytical expression for Szz(q, ω) due
to bound vortex contribution, the limiting value of ū is
taken as ū → 0 in (10). Then from (10) it is easy to find
an expression for Szz

bound(q, ω) namely:

Szz
bound(q, ω) =

S2

4π2
nb

v|f(q)|2δ(ω), (18)

where nb
v is the bound vortex density. Since, the system

has no net topological charge we can assume that there
are equal number of vortices and anti-vortices present in
the system and we can take nf

v + nb
v = 1

2 assuming square
lattice structure. This is correct as long as the tempera-
ture is just below TKT where all the vortices are frozen
but once the temperature crosses TKT some of the bound
vortices become mobile and the bound vortex density can
be approximated as

nb
v ≈

(
1

2
− nf

v

)
, (19)

where, nb
v is in the units of inverse of plaquette size (a2).

Since, nf
v ∼ ξ−2

0 exp(−2b/
√

τ) [29,30], nb
v given by (19)

is temperature dependent. Here ξ0 is of the order of lat-
tice parameter (a). Using (18) and (19) the bound vortex
contribution has to be subtracted carefully from the ex-
perimentally observed count.

We would like to point out that we could not apply
this procedure to extract out bound vortex contributions
in the case of in-plane dynamical structure function (see
Sect. 3).

2.3 Total dynamical structure function (spin-spin
correlation)

The general expression for the total dynamical structure
function is

S(q, ω) =
1

(2π)3/2

∫
d2r

∫
dt S(r, t)R(t)ei(q·r−ωt), (20)

where the total spin-spin correlation S(r, t) is defined
by (4). So, the total dynamical structure function is
S(q, ω) = Sxx(q, ω) + Syy(q, ω) + Szz(q, ω). Since, X
and Y components of the spins are symmetric, we have
Sxx(q, ω) = Syy(q, ω) and the total dynamical structure
function takes the form

S(q, ω) = 2Sxx(q, ω) + Szz(q, ω). (21)

Here, we would consider (21) only for mobile vortices.
It is an important fact that the formalism explained

above incorporates the Windsor factor and the presence
of � in the quantum expression of magnetic moment cor-
responding to the spins constituting the vortex [27,28].
Therefore the formalism looks like a semi-classical one.
Henceforth we will call our combined theoretical approach
‘semi-classical like’.

Table 1. Relevant parameters for K2CuF4 [19,20].

Parameter Magnitude
exchange coupling (J) 11.93 K
lattice parameter (a) 4.123 Å

‘b’ 1.5
‘TKT ’ 5.5 K

3 Calculations and results

We apply the formalism of Section 2 on a real mate-
rial K2CuF4 for which neutron scattering experiments
have been performed [19,20]. It is a quasi-two-dimensional
spin- 1

2 ferromagnet, where the interaction is mainly
Heisenberg type with only 1% X-Y like anisotropy. The
transition is close to KT type with slight modification due
to Heisenberg type interaction. The magnetic lattice struc-
ture for K2CuF4 is approximately a body centred tetrago-
nal lattice, i.e. a lattice composed of stacking of 2D square
lattices [19,20]. The physical parameters are given in Ta-
ble 1, which have been used throughout the calculation.

We start with the investigation of the in-plane corre-
lation (in-plane dynamical structure function) Sxx(q, ω).

The radius R0 in (16) is (
√

1002 + 1002)a for a 100 ×
100 lattice, as used in the MCMD analysis by Mertens
et al. [29,30], where a is the lattice parameter. We set the
value of tm according to the experimental resolution width
(0.01 meV) [19,20]. We compute Sxx

conv(q, ω) numerically,
for two different temperatures, 6.25 K and 6.75 K, for
q(planar) = 0.04 reciprocal lattice units (in the units of π

a ),
experimentally �q being the momentum transfer. There
are two threshold values of q [19,20], namely q1 = 0.06 and
q2 = 0.01, where for q > q1 the system behaves like 2D
Heisenberg system and for q < q2 the system behaves as
3D XY system. For q2 < q < q1 the system behaves as 2D
XY system.We have varied the energy transfer �ω from
–0.3 meV to +0.3 meV, which includes the range –0.2 meV
to +0.2 meV as taken in experiment [19,20]. The convo-
luted in-plane dynamical structure function is plotted in
Figures 1 and 2, where tnat = �

JS(S+1) is the natural time

unit for the system/material (in our case K2CuF4). These
figures indicate that after convoluting with the Tukey win-
dow function, the in-plane dynamical structure function
no longer remains squared Lorentzian, though in both the
cases central peaks persist. The width of the Sxx

conv(q, ω)
curve is much larger than that of the squared Lorentzian.

We notice that the convoluted in-plane dynamical
structure function function Sxx

conv(q, ω) has become nega-
tive just above 0.1 meV. The occurence of negative values
of the dynamical structure function has been dealt with
in detail in Section 4 and in Appendix.

Again comparing Figures 1 and 2 we find that the
width of the squared Lorentzian increases with the in-
crease of temperature whereas that of the Sxx

conv(q, ω) does
not undergo any change. Later, we will present a compar-
ison of the convoluted total dynamical structure function
with the experimental one (see Figs. 5 and 6).

We now evaluate the out-of-plane dynamical structure
function Szz

conv(q, ω) for two different temperatures, 6.25 K
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Fig. 1. Comparison between the convoluted in-plane dynami-
cal structure function Sxx

conv(q, ω) (Eq. (16)) and unconvoluted
in-plane dynamical structure function Sxx(q, ω) (Eq. (7)) at
T = 6.25 K and q = 0.04. Solid line is for convoluted theoretical
expression and dotted line is for unconvoluted theoretical ex-
pression (squared Lorentzian). ξ = 58.09a, ū = 0.0614 a

tnat
, and

width Γxx = 0.0012 meV for squared Lorentzian at T = 6.25 K.

and 6.75 K, for q(planar) = 0.04 r.l.u, using (17). The
expression for R(ω − ω′) is

R(ω − ω′) =
1

4π
sin

[
(ω − ω′)tm

2

]

×
[

2

ω − ω′ − 1

ω − ω′ + 2π/tm
− 1

ω − ω′ − 2π/tm

]
. (22)

We use the same value of tm as used for Sxx
conv(q, ω).

Here also the reasons for the choice of temperatures and
q(planar) are same as that for the in-plane dynamical
structure function. In Figures 3 and 4 we have plotted
the out-of-plane correlation, Szz

conv(q, ω). We have varied
the ω′ from − π

tm
to π

tm
in (17), where tm is estimated from

the resolution width as before.
In this case the bound vortex contribution has been

subtracted carefully, using (18) and (19), from the ob-
served count at 6.25 K to obtain the effective mobile vor-
tex contribution. The methodology for extracting the mo-
bile vortex contributions from the experimental data has
been explained in Section 2.2. As long as the counts at
6.75 K are concerned, the fragile ‘spin wave like’ modes
are highly decaying so that it cannot be assumed to be the
same as the true spin wave modes observed at 5 K. So, only
bound vortex contribution has been subtracted at 6.75 K.
The normalization factors, required for the quantitative
comparison between the theoretical and the experimen-
tal results, have been estimated from the neutron count
extracted from the experiment on K2CuF4 [19,20].

We find that the out-of-plane dynamical structure
function is also negative within the resolution width (see
Figs. 3 and 4). Moreover experimental peak is outside
the resolution width, while the peak corresponding to the
Szz

conv(q, ω) is at ω = 0.

Fig. 2. Comparison between the convoluted in-plane dynami-
cal structure function Sxx

conv(q, ω) (Eq. (16)) and unconvoluted
in-plane dynamical structure function Sxx(q, ω) (Eq. (7)) at
T = 6.75 K and q = 0.04. Solid line is for convoluted theoretical
expression and dotted line is for unconvoluted theoretical ex-
pression (squared Lorentzian). ξ = 22.25a, ū = 0.1352 a

tnat
and

width Γxx = 0.0035 meV for squared Lorentzian at T = 6.25 K.

Fig. 3. Circles are observed (experimental) data, where con-
tributions from the fragile modes as well as the bound vortex
contributions have been subtracted and solid line is the plot of
properly convoluted out-of-plane dynamical structure function
Szz(q, ω) (theoretical). ξ = 58.09a and ū = 0.0614 a

tnat
.

The above calculations lead us to the theoretical esti-
mate for the convoluted total dynamical structure func-
tion Stotal

conv (q, ω) given by (21). In Figures 5 and 6,
Stotal

conv (q, ω) has been compared with the filtered exper-
imental data obtained by subtracting the bound vortex
contributions and fragile ‘spin wave like’ contributions (see
Sects. 2.1 and 2.2). In these plots the intensities of the
experimental peak and those of the central peak of the
Stotal

conv (q, ω) have been matched.
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Fig. 4. Circles are observed (experimental) data, where only
contributions from bound vortices have been subtracted and
solid line is the plot of properly convoluted out-of-plane dy-
namical structure function Szz(q, ω) (theoretical). ξ = 22.25a
and ū = 0.1352 a

tnat
.

Fig. 5. Total dynamical structure function Stotal
conv (q, ω) at T =

6.25 K and q = 0.04; solid line is for convoluted theoretical
results and dots are filtered experimental data. ξ = 58.09a and
ū = 0.0614 a

tnat
.

It is clear from Figure 5 that at 6.25 K the experimen-
tal peak occurs approximately at 0.08 meV, which is way
outside the resolution width. At 6.75 K (see Fig. 6) the
peak of the experimental graph is not far from the central
peak. It is reasonable to say that as the temperature is in-
creased, we are getting better agreement of the Stotal

conv (q, ω)
with the experimental observations. This agreement is re-
garding the position of the central peak. Apart from the
central peak there are two other peaks at finite frequency
at both the temperatures. These are nothing but the rem-
iniscent of the out-of-plane dynamical structure function
contribution as seen from Figures 3–6. This signifies that
the in-plane correlation is largely dominating over the out-
of-plane correlation.

Fig. 6. Total dynamical structure function Stotal
conv (q, ω) at T =

6.75 K and q = 0.04; solid line is for convoluted theoretical
results and dots are filtered experimental data. ξ = 22.25a and
ū = 0.1352 a

tnat
.

The total spin-spin correlation is still negative just
above 0.1 meV. Though it is true that the dynamical
structure function cannot be negative, here in our case the
negativity occurs as a result of the convolution of analyt-
ical expression of S(q, ω). Even for a conventional long
range ordered system, the dynamical structure function
corresponding to a classical pure spin wave comes out to
be negative beyond a certain range of frequency when con-
voluted with any spectral window function. Furthermore
the above peculerity persists even when quantum effects
are incorporated through a detailed balance factor (see
Appendix).

The inclusion of quantum mechanical detailed balance
factor in the semi-classical like treatment for dynamics of
mobile vortices and anti-vortices, is not even causing any
appreciable asymmetry, as seen in the theoretical plots
in our case of spin- 1

2 . The theoretical plots are largely
symmetric around ω = 0. A very small asymmetry in the
theoretical plots are being seen for higher values of ω while
the experimental data are showing clearly the asymmetry.

It may be noted that in our analysis the bound vortex
contributions have been approximately estimated only for
out-of-plane dynamical structure function Szz(q, ω). This
is because, in this case, we are able to truncate the expres-
sion, as given in (10), to the regime T < TKT , by making
ū → 0. In (10), there exists no explicit dependence of
Szz(q, ω) on the correlation length ξ. In case of in-plane
correlation, as given in (5), we need to find ξ for T < TKT

due to its explicit appearance in that expression. Since ξ
is not defined for T < TKT we are not able to estimate the
bound vortex contribution for in-plane dynamical struc-
ture function.

In summary, we find that the width of the convoluted
in-plane dynamical structure function is much larger than
that of the squared Lorentzian. Values of the in-plane
dynamical structure function comes out to be negative
beyond a finite range of energy transfer. The convoluted
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out-of-plane dynamical structure function becomes nega-
tive as well. However this happens within the resolution
width about the central peak (peak at ω = 0). The total
convoluted dynamical structure function also becomes
negative in the regime where the in-plane dynamical struc-
ture function had become negative. No appreciable asym-
metry is created even after including the Windsor factor.
We find that for both the temperatures the convoluted
total dynamical structure function is symmetric around
ω = 0, whereas the experimental observation is not. The
theoretical model of semi-classical treatment of ideal gas
of unbound vortices tends to agree with the experimen-
tal observations better at higher temperatures (for spin- 1

2
system), when we consider the experimental results at
T = 6.25 K and T = 6.75 K (Figs. 5 and 6). It is worth-
while to point out that same results hold for unbound
anti-vortices also.

4 Conclusions and discussions

The laws of quantum mechanics which govern all real sys-
tems, ensure the dynamical structure functions to be al-
ways positive definite [42,43]. We find in our analysis how-
ever, that the semi-classical treatment based on ideal gas
of vortices (anti-vortices) for a low spin system leads to
the occurence of negative values of dynamical structure
function, over a large range of energy transfer, when con-
voluted with any standard resolution function.

Based on the analysis carried out in the Appendix we
can infer that for the dynamics of mobile vortices and anti-
vortices, the negative values of Sconv.(q, ω) are occurring
due to the following factors:

(i) the choice of the resolution function, which in our
case is the Tukey function;

(ii) the choice of the value of resolution width Δω, which
in this case is made fixed by experimentally imposed
resolution width;

(iii) use of a semi-classical like treatment to extend the
classical theory of dynamics of mobile vortices (anti-
vortices) to a quasi two dimensional spin1

2 ferromag-
net which is quantum mechanical.

To avoid the negativity in the Sconv.(q, ω) we have chosen
a different resolution function. Indeed, it has been shown
that most of the resolution functions are more or less oscil-
latory in the Fourier space [44,45]. An extra smoothening
factor can be used to dampen the oscillation of the reso-
lution function. This extra factor is eventually related to
the resolution width and it makes the resolution function
smoother if the resolution width is decreased [44]. How-
ever, in our case the resolution width is fixed from the
experiment and consequently the oscillation of the resolu-
tion function cannot be avoided by merely changing the
resolution function.

It has been found that there is a range of ω over
which Sconv.(q, ω) remains positive. We can call it as the
physically admissible range. This range is related to the
magnitude of the spin occuring in the theoretical model
under consideration and to the resolution width. On the

basis of the analysis (presented in the Appendix) it is ex-
pected that even in the case of dynamics of mobile vortices
and anti-vortices the physically admissible range would
be larger for higher spin value and smaller for lower spin
values.

Another way to avoid the negativity is to assume,
Sconv.(q, ω) = 0 outside the physically admissible
range [44]. If this physically admissible range is within
the range of experimental interest then the assumption is
not applicable. In our case of spin-half ferromagnet the
physically admissible range is well within the range of ω
over which the neutron scattering data has been taken in
the experiment (as seen from Figs. 5 and 6).

Hence, the negative values of Sconv.(q, ω) can only be
due to the use of the semi-classical like treatment to ex-
tend the classical theory of dynamics of mobile vortices
and anti-vortices to a quasi two dimensional spin- 1

2 ferro-
magnet (K2CuF4).

Moreover, the convoluted out-of-plane dynamical
structure function, computed from our semi-classical like
treatment, becomes negative within the experimentally
imposed resolution width itself. Thus the central peak oc-
curring in this case may not possess a well defined width.

The agreement between the behaviour of dynamical
structure functions obtained from our theoretical calcula-
tions and the one from the experiment, in terms of the
peak position and the overall shape, is found to be fairly
good at temperatures much larger than TKT .

Although the vortices (and anti-vortices) are extended
objects the Maxwell-Boltzmann distribution can still be
used for the motion of the centre of mass of these objects.

Our investigation presented in this paper brings out
the fact that a complete quantum mechanical treatment
is essential for describing the detailed features of the dy-
namics of unbound spin vortices and anti-vortices corre-
sponding to low spin magnetism systems. As a first step
towards this, a theoretical framework for describing static
quantum spin vortices and anti-vortices and their topolog-
ical properties has been developed [46–53]. An extension
of this formalism to the case of mobile spin vortices and
anti-vortices is crucial for the quantum mechanical cal-
culation of dynamical structure function. This would go
a long way towards an explanation for the experimental
results observed for the genuine quantum spin systems
like K2CuF4.

One of the authors (SS) acknowledges the financial sup-
port through Junior Research Fellowship (09/575 (0089)/2010
EMR–1) provided by Council of Scientific & Industrial Re-
search (CSIR). The authors would like to express their
appreciation for the valuable suggestions and criticism of the
referee in preparing the revised manuscript.

Appendix: Sconv(q, ω) corresponding
to classical spin-wave

For classical spin wave at very low temperature cor-
responding to a classical Heisenberg ferromagnet, the
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dynamical structure function has the form:

S(q, ω) = δ(ω2 − ω2
q)

=
1

2ωq
[δ(ω − ωq) + δ(ω + ωq)]. (A.1)

Where, ωq = �−1J
√

S(S + 1) z(1 − γq) for a cubic lat-
tice. Here z is the number of nearest neighbours and
γq = 1

z

∑
r cos(q · r).

Convoluted dynamical structure function, Sconv(q, ω)
has been defined in (13), where R(ω − ω′) is the Fourier
transform of a suitably chosen spectral function. So far the
Tukey function has been used and the same is also used in
this case. The Fourier transform of Tukey function is given
by (22). Using (13), (22) and (A.1) we find the convoluted
dynamical structure function corresponding to spin wave,
SSW

conv(q, ω) to be

SSW
conv(q, ω) =

1

2ωq
[R(ω − ωq) + R(ω + ωq)]. (A.2)

Analyzing (A.2) we find that there exists a range

|ω| ≤
(

ωq +
4π

tm

)
(A.3)

within which SSW
conv(q, ω) remains positive, and outside it

becomes negative. This remains true even if we choose
any other resolution function. This is basically due to the
fact that when Fourier transform is performed on spectral
functions (defined in time domain), the resulting functions
in (q, ω) space mostly turn out to be oscillatory [45].

One way to avoid these negative values of Sconv(q, ω)
would be to assume Sconv(q, ω) = 0 outside |ω| ≤
(ωq + 4π

tm
) [44]. This prescription however, cannot be taken

into consideration when comparing theoretical predictions
with experimental results, if the energy range of experi-
mental interest contains the above mentioned range of ω.
Another way to avoid the negative values of Sconv(q, ω) is
to decrease the value of tm (see (A.3)), where tm is related
to the experimental resolution width (Δω) by the relation

tm � �
2Δω

, (A.4)

Δω being in energy units. Decrease in tm means increase
in the value of Δω which signifies a poor experimental
resolution width. In comparing the theoretical predictions
with the experimental results, tm is determined by the
relation (A.4), where Δω is fixed from the experiment.

Another interesting feature of (A.3) is the fact that the
region of ω where Sconv(q, ω) remains positive depends on
the spin value S via the relation

|ω| ≤
(

�−1J
√

S(S + 1) z[1 − γq] +
4π

tm

)
. (A.5)

This shows that when tm is fixed from the experimental
resolution width, S remains as the free parameter to deter-
mine the range of ω as mentioned in (A.3). Increase in S
will increase the range of ω where Sconv(q, ω) remains

positive. Hence for a system with high spin value S, the
range of positive Sconv(q, ω) may actually be at par with
the energy range of experimental interest, unlike the case
of spin 1

2 .
It can be shown from (A.2) that the range of ω, given

by (A.3), will not change even if a detailed balance factor
(in this case Windsor factor) is introduced to incorporate
the quantum effects.
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In this paper, we present a scheme for the construction of quantum states of vortex-
like topological excitations corresponding to spin-1/2 strongly XY-anisotropic nearest
neighbor Heisenberg ferromagnet on two-dimensional lattice. The procedure involving
Pauli spin basis states is carried out corresponding to both infinite dilute limit and
finite density limit of vortex/anti-vortex. It is found that the corresponding quantum
mechanical states representing charge 1 quantum vortices/anti-vortices can be expressed
as linear combinations of single magnon states, composite multi-magnon states and the
ground state. Detailed calculations show that these states are quantum mechanically
stable states of the Hamiltonian only when the system size exceeds certain threshold
value. Our analysis indicates that the interactions between different magnon modes can
very well generate these topological excitations. Possible applications of our calculations
to real magnetic systems are also discussed. Magnetic measurements probing spin dy-
namics may be undertaken to verify the existence of the threshold size for the stability
of vortices.
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1. Introduction

In magnetic systems in low dimensions, viz, one dimension (or rather quasi-one

dimension) and two dimensions (or rather quasi-two dimensions), the occurrences

of topological excitations of solitons and vortices/merons, respectively are natural

as they are thermodynamically feasible.1–11 In these systems, vortices/merons play

∗Corresponding author.
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a crucial role in bringing out a nonconventional phase transition in the two spatial

dimensions.12

In the last few years, there has been a renewed research interest especially in

the quasi-two dimensional magnetic systems motivated by the aims of building

magnetic devices. These devices make use of mobile vortices.13–15 In the magnetic

thin films, the interplay between the exchange interaction and the magnetic dipole–

dipole interaction causes the formation of domain structures in absence of magnetic

fields. Furthermore, each of these domains contain a magnetic vortex characterized

by curling in-plane magnetization located at the center. The component of mag-

netization perpendicular to the plane of the film serves as “Polarization” of the

vortex core.16 Such a magnetic vortex has been proved to be a potential candidate

for switching devices as well as for data storage where the “Polarization” of the

core can be manipulated in a controlled manner.16 Direct experimental evidences

of such vortex states have been verified by magnetic force microscopy (MFM) and

also by the spin-polarized scanning tunneling microscopy (STM).17,18

The concept of topological phase transition driven by binding to unbinding pro-

cesses involving vortex, anti-vortex-like topological excitations in two-dimensional

ferromagnetic systems was introduced by Kosterlitz and Thouless and indepen-

dently by Berezinskii.19,20 Their ideas backed up by analytical and numerical stud-

ies led to the signature of the above transition (BKT) in the dynamical correlation

function, in two-dimensional Heisenberg ferromagnetic models of both XY-type and

XY-anisotropic type.21–26 Attempts were also made later to extend the proposal of

BKT to case of XY-anisotropic anti-ferromagnetic two-dimensional systems.24,27,28

The phase transition described above occurs at a temperature TBKT characterized

by degree of anisotropy. Above this, the dynamics of freely moving vortices and

anti-vortices (or merons and anti-merons) provides nontrivial contribution in the

dynamical correlation function as mentioned above, giving rise to the well-known

“central peak”. In the inelastic neutron scattering (INS) experiment, the existence

of such a central peak at ω = 0 has been observed in the plot for the dynamical

structure function S(q, ω) versus neutron energy transfer ~ω in the constant “q”

scan.8,9 The materials on which such experiments have been performed include

different layered ferromagnetic and anti-ferromagnetic materials such as K2CuF4,

La2CuO4, CuGeO3, BaNi2V2O8, BaNi2(PO4)2 and stage-2 CoCl2 graphite interca-

lation compound.8–11,29–34 The existence of BKT transition in these materials has

been proposed on the basis of investigations performed on these materials using

both INS and the electron spin resonance (ESR) techniques.

Some attempts have been made in the past to describe the dynamics of mo-

bile vortices or merons corresponding to XY or XY-anisotropic Heisenberg model

assuming that these topological excitations constitute a classical ideal gas.21–24

Approximate analytical theories and Monte Carlo molecular dynamics (MCMD)

simulations have suggested that the existence of the central peak in the dynami-

cal structure function is partly due to the scattering of neutrons from the above

mobile topological excitations.21–24 However, the semi-classical ideal vortex gas

1550209-2
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phenomenology turns out to be quite inadequate even for ferromagnets, in explain-

ing the experimental results corresponding to systems having low spin values, even

after incorporation of suitable quantum corrections in the calculations.35 Although

the occurrence of central peak is ensured, the theoretical dynamical structure func-

tion turns out to be negative for a considerable range of ω, when the appropri-

ate experimental conditions are taken into account in the calculations! This very

peculiar feature clearly signals total failure of the semi-classical treatment based

on ideal gas phenomenology corresponding to low spin systems. Therefore, a full-

fledged quantum mechanical description and treatment of such topological spin ex-

citations become very crucial.35 Besides, none of these semi-classical approaches

so far have incorporated any spin wave–vortices/merons interaction and rather

assumes that the vortex/merons take the shapes of spin profiles independent of

spin waves.

The question of existence of the topological excitations, namely, vortices and

merons in two-dimensional quantum ferromagnetic spin systems have been explored

both numerically and analytically.36–40 It has been determined numerically that in

this case, the vortex–anti-vortex pair density is nonzero even at T = 0.36 In a

pure quantum mechanical treatment, it has been found that almost all the vortices

and anti-vortices are bound in pairs on square lattice and the number of isolated

free vortices per site vanishes for T < TBKT.36 Monte Carlo simulations have also

been performed on quantum XY model on two-dimensional lattices. The validity of

the BKT transition for this model has been confirmed.37,38 A full-fledged quantum

treatment has also been performed based on the application of path integral tech-

niques using the coherent state basis, for XY-anisotropic Heisenberg ferromagnet on

a square lattice.39,40 The partition function for the above quantum spin model has

been expressed in terms of an effective action containing a topological part (Wess–

Zumino term) which contains a genuine topological term as a charge measuring

object for the vortices/merons (anti-vortices/anti-merons) alongside a nontopolog-

ical term. It has been shown that in the very large anisotropy limit (corresponding

to λ → 0) the topological term can characterize the topological excitations viz,

vortices and anti-vortices.39,40 In this formalism, the topological term arises from

the path integral formulation of the quantum partition function in contrast to the

situation where the vorticity operator has been introduced heuristically.36

Incidentally, a rather different approach has been put forward to explain the ori-

gin of the central peak in the dynamical structure function S(q, ω) corresponding to

XY-anisotropic classical Heisenberg ferromagnetic model in two spatial dimensions.

In this theory, the occurrence of the peak has been attributed to the fluctuations

of the density of the topological excitations due to local diffusion and creation-

annihilation of merons and anti-merons.41

The behavior of the collective modes like spin waves in the presence of a sin-

gle vortex/meron corresponding to two-dimensional easy plane classical Heisenberg

ferromagnet have been investigated using approximate analytical treatment in the

continuum limit and numerical diagonalization techniques. It is found that the
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renormalized spin wave modes show a strong localization of their amplitudes near

the vortex core.42–44

In this paper, we describe our investigations on the possible composition of these

topological excitations of true quantum nature in low-dimensional anisotropic quan-

tum Heisenberg ferromagnetic model. It turns out that the interactions between the

different multi-magnon modes play a very important role in the formation of the

above excitations. These multi-magnon interactions are generally neglected in the

linear spin wave/one-magnon theory and even in the BKT theory. Theoretical at-

tempts were made afterward to study the interplay between classical spin waves and

vortices (merons) in the regime T < TBKT.25 These treatments lead to a renormal-

ization of the exchange coupling without any explicit spin wave–vortex coupling.26

Magnon modes are low energy excitations and represent a quantized coherent pre-

cessional motion of all the spins around the direction of the spontaneous magneti-

zation in the long range ordered phase. These modes however, become ill-defined

in the short range ordered phase.45–48 In contrast, the quantum states representing

topological spin excitations are found to be stable even in the short range ordered

phase when the system size is very large, as we will demonstrate in this paper.

The paper is organized as follows. In Sec. 2, we explain our mathematical for-

mulation by constructing the quantum state corresponding to 1-vortex (and 1-anti-

vortex as well) in the strong anisotropy limit of the XXZ model and establish the

connection between the quantized vortex states and the magnon states; in Sec. 3,

we analyze the quantum mechanical stability of such vortex/anti-vortex states for

both the cases of infinite dilute limit and the finite density limit; finally in Sec. 4, we

present the conclusions and discussions and also highlight the possible application

of the results of our present investigation to the real magnetic systems.

2. Mathematical Formulations

Most of the material systems showing the so-called “central peak” (described in

the introduction), are governed by the XY-anisotropic quantum Heisenberg (XXZ)

Hamiltonian

H = −J
∑

〈ij,pq〉
(Sx

ijS
x
pq + Sy

ijS
y
pq + λSz

ijS
z
pq) , (1)

on a two-dimensional square lattice with nearest neighbor interaction, where λ(0 ≤
λ < 1) is the anisotropy parameter and for ferromagnetic systems J > 0. Here, Sx

ij ,

Sy
ij and Sz

ij are the x, y and z components, respectively of the spin operator on the

ijth lattice site. We shall concentrate on the S = 1/2 ferromagnetic model in the

very strongly XY-anisotropic limit (λ → 0, i.e., λ is vanishingly small, but λ 6= 0).

With this smallest “S” value, the model is in fact in the extreme quantum regime.

It is worthwhile to mention here that the classical counterpart of the above

model admits of the well-known meron solution.21–24,49,50 In classical case, spins are

considered to be classical vectors of magnitude “S” in spherical polar coordinate.
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The static meron solution corresponding to the classical version of model (1) is

given by

φ(x, y) = ± arctan
y

x
, θ(x, y) =

π

2
(1 ± e− r

rv ) for r ≫ rv ,

= 0 or π for r → 0 , (2)

for single meron centered at r = (0, 0), where φ(x, y) is the azimuthal angle and

θ(x, y) is the polar one and rv is the meron core radius.21–24,51 Equation (2) de-

scribes the asymptotic behavior θ(x, y). Numerical studies have led to the conclu-

sion that there is a critical value of the anisotropy parameter, say λc, below which

only the static flattened merons or ordinary vortices are stable and above that the

normal merons are stable.49,50

Let us now come back to the properties of the quantum ferromagnetic XY-

anisotropic Heisenberg model (ferromagnetic XXZ model) at very low temperature.

First of all, this model is well known to possess its ground state (and eigenstate as

well) having spins all aligned along the “+ve” or “−ve” z-direction. The normalized

ground state |0〉 for the Hamiltonian in the case of ferromagnetic model as in Eq. (1)

is chosen along the negative z-axis and is defined as S−
ij |0〉 = 0 for every i, j. Explicit

form for the ground state on the square lattice is given by

|0〉 = |↓〉11 ⊗ |↓〉12 ⊗ |↓〉13 ⊗ · · · ⊗ |↓〉ij ⊗ |↓〉i+1,j ⊗ |↓〉i+1,j+1

⊗|↓〉i,j+1 ⊗ · · · ⊗ |↓〉NN , (3)

for an N × N square lattice, where S−
ij is the spin lowering operator defined as

S−
ij = Sx

ij − iSy
ij . The lattice has the structure of a torus for periodic boundary

conditions.51–56 The ground state energy is denoted by

ε0 = −N

2
λJ~2 , (4)

corresponding to the ground state |0〉, where N = N2.

It is important to recall that a quantum Heisenberg model (ferromagnetic or

anti-ferromagnetic) on a three-dimensional lattice exhibits long range ordering at

finite temperature unlike its counterparts in one and two dimensions.a,57–59 In the

three-dimensional case, the collective excitations, viz, magnons are well defined in

the long ranged ordered phase and become fragile in the short ranged ordered phase

above the transition temperature, Curie temperature (Tc) for ferromagnetic systems

or Néel temperature (TN) for anti-ferromagnetic systems.45–48 In analogy with the

above three-dimensional case, it is expected that in two dimensions, we can still find

aAccording to Mermin–Wagner (MW) theorem [see Refs. 57–59], at any nonzero temperature, a
one- or two-dimensional isotropic spin “S” Heisenberg model with finite range exchange interaction
cannot exhibit any long range ferromagnetic order (implying Tc = 0) or antiferromagnetic order
(implying TN = 0). It can be shown that even for XY-anisotropic Heisenberg ferromagnet/anti-
ferromagnet on two-dimensional lattice, the deviation from the spontaneous magnetization has
infrared logarithmic divergence. This implies that the MW theorem holds for two-dimensional
XY-anisotropic Heisenberg ferromagnet/anti-ferromagnet as well.
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some fragile magnon-like excitations along with multi-magnon composites within a

very small temperature regime above zero.45–48

However, as a first approximation, in our present analysis for the two-

dimensional ferromagnetic case, we assume the magnon states and multi-magnon

composite states to be stable in the vicinity of zero temperature. This makes our

analytical calculations simpler. Such magnon modes and their interactions are de-

scribed briefly in Appendix A. In the next section, we will make use of the various

properties of these magnon states in our novel scheme for the construction of quan-

tum spin vortices and anti-vortices in the flattened meron configuration.

2.1. Construction of a quantum spin vortex and anti-vortex

We now start by defining a quantum spin vortex (anti-vortex) on a square lat-

tice.36,39,40 A charge 1 vortex (anti-vortex) is defined on a square plaquette as

a spin configuration in which the spin direction (horizontal and vertical spins as

defined below) rotates through an angle +2π (−2π) for a closed walk in an anti-

clockwise (clockwise) direction around the plaquette. The vorticity of such a vortex

is +1 (−1) [see Figs. 1(a) and 1(b)]. For our specific model with λ → 0 [see Eq. (1)]

the in-plane components of spin operators constitute a vortex (anti-vortex). It is

worthwhile to mention that this situation corresponding to λ → 0 is very different

from the case of λ = 0 corresponding to pure XY model. It is in this very limit that

a vortex may be looked upon as a “flattened meron.”39,40,60

We first assign coordinates (i, j)a; (i+ 1, j)a; (i+ 1, j+ 1)a and (ij+1)a to the

four vertices of the vortex where “a” is the lattice parameter. Then, the physical

realization (spin profile) of the vortex/anti-vortex is determined by the expectation

values for the components of the spin operator S on the vertices of the vortex/anti-

vortex. The relevant spin states at the vertices are constructed and explained below.

For a vortex/anti-vortex having topological charge 1 (in the units of 2π) or simply 1-

vortex/1-anti-vortex, the operator expectation values for the different components

of spins (S) at the vertices are given in Table 1.

Let us first construct the quantum state representing a vortex having topologi-

cal charge “1”. The arrows, representing the spin directions on the four vertices [see

Fig. 1(a)], signify that the spin states at the four vertices are such that the expec-

tation values for Sx, Sy and Sz take the values as given in Table 1. The horizontal

arrow |⇒〉 on the (i, j)th site represents a spin state which is the eigenstate of Sx
ij

Table 1. Expectation values for the components of the spin operator at four vertices of the
vortex.

〈Sx
ij〉 =

1

2
, (Sy

ij〉 = 0, 〈Sz
ij〉 = 0. 〈Sx

i+1,j〉 = 0, 〈Sy
i+1,j〉 = ±1

2
, 〈Sz

i+1,j〉 = 0,

+sign for vortex and −sign for anti-vortex.

〈Sx
i+1,j+1〉 = −1

2
, 〈Sy

i+1,j+1〉 = 0, 〈Sz
i+1,j+1〉 = 0. 〈Sx

i,j+1〉 = 0, 〈Sy
i,j+1〉 = ±1

2
, 〈Sz

i,j+1〉 = 0,

−sign for vortex and +sign for anti-vortex.
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Fig. 1. (a) Quantum spin vortex of charge 1, (b) quantum spin anti-vortex of charge 1.

with eigenvalue +(1/2) and the vertical arrow |⇑〉 on the (i+1, j)th site represents

a spin state which is the eigenstate of Sy
ij with eigenvalue +(1/2). Similarly, the

spin state |⇐〉 at (i+1, j+1)th site and |⇓〉 at (i, j+1)th site are the eigenstates of

Sx and Sy, respectively with the eigenvalue −(1/2). The spin state corresponding

to | ⇒〉 can be written as a linear combination of the two eigenstates of Sz, viz

| ↑〉 and | ↓〉. Then, at the (i, j)′th site, the spin state is given by (aij | ↑〉 + bij | ↓〉).
The value of aij and bij can be determined by using the expectation values for

Sx
ij , S

y
ij and Sz

ij and the condition that the eigenvalue of Sx
ij is +(1/2) in the state

(aij | ↑〉 + bij |↓〉). Similarly, for the rest of the vertices corresponding to the vortex,

the spin states are taken to be of the form (a|↑〉 + b|↓〉).
The coefficients “a” and “b” are determined from the expectation values for Sx,

Sy and Sz and the eigenvalue conditions for the respective vertices as mentioned

above. The coefficients “a” and “b” for the four vertices turns out to be

aij = bij =
1√
2
eiθij ; ai+1,j =

1√
2
eiθi+1,j , bi+1,j =

i√
2
eiθi+1,j ,

ai+1,j+1 =bi+1,j+1 =
1√
2
ei(θij+π); ai,j+1 =

1√
2
ei(θi+1,j+π), bi,j+1 =

i√
2
ei(θi+1,j+π) .

(5)

Here, θij and θi+1,j are arbitrary phase factors and for the diagonally opposite

vertices, the coefficients have π phase difference. The coefficients given in (5) take

care of the proper normalization of the spin states at each vertex. Therefore, the

normalized charge 1 vortex state in the background of the original ground state can

be defined on a plaquette ((i, j); (i + 1, j); (i + 1, j + 1); (i, j + 1)) asb

|1V 〉 = |↓〉11 ⊗ |↓〉12 ⊗ |↓〉13 ⊗ · · · ⊗ (aij |↑〉ij + bij |↓〉ij) ⊗ (ai+1,j |↑〉i+1,j

+ bi+1,j|↓〉i+1,j) ⊗ (ai+1,j+1|↑〉i+1,j+1 + bi+1,j+1|↓〉i+1,j+1)

⊗ (ai,j+1|↑〉i,j+1 + bi,j+1|↓〉i,j+1) ⊗ · · · ⊗ |↓〉NN . (6)

bIt may be remarked here that in our present formalism, we are implicitly assuming a static vortex
configuration. This is in conformity with the frozen vortex/anti-vortex scenario proposed below
TBKT.19,20
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The vorticity operator is defined on the square plaquette as36

Vop = Sx
ijS

y
i+1,j−Sy

i+1,jS
x
i+1,j+1 + Sx

i+1,j+1S
y
i,j+1 − Sy

i,j+1S
x
ij . (7)

When we operate the vorticity operator on the above 1-vortex state, the eigenvalue

comes out to be +1 as expected.

Similarly we can construct an anti-vortex with charge 1. For an anti-vortex,

coefficients at the four vertices come out to be

aij = bij =
1√
2
eiθij ; ai+1 j =

1√
2
eiθi+1,j , bi+1,j = − i√

2
eiθi+1,j ,

ai+1,j+1 =bi+1,j+1 =
1√
2
ei(θij+π); ai,j+1 =

1√
2
ei(θi+1,j+π), bi,j+1 =− i√

2
ei(θi+1,j+π) .

(8)

The explicit structure of the 1-anti-vortex state (|1AV 〉) is same as the state |1V 〉
of (6) with the coefficients “a” and “b” being different from that of the |1V 〉. In this

case, the eigenvalue of the vorticity operator defined in (7) comes out to be −1, as

expected.

2.2. Connection between quantum vortex and magnons

Let us consider the simplest situation where there is a single vortex on a N × N

square lattice. To explore the connection between a vortex state and the magnon

states, we rewrite the one vortex state in a suitable way. For each vertex of the

vortex the spin state, |↑〉ij can be written as S+
ij |↓〉ij , where S+

ij = Sx
ij + iSy

ij is the

spin raising operator. The state |1V 〉 in Eq. (6) can be rewritten as

|1V 〉 = aijai+1,jai+1,j+1ai,j+1S
+
ijS

+
i+1,jS

+
i+1,j+1S

+
i,j+1|0〉

+ (bijai+1,jai+1,j+1ai,j+1S
+
i+1,jS

+
i+1,j+1S

+
i,j+1|0〉

+ · · · + aijai+1,jai+1,j+1bi,j+1S
+
ijS

+
i+1,jS

+
i+1,j+1|0〉)

+ (aijai+1,jbi+1,j+1bi,j+1S
+
ijS

+
i+1,j |0〉

+ · · · + aijbi+1,jbi+1,j+1ai,j+1S
+
ijS

+
i,j+1|0〉)

+ (aijbi+1,jbi+1,j+1bi,j+1S
+
ij |0〉) + bijai+1,jbi+1,j+1bi,j+1S

+
i+1,j |0〉

+ bijbi+1,jai+1,j+1bi,j+1S
+
i+1,j+1|0〉 + bijbi+1,jbi+1,j+1ai,j+1S

+
i,j+1|0〉)

+ bijbi+1,jbi+1,j+1bi,j+1|0〉 , (9)

where a and b′s are given by Eq. (5). Equation (9) explicitly shows that the charge

1 quantum vortex state is a linear superposition of one four-spin deviation state,

four three-spin deviation states, six two-spin deviation states, four one-spin de-

viation states and the ground state. Using the definitions of magnon states, (see

Appendix A) the charge 1 vortex state can now be expressed in terms of magnon
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states as

|1V 〉 = A
∑

k1,k2,k3,k4

f i,j
k1
f i+1,j
k2

f i+1,j+1
k3

f i,j+1
k4

|k1k2k3k4〉

+
∑

k1,k2,k3

(B1f
i,j
k1
f i+1,j
k2

f i+1,j+1
k3

+B2f
i,j+1
k1

f i+1,j
k2

f i+1,j+1
k3

+B3f
i,j
k1
f i,j+1
k2

f i+1,j+1
k3

+B4f
i,j
k1
f i,j+1
k2

f i+1,j
k3

)|k1k2k3〉

+
∑

k1,k2

(C1f
i,j
k1
f i+1,j
k2

+ C2f
i+1,j
k2

f i+1,j+1
k3

+ C3f
i+1,j+1
k3

f i,j+1
k4

+ C4f
i,j
k1
f i,j+1
k4

+C5f
i+1,j
k2

f i,j+1
k4

+ C6f
i,j
k1
f i+1,j+1
k3

)|k1k2〉

+
∑

k1

(D1f
i,j
k1

+D2f
i+1,j
k1

+D3f
i+1,j+1
k1

+D4f
i,j+1
k1

)|k1〉 + E|0〉 . (10)

The coefficients A, B1, B2, . . . and E signify the weightage of the different

spin deviation states in the composition of charge 1 vortex state and they are

given by, A = aijai+1,jai+1,j+1ai,j+1, B1 = aijai+1,jai+1,j+1bi,j+1, . . . , E =

bijbi+1,jbi+1,j+1bi,j+1, where “a” and “b” are given in Eq. (5).

In case of charge 1 anti-vortex, the form of the state |1AV 〉 will be same as the

state |1V 〉 except that the values for the coefficients A = aijai+1,jai+1,j+1ai,j+1,

B1 = aijai+1,jai+1,j+1bi,j+1, . . . , E = bijbi+1,jbi+1,j+1bij+1 are different from those

for |1V 〉. Their values are determined by the values of a and b, as given in Eq. (8).

Thus, Eq. (10) signifies the fact that the quantum state representing a 1-vortex

(1-anti-vortex) is a combination of linear superpositions of four-magnon compos-

ites, three-magnon composites, two-magnon composites, one-magnon states and the

ground state.

3. Calculations and Results Regarding Stability of the

Vortex State

In a realistic situation, a macroscopic number of vortex–anti-vortex pairs needs to

be considered. However, description of these in terms of multi-magnon composite

states will be quite challenging and tough. Therefore, as a first step we handle here

two special cases, viz, vortex (anti-vortex) in an infinitely dilute limit and also in

the finite density limit, as explained below.

Let us now investigate the quantum mechanical stability of the charge 1 vortex

state |1V 〉. Operating the Hamiltonian H [as given by Eq. (1)] on the 1-vortex state

|1V 〉 [see Eq. (9)], it can easily be shown that |1V 〉 is not an exact eigenstate for

the Hamiltonian H [see Eq. (11)]. Therefore, the natural question arises that how

stable the state |1V 〉 is for a system, which is governed by the Hamiltonian H.

For the stability analysis, two cases shall be treated separately. In the first one,

we shall consider the presence of only one charge 1 vortex in the N × N square

lattice. This is the extreme dilute limit where the vortex density is vanishingly
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small. In the second case, we shall consider a finite density of charge 1 vortices to

be present in the N ×N square lattice.

3.1. Single charge 1 vortex

Let us first consider a single 1-vortex in a N×N square lattice which is the “extreme

dilute limit” of the vortex density. The quantum mechanical state |1V 〉 describing

such a situation is given by Eq. (9). Operating the Hamiltonian H given by Eq. (1),

on the state |1V 〉 we get

H|1V 〉 = (ε0 + 2λJ~2)|1V 〉 + |φrest〉 , (11)

(see Appendix B). The right-hand side of the above equation clearly shows depar-

ture of the vortex state from being an eigenstate of H.

Let us note that the residual state denoted by |φresi〉 is not a linear superposition

of multi-magnon states [Appendix B, Eq. (B.1)] unlike the state |1V 〉 [Eq. (10)]. In

fact |φresi〉 [see Appendix B, Eq. (B.2)] contains terms which generate higher order

inter-multi-magnonic correlations.

The expectation of the Hamiltonian in the state |1V 〉 is evaluated from Eq. (9)

and is given by

〈1V |H|1V 〉 = (ε0 + 3λJ~2) = E0 , (12)

where E0 ≡ (ε0 + 3λJ~2) and the quantity 3λJ~2 signifies the energy required to

excite one 1-vortex from the ground state, the ground state energy being ε0 as given

in (4). Equation (11) can be rewritten as

H(1V 〉 = E0|1V 〉 + (|φresi〉 − λJ~2|1V 〉) = E0|1V 〉 + |ψresi〉 , (13)

where |ψresi〉 ≡ (|φresi〉 − λJ~2|1V 〉) is again not a linear superposition of multi-

magnon states as explained above. Making use of Eqs. (11)–(13), it is clear that

〈1V |ψresi〉 = 0.

Now, operating the Hamiltonian H successively twice on |1V 〉 the expectation

value of H2 in the state |1V 〉 turns out to be

〈1V |H2|1V 〉 = (ε0 + 2λJ~2)2 + (J~2)2
(

2 +
3

4
λ2

)
. (14)

The quantum mechanical stability of the state |1V 〉 is now verified by operating

the time evolution operator [exp(−(i/~)Ht)] on the state |1V 〉. Since the state |1V 〉
is not an eigenstate of H, let us take the expectation value of the time evolution

operator in |1V 〉 to study what fraction of the original one quantum vortex state is

retained during the time evolution of the system. Hence

〈1V (0)|1V (t)〉 =

〈
1V

∣∣∣∣exp

(
− i

~
Ht
)∣∣∣∣ 1V

〉

= 1 − it

~
〈1V |H|1V 〉 +

(
i

~

)2
t2

2!
〈1V |H2|1V 〉 + · · · , (15)
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where |1V (0)〉 is the initial state and |1V (t)〉 is the final state (i.e., the state after

time evolution for a duration of time t). On the right-hand side of the above ex-

pression, we retain terms up to second-order in time explicitly and then Eq. (15)

becomes

〈1V (0)|1V (t)〉 =

(
1 − i

~
E0t+

(
i

~

)2
1

2!
E2

0t
2

)
− 1

~2
(J~2)2

(
1 +

3

8
λ2

)
t2 +O(t3) .

(16)

It is clear from Eq. (16) that the first three terms correspond to the series expan-

sion of [exp(−(i/~)E0t)] up to second-order in time. The next one represents the

deviation in the sense (of a damping) that in absence of this term, the expectation

value of the time evolution operator describes a stationary state exhibiting phase

oscillation with frequency ω0 = (E0/~) and therefore, the state |1V 〉 behaves like

an approximate eigenstate of the Hamiltonian H with energy E0. On the other

hand, the inverse time scale Γd corresponding to the damping term arising from

inter-multi-magnonic correlations as explained above, is given by

Γd = J~

√(
1 +

3

8
λ2

)
, (17)

which essentially indicates the decay rate of the coherent phase oscillation. Hence

up to second-order in time, the quantity of interest, viz the ratio of the decay rate

and the phase coherent oscillation frequency comes out to be

Γd

ω0
=

1(
N

2
− 3

)
√(

1

λ2
+

3

8

)
. (18)

In the above ratio, the term under the squared root becomes approximately 1/λ

for a very small but fixed value of the anisotropy parameter λ. Hence, Eq. (18)

becomes

Γd

ω0
≈ 1(

N

2
− 3

)
λ

. (19)

The time duration of the evolution is assumed to be much shorter than the natural

time scale tnat = 2~/(
√

3(J~2)) (for S = 1/2) for the system so that a truncation

at second-order in time can be considered safe, where the quantity J~2 has the

dimension of energy. At the first place, such an approximation physically means that

the multi-magnon composites fuses to form such a vortex state of true quantum

nature in a time scale which is much shorter than the natural time scale of the

system. Furthermore, the ratio of the evolution time and tnat is assumed to be

much smaller than that of the time scale of decay and tnat. It is clear from Eq. (19)

that Γd becomes very small compared to ω0 when the lattice size is very large

and ensures the fulfillment of the above conditions. In this case, the deviation
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representing phase incoherence remains ineffective and the state |1V 〉 remains a

stable state for the Hamiltonian H. It is worthwhile to mention that in the confined

phase below TBKT (and above Tc) the form of the dynamical structure function for

an ideal vortex gas is a pure delta function δ(ω).35 However, just above Tc(= 0)

taking into consideration the dynamics of all the magnon modes and the multi-

magnon composites which are present in a fragile manner, the central peak of the

dynamical structure function acquires a finite width. This width is expected to be

of the order of magnitude of the decay rate Γd.

Let us now estimate the threshold size of the system beyond which the 1-vortex

state remains stable. Taking a typical value of λ ≈ 10−4 (since we are considering

extreme anisotropy limit, i.e., flattened meron configuration) we have from Eq. (19),

(Γd/ω0) ≈ (2/N2λ). This leads to the above threshold system size to be of the order

of 141 × 141. Considering a typical value of 3Å for the lattice spacing, the length

scale of the system is of the order of 10−5 cm which falls into the mesoscopic length

scale.

3.2. Finite density of charge 1 vortices

Since the Hamiltonian contains only the nearest neighbor interactions, the state

H|1V 〉 will produce spin deviations only on the nearest neighbor sites of the vertices

of the vortex. Thus to construct a finite density of charge 1 vortices in an infinite

lattice, we employ the periodic boundary condition (PBC) for simplicity on a closed

(torus) 4×4 cell, which is of minimum allowed size. By periodically repeating these

cells, we can fill up the entire N×N square lattice with a maximum of n = (N2/16)

(where N is an integral multiple of 4) charge 1 vortices, without having interactions

between them, as can be seen in Fig. 2. This is the other limit as opposed to the

extreme dilute case studied in Sec. 3.1. The periodicity is therefore, given by the

following equations involving spin operators (see Table 1 under Sec. 3.1):

〈Sα
i,j〉 = 〈Sα

i+4,j〉 = 〈Sα
i−4,j〉 = 〈Sα

i,j−4〉 = 〈Sα
i,j+4〉, where α = x, y, z , (20)

for all i and j on the lattice, where α ≡ x, y, z.

Under these conditions the magnon modes defined in each cell with the PBC

will be repeated in the adjacent cell in a periodic manner. Therefore, the composite

quantum state corresponding to “n” number of such 1-vortices can be written as,

|n1V 〉 = · · · ⊗ |Ci−4,j〉 ⊗ |Ci,j−4〉 ⊗ |Ci,j〉 ⊗ |Ci+4,j〉 ⊗ |Ci,j+4〉 ⊗ · · · (21)

where the quantum state corresponding to each cell is denoted as |Ci,j〉 which is of

the same form as given in Eq. (9) with only exception being the fact that now the

number of lattice points is 16 and only four lattice points correspond to the four

vertices of the vortex (see Fig. 2). Operating the Hamiltonian H on the state |n1V 〉
and making use of Eqs. (13) and (21) we get,

H|n1V 〉 = nẼ0|n1V 〉 + {|ψ1
resi〉 ⊗ |C2〉 ⊗ |C3〉 ⊗ · · · ⊗ |Cn〉 + |C1〉 ⊗ |ψ2

resi〉 ⊗ |C3〉
⊗ · · · ⊗ |Cn〉 + · · · + |C1〉 ⊗ |C2〉 ⊗ |C3〉 ⊗ · · · ⊗ |ψn

resi〉} , (22)
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Fig. 2. Finite number vortices of charge 1 in an N ×N lattice.

where Ẽ0 = −5λJ~2 and the residual state |ψi
rest〉 is the deviation of the vortex

state from being an eigen-state of H within the (i, j)th cell.

The expression for Ẽ0 corresponding to each (i, j)th cell stands for E0 [see

Eq. (20)] with N = 4. Also, we make use of Eq. (21) with N = 4 in deducing

Eq. (22). Further we have used the notation |Cr〉 in place of |Cij〉 and |ψr
resi〉 in

place of |ψij
resi〉 for convenience.

The expectation value of H in the state |n1V 〉 is given by

〈n1V |H|n1V 〉 = nẼ0 , (23)

making use of the fact that for each cell 〈Cr|ψr
resi〉 = 0. This residual state, de-

fined within one cell, is again a nonlinear superposition of multi-magnon states as

explained in Sec. 3.1. Proceeding along the same lines as in Sec. 3.1, we now have

〈n1V |H2|n1V 〉 ≈ n2Ẽ0
2

+ n(J~2)2
(

2 +
3

4
λ2

)
. (24)

To check the quantum mechanical stability of the state |n1V 〉 under time evo-

lution, we follow the same procedure as adopted in Sec. 3.1. Then, the overlap

between the initial state and the final state (i.e., the expectation value of the time

evolution operator [exp(−(i/~)Ht)] in the state |n1V 〉) comes out to be

〈n1V (0)|n1V (t)〉 = 〈n1V

∣∣∣∣exp

(
− i

~
Ht
)∣∣∣∣n1V 〉 =

(
1 − i

~
nE0t+

(
i

~

)2
1

2!
n2E2

0 t
2

)

− 1

~2
n(J~2)

2
(

1 +
3

8
λ2

)
t2 +O(t3) , (25)
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where the exponential series has again been expanded up to second-order in time

and the justification for such an expansion remains the same as that of Sec. 3.1. The

ratio of the decay rate Γ
(n)
d corresponding to the deviation term (the superscript n

represents the fact that we are considering finite density of charge 1 vortices) and

the frequency ω
(n)
0 corresponding to the phase oscillation is given by

Γ
(n)
d

ω
(n)
0

=
4

5

√
1

N2λ2

(
1 +

3

8
λ2

)
. (26)

In order for the phase coherent mode to physically survive, it follows from the

above equation that the necessary condition is:

Γ
(n)
d < ω

(n)
0 ,

which in turn implies

Nλ >
4

5
, for N > Nc . (27)

Note that the term
√

(1 + (3/8)λ2) in Eq. (26) is nearly equal to 1, since our

starting model itself is strongly XY-anisotropic i.e., λ is very small.

The condition in Eq. (27) signifies that there must be a critical system size

Nc = N2
c for a given value of λ for the stability of the n 1-vortex state. As before,

we take λ ≈ 10−4 and in this case, the threshold system size comes out to be of the

order of 8000× 8000. Taking a typical value of 3Å for the lattice spacing as before,

the length scale of the system becomes of the order of 10−4 cm, which again is in

the mesoscopic regime.

Experimental studies of spin dynamics would be quite helpful in verifying our

prediction regarding threshold size.

4. Conclusions and Discussions

Our analysis firmly establishes that the interaction between collective excitations

originating from a strongly anisotropic quantum Heisenberg ferromagnet on two-

dimensional lattices, can lead to the formation of topological excitations of vortex

or anti-vortex type (in a flattened meron configuration) which are localized ob-

jects. These collective excitations could be single magnon as well as multi-magnon

composites.

We find that in the situation of an infinitely dilute limit of vortex density,

the corresponding 1-vortex state is quantum mechanically stable when the system

size exceeds a threshold value, keeping the magnon modes well defined. Similar

conclusion holds also for the case with finite density of vortices. The only difference

in contrast to the dilute limit case is that, for finite density the threshold size

is much larger. It is expected that the above features would remain intact even

quantitatively for anti-vortices as well.

Regarding the collective modes referred above, it may be remarked that these

modes become fragile at any finite temperature. This is because the ferromagnetic
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Curie temperature Tc identically vanishes on pure two-dimensional lattices. There-

fore, magnon-like collective excitations become fragile at any finite temperature,

in analogy with three-dimensional ferromagnets.45–48,61–63 For layered systems, the

interlayer coupling i.e., the exchange interaction between the spins of two nearby

layers make Tc nonvanishing. With a very small interlayer coupling, however, Tc still

remains quite low and above this transition temperature, the collective excitations

again become fragile.45–48,61–63

It is now a well-established fact that in the paramagnetic phase of the Heisen-

berg model on three-dimensional spatial lattices, the damped propagating modes

exist.45–48 The temporal dependence of the spin–spin correlation function in this

paramagnetic phase is diffusive in nature with an oscillatory component present

sometimes. This is manifested through the occurrence of the central peak for dy-

namical structure function (in the constant q scan).45–48 It should be emphasized

that this central peak is fundamentally different from the central peak that we had

talked about in relation to the mobile BKT vortices. The primary reason for the

truly diffusive or damped propagating behavior of the dynamical structure func-

tion is due to the temporal evolution of the spin–spin correlation function, which is

governed by various higher order correlation functions with nontrivial temperature

and q (wave vector) dependence.45–48

As we stated before, in the case of XY-anisotropic Heisenberg models on two-

dimensional spatial lattices, the Curie temperature Tc = 0; whereas the BKT tran-

sition temperature (TBKT) is finite. Besides, in the paramagnetic phase above TBKT,

the vortices (and anti-vortices) move freely and contribute to the dynamical struc-

ture function. This provides one of the important mechanisms behind the occur-

rence of central peak in the dynamical structure function.19–24 According to our

picture, the static vortices (anti-vortices) below TBKT are formed from the compos-

ite magnon modes which are expected to exist in this temperature regime in a highly

fragile manner. Since all the damped propagating composite multi-magnons and the

single magnon modes superpose in a complicated manner to form the vortices as

shown in this paper, the dynamics of mobile vortices gets very complicated in the

regime T > TBKT. Our investigation reveals that such a nontrivial combination of

all the damped propagating modes gives rise to localized vortex-like topological ex-

citations. The temporal behavior of the dynamical spin–spin correlation is further

expected to be governed by the various nonlinear processes entering through the

higher order correlation functions, bearing the effects of the fragile multi-magnon

composites as well.

Apart from forming vortices, some modes are expected to stay intact with their

original damped nature. Their dynamics is again either diffusive or damped prop-

agating and can provide a substantial contribution to the central peak both below

and above TBKT.

Of course, detailed investigations are needed to look into how the diffusive dy-

namics of the highly damped and fragile multi-magnon composites and the single

magnons contribute to the dynamical structure function corresponding to the two-
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dimensional XY-anisotropic Heisenberg spin systems in the temperature regime

below and above TBKT.

It is however worthwhile to mention that although our investigations pertain

to strongly XY-anisotropic case, the material systems of interest to experimen-

talists mostly belong to weakly XY-anisotropic category.8–11 In these experimen-

tal systems, the topological excitations are of truly meronic/anti-meronic type

rather than “flattened meron/anti-meron” configurations we have dealt with in our

calculations.

Last but not least, the method of construction of the quantum state representing

a charge 1 vortex/anti-vortex has subsequently been extended to the higher charged

vortices/anti-vortices. We find that the quantum state representing any vortex/anti-

vortex can be regarded as generated from the interactions between the various

magnon modes and magnon composites.64
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Appendix A

In this paper, we are considering only the two-dimensional systems and in a very

small temperature regime above zero temperature and the entire soup of magnon-

like fragile modes and the composite magnon modes are expected to be found.45–48

In this appendix, magnon states and the interactions between the magnon modes

will be reviewed briefly to develop notations for our convenience.

A.1. One-magnon states

When a spin deviation is introduced on a particular site of the lattice it does not

remain localized on that site. It rather propagates through the lattice due to the

exchange interaction between the nearest neighbor spins and thereby constitutes

the “spin wave”.52–56,65 The basic unit of the quantized spin waves is the magnons.

The normalized quantum state of one spin deviation is defined as

|ij〉 =
1√
2S~

S+
ij |0〉 . (A.1)

There are N (= N2) such orthogonal and normalized states containing one spin

deviation each corresponding to all choices of the lattice points. For spin 1/2 sys-

tems, assuming the translational invariance and the periodic boundary condition,

the one-magnon state is defined as

|k〉 =
∑

i,j

eik·Rij

√
N

S+
ij |0〉 =

∑

i,j

(f i,j
k )∗S+

ij |0〉 , (A.2)
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where k is the Bloch wave vector restricted in the first Brillouin zone, describing

the propagation of the magnon, Rij is the position vector of ijth lattice site on the

square lattice and f ij
k = (e−ik·Rij/

√
N ). The one-magnon states defined above are

normalized to unity, i.e., 〈k|k′〉 = δkk′ and |k〉 forms a complete set of orthonormal

states. The |k〉 states are the exact eigenstates of the Hamiltonian H corresponding

to Eq. (1) with the eigenvalue ε0 + ~ω(k).

The one-magnon excitation energy ~ω(k), above the ground state, is given by

ω(k) = 2~J(λ− γk) , (A.3)

where γk = (1/4)
∑

δ e
ik·δ and δ is a vector connecting a typical site to its nearest

neighbors. The one spin deviation states can be obtained from Eq. (A.2) by the

inverse transformation.52–56,65

In the long range ordered phase below the transition temperature (Tc or TN),

as the number of magnon increases with the increasing temperature they are more

prone to interact with each other and therefore, the composite magnon modes

are very natural to occur.54,55 This happens when the spatial lattice is three-

dimensional. In the following, we shall restate the well-known definitions of com-

posite magnon states.52–56,65

A.2. Two-magnon states

The two-magnon states can be defined in a similar manner as the one-magnon

state [see Eq. (A.2)] as follows:

|k,k′〉 =
∑

i,j;p,q

ei(k·Rij+k′·Rpq)

(
√

N )2
S+

ijS
+
pq|0〉 =

∑

i,j;p,q

(f i,j
k )∗(fp,q

k′ )∗S+
ijS

+
pq|0〉 . (A.4)

The two spin deviation states |ij, pq〉 are related to |k,k′〉 in the following way:

S+
ijS

+
pq|0〉 =

∑

k,k′
f i,j
k fp,q

k′ |k,k′〉 . (A.5)

These two-magnon states are approximately orthonormal with an error of no

more than O(1/N) which can be seen from the form of the scalar product, viz,

〈k,k′|λ,λ′〉 = ~4δλ+λ′,k+k′(δλ,k + δλ′,k′ − (2/N )). The very choice of the form of

the two-magnon state [Eq. (A.4)] leads to what are called Dyson’s “kinematical”

and “dynamical” interactions.52–56,65

A.3. Higher magnon states

Using the analogous scheme, the three-magnon composite states are defined as

|k1,k2,k3〉 =
∑

i,j;p,q;r,s

(f i,j
k1

)∗(fp,q
k2

)∗(f r,s
k3

)∗S+
ijS

+
pqS

+
rs|0〉 . (A.6)

The three-spin deviations state, S+
ijS

+
pqS

+
rs|0〉 is defined as the inverse transforma-

tion of the three-magnon which is similar to the definition of the two spin deviations

in Eq. (A.5).66–68
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The quantum state of four-magnon composites can be defined analogously as

|k1,k2,k3,k4〉 =
∑

i,j;p,q
r,s;l,m

(f i,j
k1

)∗(fp,q
k2

)∗(f r,s
k3

)∗(f l,m
k4

)∗S+
ijS

+
pqS

+
rsS

+
lm|0〉 (A.7)

and four-spin deviations state S+
ijS

+
pqS

+
rsS

+
lm|0〉 is defined as the inverse transforma-

tion of the four-magnon composite states. The simultaneous spin deviations on the

direct lattice are governed by the nearest neighbor interaction between the spins.

The set of two-magnon states defined in (A.4) has the scalar product

〈k,k′|λ,λ′〉 = ~4δλ+λ′,k+k′(δλ,k + δ′
λ,k′ − (2/N)) and therefore, two distinct state

vectors are not orthogonal in general. These two-magnon states are approximately

orthonormal with an error of no more than O(1/N ).54,55,65 The effect of the Hamil-

tonian H operating on |k,k′〉 is given by

H|k,k′〉 = [ε0 + ~ω(k) + ~ω(k′)]|k,k′〉 + 2λJ~2
∑

i,j;δ

f ij
k+k′(1 − λeik′·δ)[ij, ij + δ〉

= [ε0 + ~ω(k) + ~ω(k′)]|k,k′〉

+
2J~2

N
∑

k̃,k̃′;δ

δk+k′,k̃+k̃′e
ik′·δ(1 − λeik′·δ)|k̃, k̃′〉 , (A.8)

where f ij
k = (e−ik·Rij/N ) as in (A.2). The above equation can be rewritten in a

convenient form

H|k,k′〉 = [ε0 + ~ω(k) + ~ω(k′)]|k,k′〉 +
1

N


∑

k̃,k̃′

g2M (k,k′; k̃, k̃′)|k̃, k̃′〉


 , (A.9)

where g2M = 2J~2
∑

δ δk+k′,k̃+k̃′e−ik̃′·δ(1 − λeik′·δ) and δ is a vector con-

necting a typical lattice site to its nearest neighbors. The last term in

Eq. (A.9) represents the deviation of the two-magnon state |k,k′〉 from being an

eigenstate of the Hamiltonian H. The two-magnon energy ε2M (k, k′) is defined as

ε2M (k, k′) = 〈k,k′|H|k̃,k′〉/〈k,k′|k,k′〉 and is given by

ε2M (k,k′) = ε0 + ~ω(k) + ~ω(k′) +
1

N δε2M (k,k′) , (A.10)

within an error of O(1/N ),54,55,64 where the quantity δε2M (k,k
′
) is given by

δε2M (k,k′) = 2J~2
∑

k̃,k̃′;δ

δk+k′,k̃+k̃′ , e
−ik̃′·δ(1 − λeik′·δ)

〈k,k′|k̃, k̃′〉
〈k,k′|k.k′〉 . (A.11)

The very choice of the form of the two-magnon state [Eq. (A.4)] leads to what

are called Dyson’s “kinematical” and “dynamical” interactions.52–55 The term

δε2M (k,k′) is in general a complex quantity whose real part represents the interac-

tion energy between two one-magnons. The imaginary part is related to the inverse

scattering lifetime of a given one-magnon (k) in the presence of a finite, but low,
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density of other excitations.54,55,65 Calculation of the complex binary interaction

term δε2M (k,k′) is not necessary for our present purpose.

A straightforward generalization of (A.9) for the three-magnon states is given

by

H|k1,k2,k3〉 = [ε0 + ~ω(k1) + ~ω(k2) + ~ω(k3)]|k1,k2,k3〉

+
1

N


 ∑

k̃1,k̃2,k̃3

g3M (k1,k2,k3; k̃1, k̃2, k̃3)|k̃1, k̃2, k̃3〉


 .

(A.12)

Energy corresponding to the three-magnon states is given by

ε3M (k1,k2,k3) = ε0 + ~ω(k1) + ~ω(k2) + ~ω(k3) +
1

N δε3M (k1,k2,k3) ,

(A.13)

within an error of O(1/N ). The term δε3M (k1,k2,k3) is in general complex and

represents three-magnon interactions corresponding to three simultaneous spin de-

viations on the direct lattice.

The effect of the Hamiltonian H operating on the four-magnon states [given by

(A.7)] is

H|k1,k2,k3,k4〉
= [ε0 + ~ω(k1) + ~ω(k2) + ~ω(k3) + ~ω(k4)]|k1,k2,k3,k4〉

+
1

N


 ∑

k̃1,k̃2,k̃3,k̃4

g4M (k1,k2,k3,k4; k̃1, k̃2, k̃3, k̃4)|k̃1, k̃2, k̃3, k̃4〉


 . (A.14)

Similarly, the energy corresponding to the four-magnon states are given within an

error of O(1/N ) as

ε4M (k1,k2,k3,k4)

= ε0 + ~ω(k1) + ~ω(k2) + ~ω(k3) + ~ω(k4) +
1

N δε4M |k1,k2,k3,k4〉 .
(A.15)

Here, the quantity δε4M (k1, k2, k3, k4) represents four-magnon interactions cor-

responding to four simultaneous spin deviations on the direct lattice.

Appendix B

Operating the Hamiltonian H [Eq. (1)] on the quantum state corresponding to

charge 1 vortex [as given in Eq. (9)] and using Eqs. (4), (A.3), (A.9), (A.12) and

(A.14) we find

H|1V 〉 = (ε0 + 2λJ~2)|1V 〉 + |φresi〉 , (B.1)
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where the state |φresi〉 [corresponding to Eqs. (11) as well as (B.1)] is given by

|φresi〉 = A


 ∑

k1,k2,k3,k4

f i,j
k1
f i+1,j
k2

f i+1,j+1
k3

f i,j+1
k4

×



2J~2(3λ− γ(k1) − γ(k2) − γ(k3) − γ(k4))|k1,k2,k3,k4〉

+
1

N
∑

k̃1,k̃2,k̃3,k̃4

g4M (k1,k2,k3,k4; k̃1, k̃2, k̃3, k̃4)|k̃1, k̃2, k̃3, k̃4〉








+


 ∑

k1,k2,k3

(B1f
i,j
k1
f i+1,j
k2

f i+1,j+1
k3

+B2f
i,j+1
k1

f i+1,j
k2

f i+1,j+1
k3

+B3f
i,j
k1
f i,j+1
k2

f i+1,j+1
k3

+B4f
i,j
k1
f i,j+1
k2

f i+1,j
k3

)

×



2J~2(2λ− γ(k1) − γ(k2) − γ(k3))|k1,k2,k3〉

+
1

N
∑

k̃1,k̃2,k̃3

g3M (k1,k2,k3; k̃1, k̃2, k̃3)|k̃1, k̃2, k̃3〉








+


∑

k1,k2

(C1f
i,j
k1
f i+1,j
k2

+ C2f
i,j+1
k2

f i+1,j+1
k3

+ C3f
i+1,j+1
k3

f i,j+1
k4

+C4f
i,j
k1
f i,1+j
k4

+ C5f
i+1,j
k2

f i,j+1
k4

+ C6f
i,j
k1
f i+1,j+1
k3

)

×



2J~2(λ− γ(k1) − γ(k2))|k1,k2〉

+
1

N
∑

k̃1,k̃2

g2M (k1,k2; k̃1, k̃2)|k̃1, k̃2〉








+

[∑

k1

(D1f
i,j
k1

+D2f
i+1,j
k1

+D3f
i+1,j+1
k1

+D4f
i,j+1
k1

)[−γ(k1)]|k1〉
]

+ (−E)2λJ~2|0〉 . (B.2)

The significance of the above residual state |φresi〉 has been explained in Sec. 2.1. In

Eq. (B.1), the first term on the right-hand side corresponds to nonlinear superposi-

tion of four-magnon composites where the term g4M (k1,k2,k3,k4; k̃1, k̃2, k̃3, k̃4),

being in general a complex function, represents the interactions between the four-
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magnon modes. Similarly, the second and third terms correspond to the nonlin-

ear superposition of three-magnon and two-magnon composites, respectively. The

terms g3M (k1,k2,k3; k̃1, k̃2, k̃3) and g2M (k1,k2; k̃1, k̃2) represent the interactions

between three-magnon modes (identified by the subscript “3M”) and two-magnon

modes (identified by the subscript “2M”), respectively which are in general com-

plex functions. The exact expression for g2M (k1, k2; k̃1, k̃2) has been given in

Appendix A [see Eq. (A.9)]. The fourth term in the Eq. (B.1) represents the con-

tribution from the linear superposition of all the one-magnon modes to the residual

state |φresi〉 and the last term gives the ground state contribution. Hence, altogether

the residual states |φresi〉 and |ψresi〉 ≡ |φresi〉 − λJ~2|1V 〉 [see Eq. (13)] are aris-

ing from the inter-multi-magnonic correlations as stated in Sec. 2.1. The quantum

state |ψi
resi〉 corresponding to Eq. (22) is obtained by replacing N by 16 in the above

equation and then using the relation |ψi
resi〉 ≡ |φi

resi〉 − λJ~2|Ci〉 (see Sec. 2.2).
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Semi-phenomenological analysis of neutron scattering results for quasi-two
dimensional quantum anti-ferromagnet

Subhajit Sarkar,1, ∗ Ranjan Chaudhury,1, † and Samir K. Paul1, ‡

1S. N. Bose National Centre For Basic Sciences,
Block - JD, Sector - III, Salt Lake, Kolkata - 700098, India

(Dated: June 15, 2016)

The available results from the inelastic neutron scattering experiment performed on the quasi-two
dimensional spin 1

2
anti-ferromagnetic material La2CuO4 have been analysed theoretically. The for-

malism of ours is based on a semi-classical like treatment involving a model of an ideal gas of mobile
vortices and anti-vortices built on the background of the Néel state, using the bipartite classical spin
configuration corresponding to an XY- anisotropic Heisenberg anti-ferromagnet on a square lattice.
The results for the integrated intensities for our spin 1

2
model corresponding to different tempera-

tures, show occurrence of vigorous unphysical oscillations, when convoluted with a realistic spectral
window function. These results indicate failure of the conventional semi-classical theoretical model
of ideal vortex/anti-vortex gas arising in the Berezinskii-Kosterlitz-Thouless theory for the low spin
magnetic systems. A full fledged quantum mechanical formalism and calculations seem crucial for
the understanding of topological excitations in such low spin systems. Furthermore, a severe dis-
agreement is found to occur at finite values of energy transfer between the integrated intensities
obtained theoretically from the conventional formalism and those obtained experimentally. This
further suggests strongly that the full quantum treatment should also incorporate the interaction
between the fragile-magnons and the topological excitations. This is quite plausible in view of the
recent work establishing such a process in XXZ quantum ferromagnet on 2D lattice. The high spin
XXZ quasi-two dimensional antiferromagnet like MnPS3 however follows the conventional theory
quite well.
Keywords: Spin dynamics, Topological spin excitations, Berezinskii-Kosterlitz-Thouless transition,
Spin 1/2 easy plane Anti-ferromagnet.

Highlights:

• Inadequacies in the conventional meron gas phenomenology in explaining the spin dynamics
corresponding to layered low-spin anti-ferromagnets.

• Requirement of a full fledged quantum mechanical formalism for the understanding of spin
dynamics induced by both topological and conventional excitations.

• Necessity of a proper understanding of the interaction between the conventional and
topological excitations at the quantum level.

I. INTRODUCTION

Spin dynamics in low dimensional magnetic systems
have generated a significant research interest during the
last three decades[1–31]. Different types of one and quasi-
one dimensional as well as two and quasi-two dimensional
systems have been studied both experimentally and the-
oretically to probe and understand the spin dynamics
arising from the conventional spin wave excitations and
their mutual interactions, as well as from vortex/meron
and soliton like topological excitations [15–17, 19, 20, 27].
In many of these systems the topological excitations of
soliton and vortex/meron type occur naturally as they
are thermodynamically feasible.

Motivated by the distinct possibilities of applica-
tions towards building of magnetic devices, the quasi-two
dimensional systems have attracted a renewed research

∗ subhajit@bose.res.in
† ranjan@bose.res.in
‡ smr@bose.res.in

interest in recent times. Magnetic vortices present in
these systems, have proved to be potential candidates for
switching devices [32–35]. Direct experimental evidences
of such vortices have been verified by both the Magnetic
Force Microscopy (MFM) and the spin-polarized Scan-
ning Tunnelling Microscopy (STM) [36, 37].

The spin dynamics in many of the above magnetic
systems has been investigated experimentally using the
Inelastic Neutron Scattering (INS) and the Nuclear Mag-
netic Resonance (NMR) techniques. These include quasi-
one dimensional systems such as CsNiF3, layered sys-
tems such as K2CuF4, Rb2CrCl4, LiCrO2, magnetically
intercalated graphites, layered ruthenates, layered man-
ganites and the high-TC cuprates [16–18, 20–29, 31]. In
the INS experiments performed on several of above ma-
terials, the existence of a prominent “central peak” (at
~ω = 0) has been confirmed in the plot for the dynami-
cal structure function S(q, ω) vs. neutron energy transfer
‘~ω’ in the constant ‘q’ scan [21, 22]. These findings fur-
ther serve as the motivation behind the huge variety of
experiments performed on the layered magnetic systems.
Moreover, the advancement of numerical and computa-
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tional techniques also contributed to the understanding
of the possible role of both the spin waves and the topo-
logical excitations in emergence of the central peak.

Kosterlitz and Thouless, and Berezniskii indepen-
dently introduced the concept of vortex and anti-vortex
like topological spin excitations in the two dimensional
classical magnetic (spin) systems [38–40]. According to
their ideas, there exists a non-conventional topological
phase transition (known as Berezinskii- Kosterlitz- Thou-
less or BKT transition) characterized by the crossover be-
tween binding to unbinding phases of vortex- anti-vortex
pairs at a transition temperature TBKT . Below this tem-
perature all the vortices and anti-vortices are in a bound
state and above this temperature some of them start
moving freely. Further analytical and numerical stud-
ies and suitable extension of these approaches led to the
proposal for the existence of topological vortices and anti-
vortices in pure XY model and merons and anti-merons
in XY- anisotropic Heisenberg model, for both ferro-
magnetic and anti-ferromagnetic types, on two- dimen-
sional lattices [41–46]. Furthermore, approximate ana-
lytical calculations and Monte Carlo-Molecular Dynam-
ics (MCMD) simulations have strongly suggested that
the freely moving topological excitations in the regime
T > TBKT , contribute non-trivially to the spin-spin cor-
relation and give rise to the “central peak”, as mentioned
above [41–44]. The occurrence of such a “central peak”
in quasi-two dimensional magnetic systems is now unan-
imously believed to be the signature for the dynamics of
mobile topological excitations in a layer.

In spite of a lot of studies on the anisotropic Heisen-
berg model on two dimensional lattices the contributions
of vortices/anti-vortices to the dynamics of the model,
especially the detailed quantitative features of the DSFs
are still not completely understood.

In the context of two-dimensional magnetism, the
undoped (anti-ferromagnetic and non-superconducting)
phases of the high Tc cuprate systems are believed to
be excellent examples of two dimensional XY anisotropic
Heisenberg Hamiltonian in an appropriate temperature
regime. One member of this class of systems is La2CuO4,
on which extensive INS experiments have been per-
formed [30, 31]. This is a truly spin-1/2 layered anti-
ferromagnet. The intra-layer integrated intensity corre-
sponding to the results of INS experiment performed on
La2CuO4, exhibits a central peak when plotted against
the neutron energy transfer ~ω (or frequency ‘ω’).

It has been shown that the results of vortex gas
phenomenology and numerical simulations lead to an
anomaly in the case of layered anti-ferromagnetic sys-
tems having very low spin values (S=1/2) [47]. Strik-
ingly enough, the value of TBKT obtained from Renor-
malization group analysis and numerical simulations is
four (4) times the value of TBKT calculated from the
classical expression obtained by Kosterlitz and Thouless
[47]. Furthermore, in our previous work we have already
established that for quasi-two dimensional ferromagnetic
systems having low spin values (S= 1/2) the conventional

semi-classical like treatment involving the ideal gas of
unbound vortices/merons and anti-vortices/anti-merons
corresponding to high temperature regime T > TBKT ,
shows large inconsistency with the experimental situation
and exhibits unphysical behaviour [48]. In this case the
theoretical dynamical structure function (DSF) turns out
to be negative for a wide range of energy transfers! How-
ever the range, over which the theoretical DSF remains
positive, increases when the value of the spin is increased
[48]. These facts motivate us to investigate and test in de-
tail the applicability of the semi-classical-like treatment
mentioned above to the INS results corresponding to real
anti-ferromagnetic systems with S=1/2. For this exercise
we select La2CuO4 as the reference system [30, 31].

It is worthwhile to mention that the BKT transi-
tion can also be identified at the transition tempera-
ture TBKT where the spin-stiffness jumps discontinuously
from a universal value below TBKT to zero above TBKT
[49]. Moreover, in anti-ferromagnetic model possessing
Ising like anisotropy (in the z-direction) on two dimen-
sional lattices, with external field being applied in the z-
direction, such a discontinuous jump has been observed
[50]. However, the discontinuous jump in this case may
have its origin different from the vortex-anti-vortex un-
binding mechanism since it is well known that the BKT
transition in magnetic systems can only occur when the
anisotropy is XY like [41–44].

The plan of the paper is as follows:- in section II we
describe the formulation of our semi-classical like treat-
ment; in section III we discuss our calculations and re-
sults and finally in section IV the conclusions and discus-
sions of our present investigation are presented.

II. MATHEMATICAL FORMULATION

The dynamics of mobile topological excitations in an
anti-ferromagnetic system on a two-dimensional square
lattice have been analysed both analytically and numeri-
cally [41–45]. The analytical studies have been performed
by assuming a classical ideal gas of vortices/merons
where the vortices/merons obey Maxwell’s velocity dis-
tribution. The model system is described the XY-
anisotropic Heisenberg (XXZ) Hamiltonian, viz.,

H = −J
∑

〈ij,pq〉
(SxijS

x
pq + SyijS

y
pq + λSzijS

z
pq), (1)

where 〈ij, pq〉 label the nearest neighbour sites on
a two-dimensional square lattice and J(< 0) is the
anti-ferromagnetic exchange coupling. Here λ is the
anisotropy parameter whose pure XY and isotropic
Heisenberg limit correspond to λ = 0 and 1 respectively.

The structures of the vortices/merons have been ob-
tained by solving the classical equations of motion corre-
sponding to the Hamiltonian given by eqn. (1). In deriv-
ing the classical equations of motion the spins have been
considered to be classical objects (classical spin fields
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S(r, t)) as a function of position coordinates and time,
which are defined on the entire lattice. At even or odd

lattice sites these spin fields become identical to the fol-
lowing bi-partite spin configurations:

Sevenij = +S[sin(Θij + θij) cos(Φij + φij), sin(Θij + θij) sin(Φij + φij), cos(Θij + θij))],

Soddij = −S[sin(Θij − θij) cos(Φij − φij), sin(Θij − θij) sin(Φij − φij), cos(Θij − θij))], (2)

where ‘even’ and ‘odd’ signifies the two different sub-
lattices [51]. The static spin configuration corresponding
to the merons are described by the capital angles Θ(r)
(polar) and Φ(r) (azimuthal), and the time dependent
small angles θ(r, t) and φ(r, t) describes the correspond-
ing deviations from the static structure due to the motion
of the merons and the spin dynamics above BKT transi-
tion temperature [44, 45]. The expression of the vortex
core radius is given by [44, 45]

rv =
a

2

√
λ

1− λ. (3)

From the above considerations the in-plane dynam-
ical structure function (in-plane DSF) Sxx(q, ω) is given
by,

Sxx(q, ω) =
S(S + 1)

2π

γ3ξ2

(ω2 + γ2[1 + (ξq∗)2])2
, (4)

with γ =
√
πū

2ξ , where q∗ = (q0−q); q0 = (π/a, π/a) and

in our case S = 1
2 . The above expression for the in-plane

dynamical structure function is a squared Lorentzian ex-
hibiting a central peak at ω = 0 in ‘ω’-space for constant
q- scan and exhibiting a central peak at the zone bound-
ary of the first Brillouin Zone (BZ) in the ‘q’ space for
constant ω-scan [44, 45]. In the above expression ū is
the root mean square (rms) velocity of the vortices and
is given by,

ū =
√
bπ
JS(S + 1)a2

~
(

√
nfv ) τ−1/4, (5)

where nfv ∼ (2ξ)−2 is the density of free vortices at T >

TBKT [41]. Here ξ = ξ0e
b/
√
τ is the intra-layer two-spin

correlation length due to the presence of vortices, where
ξ0 is of the order of lattice spacing ‘a’; τ = ( T

TBKT
−

1) is the reduced temperature and b is a dimensionless
parameter whose numerical value is generally around 1.5
[22, 47] . The quantity Sxx(q, ω) is sensitive to the in-
plane structure of the vortices/merons [44, 45].

Again the effective analytical expression for the out-
of-plane dynamical structure function (out-of-plane DSF)
Szz(q, ω) in the limit of very small ‘q’ is given by [44, 45]

Szz(q, ω) =
nfv ū

32(1 + λ)2J2
√
πq3

exp[−(
ω

ūq
)2]. (6)

The above form of the out-of-plane dynamical structure
function is a Gaussian, exhibiting again a central peak

at ω = 0, when plotted in the constant q-scan. The
function Szz(q, ω) is sensitive to the out-of-plane shape
of the vortices/merons [44, 45].

In the case of layered systems, in a suitable regime
in the parameter space comprising of temperature and
wave vector where these systems behave effectively as
two-dimensional systems, the integrated intensity corre-
sponding to a typical inelastic neutron scattering exper-
iment is given by

I(ω) =

∫ ∑

α

Sαα(q2D, ω)dqx dqy, (7)

where the quantity Sαα(q2D, ω) represents the intra-
layer in-plane spin dynamical structure function when
α = x and y and the intra-layer out-of-plane spin dy-
namical structure function when α = z [15, 52, 53].

The approach in our present work is quite similar to
that adopted earlier in the case of ferromagnetic systems
[48]. In order to compare theory with experiment the dy-
namical structure function, obtained from the model un-
der consideration, is multiplied with the resolution func-
tion R(t) (in time domain) or convoluted with R̃(ω−ω′)
(in the frequency domain), as has been done in the case
of ferromagnetic system [48, 52, 54]. Hence, the compo-
nents of the convoluted integrated intensity comes out to
be,

Iααconv(ω) =

∫
dqx dqy

∫
dω′R̃(ω − ω′)Sαα(q2D, ω

′). (8)

The resolution function has to be chosen in such a way
that minimum ripples occur at the end points of the res-
olution width. The different parameters of the resolu-
tion function can be obtained from the resolution half
width or the full width at the half maximum (FWHM)
which are quoted in the experiments. Since X and Y
components of the spins are symmetric i.e., Sxx(q, ω) =
Syy(q, ω) the total intensity comes out to be,

I(ω) = 2Ixx(ω) + Izz(ω). (9)

Furthermore, keeping in mind the low spin situa-
tion the quantum mechanical detailed balance condition
is incorporated in our formalism [55]. Then semi-classical
estimate for I(ω), denoted by ISC(ω) is recovered by the
relation,

ISC(ω) =
2

1 + exp(−~ωkBT
)
I(ω), (10)
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where the factor 2
1+exp( −~ω

kBT )
is the detailed balance factor

and is called the Windsor factor [56, 57]. The superscript
‘SC’ stands for the term semi-classical.

As has been pointed out in the case of ferromagnetic
systems, this approach of ours is truly ‘semi-classical-like’
in the sense that the expression for the rms vortex veloc-
ity ‘ū’, as given in eqn. (4), contains ‘~’ and in addition
the quantum mechanical detailed balance condition has
been incorporated through the Windsor factor[48].

It is worthwhile to mention that the above formu-
lation based on dilute vortex/meron gas phenomenol-
ogy hold for unbound anti-vortices/anti-merons too on
the basis of the assumption that the vortices/merons
and anti-vortices/anti-merons do not interact with each
other.

III. CALCULATIONS AND RESULTS

In this work the formalism of Section II is applied to an
anti-ferromagnetic material La2CuO4 on which inelastic
neutron scattering experiments (INS) involving polarized
neutron beam have been performed [30, 31]. The ma-
terial is an XY-anisotropic quasi-two-dimensional spin
1/2 quantum Heisenberg anti-ferromagnet. The mag-
netic lattice structure of it is composed of stacking of
two-dimensional square lattices [30, 31]. The spin Hamil-
tonian relevant to the above material is given by,

H = (−J
∑

<i,j>

Si · Sj + JA
∑

<i,j>

Szi S
z
j )

︸ ︷︷ ︸
intra-layer part

− J ′
∑

<i,k>

Si · Sk
︸ ︷︷ ︸

inter-layer part

(11)
where < i, j > represents the intra-layer nearest neigh-
bour interaction and < i, k > represents the inter-layer
nearest neighbour interaction. In the above Hamiltonian,
J is the isotropic part and JA is anisotropic part of the
intra-layer exchange coupling and, J ′ is the inter-layer
exchange coupling. The ordering temperature i.e., the
Néel temperature for the quasi-two dimensional system
(La2CuO4) is given by TN = 240 K. The intra-layer part
of the above Hamiltonian (11) can be simplified, by ex-
pressing (J−JA) as λJ , to obtain the model Hamiltonian
(1), where λ is the anisotropy parameter. The relevant
physical parameters corresponding to La2CuO4 are given
in the TABLE I [58].

Parameter Magnitude
J (intra-layer) ∼ 1345 K
JA (intra-layer) ∼ 0.269 K
J ′ (inter-layer) ∼ 0.04 K
anisotropy parameter (λ) 0.9998

lattice parameter(a) 5.39 Å
Néel temperature (TN ) 240 K

TABLE I. Relevant parameters for La2CuO4

Next we try to determine the temperature range over
which the material La2CuO4 behaves effectively as a two-
dimensional material. From the neutron scattering data
for quasi-two-dimensional spin 1/2 XY-anisotropic fer-
romagnet K2CuF4, it was found that in a temperature
regime T1 ≤ T ≤ T2, where the lower (T1) and the upper
(T2) limits are defined by the following relations,

ξ(T1) =

√
|J |
|J ′|

ξ(T2) =

√
|J |
|JA|

(12)

the system behaves as a 2D XY-like anisotropic system
[21, 22]. Assuming that the above phenomenological ar-
gument holds for the layered anti-ferromagnetic systems

FIG. 1. Fitting of the experimentally obtained inverse correla-
tion length with the corresponding theoretical expression (see
eqn. (13)). Solid line corresponds to the theoretical expres-
sion. BKT transition temperature is TBKT = 270K.

as well, we determine the above two temperature limits
as T1 ≈ 260K and T2 ≈ 360K for La2CuO4. Within
this temperature regime the Hamiltonian (11) can ef-
fectively be represented by the Hamiltonian (1). It is
worthwhile to point out that since in the above temper-
ature regime the system is effectively a two-dimensional
one, long range anti-ferromagnetic ordering is absent in
this regime [59]. Further, within the above mentioned
temperature range the BKT inspired ideal vortex/meron-
gas phenomenology is valid and we can therefore use the
theoretical expression for the inverse correlation length
(expressed in r.l.u),

κ(T ) =
1

π
e−b/

√
τ (13)

as predicted by Kosterlitz and Thouless, to fit the exper-
imentally obtained inverse correlation length [38]. This
gives the value of the BKT transition temperature as
TBKT ≈ 270K for La2CuO4 (see FIG. 1). In this work
we shall make use of the above value of TBKT to calculate
the convoluted in-plane integrated intensity, Ixxconv(ω) and
the convoluted out-of-plane integrated intensity Izzconv(ω),
by making use of eqns. (4) to (6), and then eqns. (7) and
(8).
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We now study the convoluted in-plane integrated in-
tensities Ixxconv(ω) at different temperatures. The expres-
sion for the Ixxconv(ω) is given by eqn. (8) with α = x,
where the in-plane DSF, Sxx(q2D, ω) is given by eqn.
(4). In the experimental investigations on La2CuO4, to
find the neutron intensity as a function of momentum
transfer ‘~q’ the scans in the ‘q’-space have been per-
formed about the zone boundary of the first BZ within
the range, −0.1 ≤ q∗ ≤ 0.1, expressed in r.l.u [30, 31]. In
calculating Ixxconv(ω) using eqn. (13) we have also made
use of the above mentioned regime only. The resolu-
tion function has been chosen in the form of the Tukey
window to convolute the in-plane DSF. This is one of
the most commonly used spectral smoothing functions
in the field of spectral analysis [60, 61]. The experi-
mental resolution width is 1.4 meV at the full width at
half maximum (FWHM) as specified in the experiment
[30, 31]. We compute Ixxconv(ω) for four different tem-
peratures, viz., 290 K, 320 K, 350 K and 375 K. The

FIG. 2. The plot of convoluted (with Tukey window func-
tion) in-plane integrated intensity Ixxconv(ω)|SC at four dif-
ferent temperatures, viz., 290 K, 320 K, 350 K and 375
K. The rms velocities at these temperatures are ū =
0.00365 a

tnat
, 0.0836 a

tnat
, 0.085 a

tnat
, 0.2323 a

tnat
respectively.

semi-classical convoluted in-plane integrated intensities
denoted by, Ixxconv(ω)|SC are plotted as functions of energy
transfers in FIG. 2, where eqns. (9) and (10) have been
used. The figures clearly exhibit that Ixxconv(ω)|SC oscil-
lates vigorously after convoluting with the Tukey func-
tion, although the ‘central peak’ still persists. This is
quite contrary to what we experienced in the case of fer-
romagnet [48].

To avoid such oscillations we later tried perform-
ing the above calculations using a modified version of
the Tukey function (see eqns. (A4) and (A5) in the Ap-
pendix). The integrated intensity (at 290 K) correspond-
ing to this new window function is also plotted in FIG 3
along with the same corresponding to the use of Tukey
function. From this figure it is clearly visible that the

unwanted oscillations diminish considerably when we use
the modified Tukey function. More interestingly, FIG. 4

FIG. 3. The plot of convoluted in-plane integrated intensity
Ixxconv(ω)|SC at 290 K. The red solid line corresponds to the
Ixxconv(ω)|SC obtained by using the Tukey window function (see
(A4)). The black solid line corresponds to the Ixxconv(ω)|SC

obtained by using the modified Tukey window function (see
(A5)).

indicates that at even higher temperature, viz., at around
375 K (≈ 1.388TBKT ) both the Tukey function and the
modified Tukey function lead to very similar results. The
oscillations are totally absent in the theoretical plot of
Ixxconv(ω)|SC vs. energy transfers corresponding to both
the resolution functions. It is worthwhile to mention that
the corresponding temperature T=375 K (> T2) falls
just outside the range T1 ≤ T ≤ T2 within which the
BKT phenomenology remains valid. However, the use
of such a modified Tukey function may wipe out some
of the genuine and intrinsic fluctuations present in the
anti-ferromagnetic systems in two dimensions. Hence,
we make use of the Tukey function only for our purpose
because it is very frequently used in the field of spectral
analysis.

We further notice a slight shift in the position of
the central peak. This is due to the inclusion of detailed
balance condition. The important point here is that the
shift is well within the resolution width 1.4 meV at the
FWHM, and hence the peak is truly a central peak situ-
ated at ~ω = 0.

Exactly the same results hold for Iyyconv(ω)|SC which
is obvious from the symmetry argument. The normal-
ization factor required for the quantitative comparison
between the theoretical and the experimental results is
estimated from the neutron count corresponding to the
experimental results for La2CuO4.

We now evaluate the out-of-plane integrated inten-
sity Izzconv(ω)|SC for the same set of temperatures as have
been considered earlier for the evaluation of Ixxconv(ω)|SC
(see FIG 5). The expression for the Ixxconv(ω) is given
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FIG. 4. The plot of convoluted in-plane integrated intensity
Ixxconv(ω)|SC at 375 K. The red solid line corresponds to the
Ixxconv(ω)|SC obtained by using the Tukey window function (see
(A4)). The black solid line corresponds to the Ixxconv(ω)|SC

obtained by using the modified Tukey window function (see
(A5)).

by, eqn. (8) with α = z, where the out-of-plane DSF,
Szz(q2D, ω) is given by eqn. (6). In this case we find

FIG. 5. The plot of convoluted out-of-plane integrated inten-
sity Izzconv(ω)|SC at four different temperatures, viz., 290 K,
320 K, 350 K and 375 K. The rms velocities at these tempera-
tures are ū = 0.00365 a

tnat
, 0.0836 a

tnat
, 0.085 a

tnat
, 0.2323 a

tnat

respectively. The order of magnitude of the Izzconv(ω)|SC at the
above mentioned four different temperatures are 10−13, 10−10,
10−8 and 10−7 respectively.

that the out-of-plane integrated intensity oscillates only
at lower temperatures near T = TBKT . It is worth re-
calling here that the magnitude of the out-of-plane in-
tegrated intensity is proportional to the density nfv and
the rms velocity ū of the free vortices/merons. Since

both density nfv and the rms velocity ū increases with
increasing temperature the out-of-plane part of the spin-
spin correlation (see eqns. (6) and (8)) acquire domi-
nance (considerable magnitude) only at higher tempera-
tures much above TBKT .

Furthermore, the absolute magnitude of the inte-
grated intensity Ixxconv(ω)|SC is higher (almost 107 times
for the highest temperature considered here) than that of
Izzconv(ω)|SC at temperatures above TBKT . This is so be-
cause, Izzconv(ω)|SC is proportional to nfv and it increases
with the increasing value of the rms velocity ū. The
typical energy scales involved in the dynamics of mobile
vortices/merons corresponding to the anti-ferromagnetic
system La2CuO4 are such that nfv is very small (com-
pared to the case of ferromagnet where the free vortex
number density turns out to be appreciable [48]). For
the present case of La2CuO4 at T = 350K, the numeri-
cal value for the density of free vortices comes out to be
nfv = 1.36 × 10−4 a−2 and the same for the rms veloc-
ity comes out to be ū = 9163m/ sec = 0.085 a

tnat
, where

tnat = 2~√
3J

(≈ 5×10−15 sec) is the natural time scale for

the system. In contrast, in the case of ferromagnetic sys-
tem K2CuF4 the value of the density of free vortices was
found to be nfv = 1.009× 10−3 a−2 and that for the rms
velocity was found to be ū = 87.07m/ sec = 0.1352 a

tnat

at T = 6.75K, where tnat = 6.4×10−13 sec is the natural
time scale [48].

Interestingly enough, the unbound merons/vortices
above TBKT move much faster (with a rms velocity of
9163 m/ sec at 350 K) than a typical Copper (Cu) atom
whose rms velocity (generally considered to be the ther-
mal velocity) is around 370.6 m/ sec at 350 K.

The integrated intensities computed above corre-
spond to the contributions only from the mobile vor-
tices/merons. The experimental data whereas, contain
contributions from both the mobile vortices/merons and
fragile “spin wave like” modes. This spin wave like modes
are damped and largely decaying above the Néel temper-
ature. The extraction of the mobile vortex contribution
from the experimental data is crucial for a more accu-
rate comparison between the theoretical results and the
experimental data and to do this one has to subtract
the contributions from the above mentioned fragile “spin
wave like” modes from the experimental data. It is worth
recalling that in the case of ferromagnetic system, the
fragile mode contributions have been subtracted by as-
suming the fragile mode contributions above Tc to be the
same as the usual spin wave contributions below Tc. This
assumption is however valid if and only if the tempera-
ture under consideration is in the near vicinity of the
Curie temperature (Tc) of the system [48].

In the present case corresponding to the anti-
ferromagnetic system La2CuO4, the situation is some-
what different from the case of ferromagnetic systems in
the sense that the temperatures dealt with are far above
the Néel temperature TN . Hence the above mentioned
procedure, which was followed for the ferromagnetic sys-
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tems to subtract the fragile mode contributions, is not
valid.

Moreover at any finite temperature above TBKT , it is
to be kept in mind that not all vortices/merons are freely
moving and that bound vortex-anti-vortex pair density
remains finite. Hence, one has to estimate further the
contribution from these bound vortex-anti-vortex pairs
at different temperatures and subtract them from the
experimental data. To estimate the bound vortex contri-
bution we have tried to apply the same methodology that
has been outlined and used earlier for the ferromagnetic
system [48]. However, unlike the case of ferromagnet
in this case the methodology leads to an unphysical be-
haviour viz., the vanishing of the out-of-plane DSF (see
eqn. (6)) in the limit ū → 0. Hence the estimation of
the bound vortex contribution has not been carried out
here.

The above calculations for the components of inte-
grated intensities enable us to estimate theoretically the
total integrated intensity using (9). In FIGs. 6 and

FIG. 6. The plot of convoluted total integrated intensity
Iconv(ω)|SC at 290 K. The red solid line corresponds to the
Iconv(ω)|SC obtained theoretically by using the Tukey window
function (see (A4)). The dots are the experimental data.

7 the total intensity Iconv(ω)|SC has been compared to
the experimental data at two different temperatures, viz.,
290K and 350K respectively. The contributions from the
fragile “spin-wave-like” modes can not be filtered out
for the reasons stated earlier. It is clear from FIG. 6
that the total intensity Iconv(ω)|SC also oscillates vigor-
ously at both the temperatures, when convoluted with
the Tukey function. Besides, the theoretical results show
negative values for Iconv(ω)|SC with both the resolution
functions! Moreover, the magnitude of the total intensity
Iconv(ω)|SC , obtained theoretically at finite energy trans-
fers, is very far from the corresponding values obtained
in the experiment.

The inclusion of quantum mechanical detailed bal-
ance factor in our semi-classical like treatment has again
caused a shift in the position of the central peak of the in-

FIG. 7. The plot of convoluted total integrated intensity
Iconv(ω)|SC at 350 K. The red solid line corresponds to the
Iconv(ω)|SC obtained theoretically by using the Tukey window
function (see eqn. (A4)). The dots are the experimental data.

tegrated total intensity at both the temperatures. How-
ever, this shift is well within the resolution width and
therefore it is a genuine central peak at zero energy trans-
fer.

It is worthwhile to mention that all the above results
based on dilute vortex/meron gas phenomenology hold
for unbound anti-vortices/anti-merons too.

Let us further calculate the zeroth moment of
the semi-classical dynamical structure function (DSF)
SconvSC (q, ω) (or simply the moment) using the following
formula [15],

∫

firstB.Z.

(
a

2π
)2 d2q

∫ ∞

−∞
dω SSCconv(q, ω) = S(S + 1),

or

∫
dω ISCconv(ω) = S(S + 1)

, (14)

where ISCconv(ω) is given by equation (10) and in obtain-
ing the same the integration over the wave vector space
in equation (8) is performed over the first Brillouin zone
(B.Z.) with contributions from both vortices and anti-
vortices being summed; S is the value of the spin corre-
sponding to the system under consideration and in our
case it is S = 1/2. The above equation signifies that if
the spin dynamics is entirely captured by the DSF, the
value of the zeroth moment must be S(S + 1).
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T T
TBKT

moment in the

unit of S(S + 1) *
290 K 1.074 0.0400
320 K 1.185 0.2412
350 K 1.296 0.3583
375 K 1.388 0.3770

TABLE II. The zeroth moment of the semi-classical dynamical
structure function corresponding to the dynamics of mobile
vortices and anti-vortices(* corresponding to the use of Tukey
function.)

The values of the moment of the semi-classical convo-
luted DSF corresponding to the use of Tukey function at
four different temperatures are tabulated in TABLE II.
At 290K i.e. around 1.074TBKT , the combined dynamics
of mobile vortices and anti-vortices capture only about
4% of the entire spin dynamics of the system. However,
at higher temperatures around 1.296TBKT , the combined
dynamics of mobile vortices and anti-vortices capture
more than 35% of the entire spin dynamics of the system .
This happens because at lower temperatures near TBKT ,
the number of freely mobile vortices and anti-vortices
are not large enough to capture the whole spin dynam-
ics and the presence of fragile or damped spin waves (or
single magnons and multi-magnon like modes) makes im-
portant enough contribution to the spin dynamics. At
higher temperatures however, more topological excita-
tions become free and drive a large portion of the spin
dynamics of the system. At this point, it is worth men-
tioning that for quantum ferromagnetic systems on two
dimensional square lattice it has been shown that the for-
mation of topological excitations of vortex/ meron types
from the fragile magnons and multi-magnon composites
is quite plausible [62]. Moreover, some of the collective
modes (i.e. magnon and multi-magnon modes) are ex-
pected to stay intact with their damped nature and thus
can provide a significant contribution to the spin dynam-
ics. In analogy with the three dimensional systems where
above the Curie temperature (Tc) the magnon-like collec-
tive excitations become fragile and damped, for pure two
dimensional systems (where Tc = 0) the collective excita-
tions become fragile at any finite temperature [56, 62–67].
This process is expected to be operative too in the anti-
ferromagnetic systems on pure two-dimensional lattices.

To summarize, we find vigorous oscillations in the
convoluted in-plane integrated intensity when the Tukey
window is used. These oscillations vanish only at higher
temperatures which are outside the regime of validity of
the BKT phenomenology. The use of a modified or re-
fined Tukey function substantially removes the unwanted
oscillations in the convoluted in-plane integrated inten-
sity Ixxconv(ω)|SC . Strikingly enough, at T = 350 K (1.296
TBKT ), we still find negative values of Ixxconv(ω)|SC even
using the modified Tukey window function. However,
outside the temperature regime where the BKT phe-
nomenology is valid, computations with both the window
functions give very similar results for Ixxconv(ω)|SC . The

possible explanation for this is that at higher temper-
atures the quantum effects are less prominent even for
S = 1

2 anti-ferromagnet. Therefore, the modified Tukey
window may actually be suppressing quantum fluctua-
tion as well quite efficiently. The out-of-plane integrated
intensities Izzconv(ω)|SC (computed at different tempera-
tures) are found to be sensitive to the choice of window
function only at temperatures which are not very far from
TBKT (around 1.074 TBKT ). Furthermore, it contributes
negligibly to the total integrated intensity Iconv(ω)|SC
and hence the nature of the convoluted total integrated
intensities at different temperatures turns out to be quite
similar to that of the convoluted in-plane integrated in-
tensities. However, the detailed quantitative compari-
son between the theoretical results and the experimental
results corresponding to the total integrated intensities
Iconv(ω)|SC reveals that even though our “semi-classical
like” theory is able to predict the occurrence of the cen-
tral peak, the magnitudes of the Iconv(ω)|SC for finite
values of energy transfer, obtained from theoretical anal-
ysis, differ by a huge factor from the corresponding exper-
imental values. Moreover, apart from the spin dynamics
induced by the mobile topological excitations, the frag-
ile magnons and multi-magnon modes are quite likely to
make important contribution towards this dynamics.

IV. CONCLUSIONS AND DISCUSSIONS

It is a well known fundamental fact that the spin-
dynamical structure function (DSF) and hence the
integrated intensity corresponding to all real magnetic
systems must be positive definite [15, 52, 53]. Our
detailed calculations and analysis however, brings
out an important fact that for quasi-two dimensional
low-spin anti-ferromagnetic systems, the semi-classical
treatment of ideal gas of mobile vortices/merons (anti-
vortices/anti-merons) leads to negative values of total
integrated intensities even in the low energy regime,
when convoluted with commonly used resolution func-
tions. Similar results were obtained for S = 1/2 layered
ferromagnets [48]. Such a behaviour is purely unphys-
ical. These facts highlight the inapplicability of the
semi-classical vortex/meron gas phenomenology to the
quasi-two dimensional (or rather layered) low-spin anti-
ferromagnetic systems very strongly and necessitates the
demand for a full quantum treatment of the problem.
Let us further point out that the value of ~ω at which
the onset of such unphysical behaviour occurs depends
on the value of the spin (S). It has been shown in the
case of ferromagnetic systems that the regime over which
this unphysical behaviour persists, shrinks as the value
of S increases [48]. Similar behaviour is expected in the
anti-ferromagnetic systems also. This may be verified
from the studies on the compounds based on Gd and Mn.

To the best of our knowledge there are no mate-
rials based on Gd3+ (spin 7

2 ) which can be modelled
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by 2D XXZ Hamiltonian (XY anisotropic Heisenberg
Hamiltonian). However, some high spin magnetic sys-
tems such as Rb2MnF4, Cs2MnCl4, both being spin 5

2
compound, turn out to be a layered Heisenberg AFM
with Ising like anisotropy [68]. In this case the BKT sce-
nario does not hold. On the other hand applicability of
the Berezinskii-Kosterlitz-Thouless scenario on triangu-
lar chromium-lattice AFM with S = 3/2 has been in-
vestigated only via electron spin resonance (ESR) tech-
nique [69]. In this regard it is worthwhile to mention
that the spin dynamics in a Mn2+ based spin 5

2 Hon-
eycomb lattice anti-ferromagnetic material MnPS3 has
been investigated via INS experiment [70]. The critical
properties of this material have been reported to be well
described by 2D XXZ Hamiltonian (anisotropy param-
eter being equal to 0.998) only in the low q∗ regime.
We have performed an initial study towards the calcula-
tion of DSF for MnPS3 using our model and this reveals
that the semi-classical BKT phenomenology is produc-
ing a much better agreement with the experimental data
corresponding to this material at 85 K [71]. The agree-
ment is only in terms of peak position and the range of
energy transfer over which we get acceptable (positive)
values of DSF. This range encompasses a considerable
portion of the range of experimental interest. Regardless
of this, the possibility of meron dynamics in this material
can not be adequately described with the available INS
data. To be very specific, the available INS data is at
85 K whereas, the critical dynamics is completely con-
fined within the plane (and therefore, corresponding to a
perfect 2D system) only above 105 K [70]. Furthermore,
in this material TN > TBKT and therefore, above TBKT
and below TN well defined magnon modes persist which
is in contrast to the case corresponding to La2CuO4.

Presently it seems that there is a scarcity of INS
data in search for the spin dynamics induced by topolog-
ical excitations corresponding to XY anisotropic (easy
plane anisotropic, i.e., XXZ type) layered Heisenberg
anti-ferromagnetic materials having higher values of spin.
More INS experiments on this type of materials (in a
suitable temperature range) would be quite interesting
in view of the fact that it would serve as a good testing
ground for the applicability of such a conventional semi-
classical theory of spin dynamics induced by topological
excitations.

It is also very important to emphasize the fact that
in our calculational analysis the structure of the classical
vortex/meron has been built in the background of the
Néel state (see (2) of section II). Since the Néel state is
not an exact ground state for the two-dimensional quan-
tum anti-ferromagnetic spin systems, such a choice fur-
ther adds to the reasons for the above mentioned unphys-
ical behaviour.

Keeping aside the occurrences of unphysical nega-
tive values of the integrated intensities obtained from the
conventional semi-classical-like theory, the results agree
with those from the experiment quite well in terms of
the existence of the central peak. However, this peak is

a genuine one only in the sense that it occurs well within
the experimental resolution width.

Moreover, quantitative disagreement, at the finite
values of energy transfer, between the magnitudes of the
theoretically calculated integrated intensities and those
obtained experimentally strongly indicates that forma-
tion of the topological excitations from fragile collective
modes and interactions between them can play a very
crucial role in the spin dynamics. The values of the mo-
ment at different temperatures further strongly suggest
the same. Therefore, the interplay between the frag-
ile single magnons or multi-magnon composites and the
topological excitation is very crucial for the proper un-
derstanding of the dynamics induced by free movement
of the latter in the quasi-two-dimensional low-spin anti-
ferromagnetic systems. This further takes care of the
fragile magnon contributions to the total integrated in-
tensities as well which has not been filtered out from
the experimental data (for the reasons stated earlier in
the section III). In addition, the severe inadequacy of
the semi-classical treatment in the case of quantum anti-
ferromagnet may also contribute to such quantitative dis-
agreement for the integrated intensities.

Our investigations presented in this communication
establish the fact that a complete quantum treatment
is essential to describe the detailed features of the dy-
namics of mobile topological excitations corresponding
to the quasi-two-dimensional low-spin anti-ferromagnetic
systems, by taking into consideration the vortex/meron-
fragile magnon interactions as well. This further brings
out the possibility of a characterization of different lay-
ered materials into two classes, viz., conventional BKT-
like and quantum corrected BKT-like. Moreover, since
the Néel state is not an exact ground state for the two-
dimensional quantum spin systems, the construction of
the quantum vortices/merons in the complete quantum
treatment has to be supplemented with proper choice of
the ground state too. However, calculation of the dynam-
ical structure function in a completely quantum mechan-
ical framework is highly non-trivial. Earlier attempts
towards this goal could not explain the occurrence of the
“central peak” in the DSF obtained in the INS exper-
iment performed on several quasi-two-dimensional ma-
terials [31, 72–74]. Quite recently a theoretical frame-
work had been developed based on the spin coherent
state path integral formalism to describe the topolog-
ical properties of static vortices and anti-vortices [75–
80]. An extension of this framework to the case of mo-
bile spin vortices/merons (and anti-vortices/anti-merons)
is crucial for quantum mechanical calculations of the
DSF and the integrated intensity as well. Insights from
Quantum Monte Carlo calculations may be quite use-
ful in this endeavour [81]. This would be taken up
in future. More importantly the short range 2D anti-
ferromagnetic spin-spin correlation persists even in the
superconducting phase of the underdoped cuprates. This
has been investigated and verified via INS experiments
[82]. Moreover it has been shown very recently that the
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spin fluctuations in the AFM quantum critical region of
the Fe based superconductors and some heavy fermion
compounds can be modelled by dissipative quantum XY
model and hence, the static and dynamics of topological
excitations are the key factors for 2D spin-spin correla-
tions [84, 85]. Therefore, this investigation of the dy-
namics of the BKT vortices/merons may also contribute
substantially to the microscopic understanding of lightly
doped anti-ferromagnetic cuprates and the above men-
tioned other systems as well [47, 83–85].
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Appendix A: The Tukey and the modified Tukey
function

The most general form for the Tukey function is given
by,

R(t) =





1

2
[1 + cos(

π

1− α
2t

tm
+

π

1− α − π)], for
−tm

2
≤ t < −tm

2
α

1, for
−tm

2
α ≤ t ≤ tm

2
α

1

2
[1 + cos(

π

1− α
2t

tm
− π

1− α + π)], for
tm
2
α < t ≤ tm

2

0, otherwise,

(A1)

where α is called the tapering parameter [60, 61].
The Tukey function we have used in this communi-

cation is corresponding to α = 0. In this case the above
general expression takes the form, The Tukey function is
given by,

R(t) =





1

2
[1 + cos(

2πt

tm
)], for |t| ≤ tm

2

0, otherwise,

(A2)

which is corresponding to zero tapering [60, 61]. The
Fourier transform of the above Tukey function (corre-
sponding to zero tapering) is given by,

R̃(ω) =
1

4π
sin(

ωtm
2

)(
2

ω
− 1

ω + 2π
tm

− 1

ω − 2π
tm

). (A3)

The full width at half maximum (FWHM) for the above

function is given by ∆
(T )
FWHM = 4π

tm
, expressed in the

units of energy, where the superscript T signifies the

Tukey function [63]. To find the value of tm the above

expression for ∆
(T )
FWHM is equated to the value of the

resolution width, 1.4 meV at FWHM, specified in the
experimental observations corresponding to La2CuO4.

The modified Tukey (MT) function we have used in
our analysis is corresponding to 50% tapering and it is
given by [60, 61],

R(t) =





1

2
[1− cos(4πt

tm
)], for

−tm
2
≤ t ≤ −tm

4

1, for
−tm

4
≤ t ≤ tm

4
1

2
[1− cos(4πt

tm
)], for

tm
4
≤ t ≤ tm

2

0, otherwise.

(A4)

Fourier transform of the above modified Tukey function
is given by,

R̃(ω) =
1

4π
[sin(

ωtm
2

) + sin(
ωtm

4
)](

2

ω
− 1

ω + 4π
tm

− 1

ω − 4π
tm

). (A5)
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The full width at half maximum corresponding to the

above function R̃(ω) can be found out to be ∆
(MT )
FWHM ≈

3.2π
tm

, expressed in the units of energy. In this case, to find

the value of tm we have equated ∆
(MT )
FWHM to the value of

the resolution width specified in the experiment.
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