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Chapter 1

Introduction

1.1 Equilibrium and nonequilibrium statistical

mechanics

Statistical mechanics is a branch of physics, which deals with the fundamental

problem of connecting macroscopic (thermodynamic) and microscopic properties

of matter, and started in the end of eighteenth century with the great works of

Maxwell, Boltzmann, Gibbs and Einstein. Though there has been great progress

made throughout the past decades in understanding equilibrium phenomena such

as phase transitions in various materials, understanding vast range of nonequilib-

rium phenomena, and bringing them under a universal thermodynamic framework,

still remain elusive. Let us first start by describing equilibrium thermodynamics,

which would help us to understand the difficulty in finding a thermodynamic de-

scription for nonequilibrium systems. Thermodynamics is a macroscopic descrip-

tion of matter and is essentially a phenomenological theory, derived from experi-

ments. It deals with measurable macroscopic quantities (observables), called ther-

modynamic variables, such as extensive variables energy, volume, particle-number

and corresponding intensive variables temperature, pressure, chemical potential,

respectively. A thermodynamic state of a system is specified by a set of thermo-

dynamic variables. A system is said to be in a steady state, or time-stationary

1
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state, when the thermodynamic variables of the system does not change with time.

A steady state can be equilibrium or non-equilibrium, depending on the energy

current, charge current or particle current, which may be flowing in the system.

If all possible currents are on average zero, the steady state is said to be an equi-

librium state; otherwise, the state is a non-equilibrium state one, where currents

are nonzero. To simply illustrate this point, let us consider a metal rod, whose

one end is kept in contact with boiling water and the other end with ice. Even-

tually, the system reaches a steady state where temperature of each point of the

rod will not change with time. However, the temperature measured at each point

of the rod would not be the same, resulting in a heat flow through the rod in the

steady state. Here the rod is said to be in a nonequilibrium steady state. Now,

if the boiling water and the ice are removed and the rod is kept in contact with

environment, each point of the rod eventually will reach the temperature of the

environment, and the system would be in equilibrium.

It is expected that the macroscopic or the large-scale properties of a system emerge

from the underlying interactions among microscopic constituents of the system.

Statistical mechanics constitutes a bridge between the macroscopic and micro-

scopic worlds. In order to make the description more precise, we need to formalize

the above discussions, leading to theory of thermodynamic ensembles. Throughout

the thesis, we consider only stochastic dynamics. Suppose a microscopic configura-

tion of a system is denoted by C, in the configuration space (specified by positions

of particles, say) or phase space (specified by both positions and momenta of par-

ticles). If probability of finding a system in a configuration C at time t is denoted

by P (C, t), the time evolution of P (C, t) is governed by master equation,

∂P (C, t)
∂t

=
∑
C′ 6=C

[
W (C ′ → C)P (C ′, t)−W (C → C ′)P (C, t)

]
, (1.1)

where W (C → C ′) is the transition rate from one configuration C to another

configuration C ′. At steady state, the probability of a configuration will no longer

depend on time i.e., P (C, t) will simply be P (C). And also the left hand side of

Eq. (1.1) will vanish at steady state. Moreover, at equilibrium, the probability
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that the system goes from one particular configuration C to another configuration

C ′ is same as the probability of going from C ′ to C), alternatively known as detailed

balance, is given by,

W (C ′ → C)P (C ′) = W (C → C ′)P (C). (1.2)

This definition of equilibrium is equivalent to the physical description of a thermo-

dynamic equilibrium given previously in this chapter, where it was stressed that

this is a state with no macroscopic currents of physical quantities (such as energy,

charge, and particles) present in the system. These physical macroscopic currents

are necessarily developed at the microscopic level by probability currents between

configurations. Further, from Eq. (1.3) we have,

P (C)
P (C ′)

=
W (C ′ → C)
W (C → C ′)

= exp[−β{E(C)− E(C ′)}], (1.3)

where, exp[−βE(C)] is the Boltzmann-Gibbs factor for probability distribution of

a equilibrium configuration C and E(C) is the energy function of the same config-

uration. However, there in no such a-priori known prescription for the probability

distribution of a nonequilibrium configuration; in other words, one has to solve

Eq. 1.1 to find the steady state, which is a formidable task for a system driven

out of equilibrium. So, the nonequilibrium systems are beyond the scope of the

familiar Boltzmann-Gibbs framework of statistical mechanics. Moreover, non-

equilibrium systems contain non-vanishing current, macroscopic energy/particle

current and/or probability current in the configuration-space, due to the presence

of an external force. The presence of nonzero currents in the configuration space

violates detailed balance and much of the intuitions developed from equilibrium

statistical mechanics do not work in out-of-equilibrium systems. That is why the

problem of characterization of driven many-particle systems has drawn much at-

tention in the past decades [1, 4]. The problem is however quite hard to tackle,

mainly due to the reasons mentioned above. In this thesis, we consider only sys-

tems having a nonequilibrium steady state, arguably the closest counterpart to

equilibrium state.
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1.2 Additivity in previous works

A simple characterization of the steady-state systems in general would certainly

be desirable and, to this end, several attempts have been made in the past [6–8].

Recently, a formulation based on equilibrium-like additivity property provides a

framework [9–11], which helps one to describe a broad class of nonequilibrium

systems, through characterizing fluctuations of a conserved quantity, e.g., mass or

particle-number [12–16]. Here we describe briefly the main features of additivity

in equilibrium systems.

A cornerstone of equilibrium statistical mechanics is an additivity property which

holds irrespective of the microscopic details of the system, provided that the inter-

actions are short ranged in nature. An additivity property states that, if we break

a system in large number of smaller subsystems such that the subsystem sizes are

much larger than the correlation length present in the system, then the free energy

(or, entropy of an isolated system) of the total system can be written as a sum

of the free energies of individual subsystems. For instance, consider a system of

total number of particles N is kept in contact with a bath of temperature T . Now,

we divide the system in two parts of size V1 and V2, having N1 and N2 number of

particles, respectively, with the total number of particles N = N1 +N2 is constant.

N1 and N2 are two fluctuating quantities as the subsystems can exchange particles

among them. According to additivity theory, if V1 and V2 are much larger than

the correlation length present in the system, the free energy of the original system

could be written as F (N) = F1(N1) + F2(N2) with the total particle number N

is conserved, where F1 and F2 are the free energies of the two subsystems. In

other words, as the subsystems are considered to be statistically independent of

each other, the joint particle number distribution of the subsystems can be written

approximately in product form given by,

P(N1, N2) ' 1

Z
e−βF1(N1)e−βF2(N2)δ(N1 +N2 −N), (1.4)
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where Z = exp(−βF ) is the partition sum. The most probable state in the long-

time limit could be found by minimization of total free energy F with respect to

N1 or N2, which leads to the equalization of two intensive quantities,

µ1 =
∂F

∂N1

=
∂F

∂N2

= µ2, (1.5)

where µ1 and µ2 are the chemical potentials of the two subsystems. A direct

consequence of additivity is a fluctuation-response relation (FR) which relates the

average number of particles in the subsystem 〈n〉 to response function due to

change in chemical potential µ, as,

dρ

dµ
= σ2

eq, (1.6)

where, scaled variance of number of particles σ2
eq = limV→∞[〈n2〉 − 〈n〉2]/V in a

subsystem of size V , and density ρ = 〈n〉/V . A free energy density f(ρ) can also

be obtained satisfying µ(ρ) = df/dρ such that Eq.(1.6) can be written as,

1

f ′′(ρ)
= σ2

eq(ρ). (1.7)

Here, we address the question, in the context of systems of self-propelled particles,

whether an equilibrium-like additivity property can be used to obtain large devia-

tion probability for particle-number in a subsystem, or alternatively coarse-grained

density fluctuations - the central object in statistical mechanics theory. The self-

propelled particles, which are driven by an internal chemical energy through some

propulsion mechanism, are inherently far from equilibrium system.

1.3 Active matters

Self-propelled particles (SPPs), also called active matters, are prevalent in nature

- in living systems, e.g., bacterial colony [22], fish school [23], flocks of birds [24],

insect swarm [25] as well as in nonliving systems, e.g., photoactivated or chemically
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powered colloids, thermophoretic Janus particles [26], etc. They have been realized

in experiments [27] and intensively studied through simulations and theories [28–

35, 37]; for reviews, see [38–40]. These particles propel themselves by converting

chemical energy to mechanical one, which is continually dissipated to the medium.

The steady flow of energy keeps the system out of equilibrium and a novel non-

equilibrium steady state (NESS) emerges. Such a non-equilibrium steady state

manifests itself by exhibiting rich collective phenomena, e.g., self-assemblies and

pattern formations, otherwise impossible in equilibrium. In the following, we try

to categorize the model systems of active matters studied in the literature in four

classes: Vicsek model, active nematics, run-and-tumble particles (RTPs), and

active Brownian particles (ABPs) and discuss the work done on these models,

which would provide some physical insights into their interesting properties.

1.3.1 Vicsek model

The first, and arguably the simplest, model of self-propelled particles was intro-

duced by Vicsek [71] et al. several decades ago. They proposed a system of N

polar point particles in a periodic square box. The model is defined as follows:

At any discrete time t, the system is specified by position ri(t) and self-propulsion

direction θi(t) of ith particle with i = 1, . . . , N . The particles follow their neigh-

bours by averaging the directions of motion of all neighbouring particles within

a circle of radius R. They also make some errors in direction when attempt to

follow their neighbour of amount ∆θi(t). ∆θi(t) is uniform and white noise with

〈∆θi(t)〉 = 0 and 〈∆θi(t)∆θj(t′)〉 = η δijδtt′ . The equations of motion for ri(t) and

θi(t) are given below.

θRi (t) = arctan

[
〈sin θj(t)〉Ri
〈cos θj(t)〉Ri

]
(1.8)

θi(t+ 1) = θRi (t) + ∆θi(t) (1.9)

ri(t+ 1) = ri(t) + v0[cos θi(t+ 1), sin θi(t+ 1)]∆t (1.10)
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where the average in Eq (1.8) is over all particles j satisfying |rj(t)−ri(t)| < R = 1,

v0 is the self propulsion speed and we set discrete time step ∆t = 1. At large den-

sity ρ and/or small η, the particles tend to move in the same spontaneously selected

direction indicating a phase transition. This phase transition is characterized by

determining the absolute value of the average normalized velocity of all particles

va =
1

Nv0

|
N∑
i=1

vi|.

va is the orientation order parameter for the ordered to disordered phase transition.

Clearly va will take value 1 when all the particles in the system are moving in the

same direction and it is zero when all the particles are oriented in completely

random direction.

Tonar and Tu [72, 73] proposed a set of hydrodynamic equations for Vicsek model.

Hydrodynamic model usually deals with large-scale properties of slow variables,

in other words, the slow spatio-temporal modes with large wave lengths and small

frequency, where the relaxation times of the modes are usually large i.e., the

modes for which characteristic frequency ω → 0 as wave vector q → 0. For

simple fluids, the slow variables, or hydrodynamic modes, are the density field

ρ of the conserved particle number, and the velocity field v (related momentum

density). Toner and Tu considered in their analysis a set of phenomenological

coarse-grained equations, which include terms on grounds of symmetry and can

be written as follows [61, 72, 73],

∂tv + λ(v.∇)v = (α− βv.v)v +D∇(∇.v)−∇P (ρ) + f , (1.11)

∂tρ+∇.(vρ) = 0, (1.12)

with α < 0 in the disordered homogeneous state and α > 0 in the ordered state.

If we ignore all gradient terms in Eq. (1.11), a phase transition will occur by tun-

ing α from the disordered phase v = 0 to an ordered phase with |〈v〉| =
√
α/β.

This nonequilibrium phase transition spontaneously breaks the rotational sym-

metry in d = 2, in contrast to equilibrium systems, which cannot spontaneously
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break a continuous symmetry in d = 2, according the Mermin-Wagner theorem.

The Nambu-Goldstone mode associated with this spontaneously broken rotational

symmetry can be shown to be related to the fluctuations of velocity δv⊥ trans-

verse to the mean ordering direction and is very slow to decay at small wave vec-

tor q. Here D is the diffusion constant which controls the elastic restoring forces

to distortions in the ordered phase. The random errors originally introduced in

the Vicsek model are accounted by the Gaussian white noise f with correlations

〈fi(r, t)fj(r′, t′)〉 = ∆δijδ
d(r − r′)δ(t − t′) where ∆ is a constant. The Navier-

Stokes-like advective term (with a factor λ) on the left hand side of Eq. (1.11)

essentially says that the distortions in v are advected by v because v is not only

an order parameter but also a velocity. P (ρ) is the pressure, which maintains the

local number density ρ(r) at its mean value ρ0. Eq. (1.12) is a continuity equation

corresponding to conservation of total number of particles. The nonequilibrium

character of the Toner-Tu model enters only through the advective λ term in Eq.

(1.11) and the current in Eq. (1.12). Here all the phenomenological coefficients

α, β, λ, D, ∆ are functions of ρ and |v|2.

To this end, one can linearize Eqs. (1.11) and (1.12) about a uniform ordered

state with |〈v〉| = vo, ρ = ρ0, and see how small disturbances δρ, δv ≡ (δv⊥, δv‖)

behave, where directions along and transverse to 〈v〉 are denoted by ⊥ and ‖.

δv⊥ is the Nambu-Goldstone mode associated with the spontaneous symmetry

breaking. Hence, when noise is included, the steady-state variance 〈|δv⊥q|2〉 of the

qth Fourier component should diverge at small wavenumber q as 〈|δv⊥q|2〉 ∼ 1/q2.

However, nonlinearities in Eqs. (1.11) and (1.12) are strongly relevant in d = 2

and lead to 〈|δv⊥q|2〉 diverging more slowly than 1/q2 thus preserving long-range

order [72, 73]. Now the linearized theory says that the perturbation in density and

velocity field are related by δρ ∼
√
ρ0/P ′(ρ0)δv⊥. Therefore, the variance 〈|δρ|2〉

of density deviation δρ should also diverge at small q. In real space, this implies

that the variance in the particle-number ∆N grows faster than N , which indicates

a giant particle-number fluctuations (GNFs), studied extensively in the literature

in the past decades.
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1.3.2 Active nematics

Another set of striking nonequilibrium properties have been explored by Ra-

maswamy et al. [58–61] in active nematics. They considered a collection of

head-tail symmetric, or apolar particles (confined on a solid surface) unlike the

polar boids in Vicsek model [71–73]. Here, individual particles can move by a

self-propulsion force, but due to their apolar nature, they can move in forward or

backward direction equally likely, resulting in a zero macroscopic velocity. These

systems form a state with spontaneous, uni-axial orientational order with a macro-

scopic axis n̂ with n̂→ −n̂ symmetry, called nematic or apolar order, in contrast

to the vectorial or polar order found in Vicsek model where n̂ and −n̂ are not

equivalent.

The drive or activity distinguishes such active nematics from the usual (equilib-

rium) case [62]. In particular, here, as in polar flocks, giant number fluctuations

(GNFs) has been predicted [58] in the ordered phase, based on the analysis of phe-

nomenological hydrodynamic equations, derived from symmetry arguments, even

though the order parameter here is not a velocity. The prediction says that the

number fluctuations in regions containing N particles on average have a standard

deviation ∆N ∝ N1/2+1/d with d the dimension of the space. They [58] also found

a long-time tail ∼ t−d/2 in the auto-correlation of the particle velocities in spite of

absence of a hydrodynamic velocity field.

First confirmation of the existence of the GNFs in active nematics, as predicted

by Ramaswamy et al. in a hydrodynamic theory, was done by Chate et al. [63]

in computer simulations of a microscopic model of active nematics. The model

they proposed was an apolar version of the two-dimensional Vicsek model (polar)

described in Sec. 1.3.1. Chate et al. consider N point particles, each having

an axis, rather than a unit vector, in a two-dimensional box of size L × L. The

particles move by a fixed distance v0∆t in a discrete time step ∆t. If θj is the

orientation of the axis of the jth particle, it can move along θj or θj +π with equal

probabilities. Each particle j aligns itself parallel to the mean of its neighbor’s
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axes by updating its orientation at every time step following the rule,

θt+∆t
j = Θ(Qt

j) + ηξtj, (1.13)

where, Θ(Qt
j) is the direction of the first eigenvector of the local tensorial traceless

order parameter

Qj =

 〈cos2 θk〉 − 1
2
〈cos θk sin θk〉

〈cos θk sin θk〉 〈sin2 θk〉 − 1
2

 . (1.14)

The averages in Eq. 1.14 are taken over all particles k within the interaction range

R = 1 > v0∆t, including the particle j. The second term in the RHS of Eq. (1.13)

is the additional noise term in the angle which is responsible to make the system

disorder where ξtj is a white noise ∈ [−π/2, π/2], η the noise strength. The scalar

order parameter i. e. twice the positive eigen value of Q is given by,

S =
√

(〈cos2 θ〉 − 1/2)2 + 〈cos θ sin θ〉2. (1.15)

Clearly, S = 1 for perfect nematic order (η → 0), and S = 0 for complete disorder

(η → 1). Beside presence of a quasi-long-range orientational order in the or-

dered state, Chate et al. found a disorder-to-order phase transition, similar to the

Kosterlitz-Thouless type [64] phase transition. Moreover, the standard deviation

∆N of the average number of particles N in a given subsystem, is proportional to

N and not
√
N as expected in equilibrium, in agreement with the prediction in

Ref. [58]. If we make v0 = 0, the nematic phase survives but with normal number

fluctuations (
√
N), because detailed balance now holds. Another numerical study

of a simple microscopic model of active nematics [60] identifies the connection be-

tween the GNFs in active nematics and the phenomenon of fluctuation-dominated

phase ordering [65].

Experiments.– Living melanocytes, the cells which distribute pigment in skin,

have been found to show [66] apolar, nematic order as concentration is increased.

This type of cells are head-tail symmetric and propel themselves in both way by
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rhythmic movement of the cell body as well as two long projections called den-

drites. This movement of dendrites and the cell body is also responsible for the

inter-cell interaction. Although this experiment can capture the nematic order at

higher density regime, but it does not look at the behavior of density fluctuations.

Narayan et al. [67, 68] performed a systematic study of density fluctuations in a

vertically agitated monolayer of head-tail symmetric copper-wire segments. They

confirmed the presence of GNFs in the nematic ordered state as predicted in Ref.

[58].

1.3.3 Run-and-tumble particles

A broad class of bacteria propel themselves by performing a series of straight-line

“runs” and random reorientation in their direction, called “tumbles”. Modelling

them as run and tumble particles (RTPs) is a big step in understanding active

matters. In Ref. [42], Tailleur and Cates introduced both interaction and noise in

RTPs to study the many body behavior in one dimension. The model is defined

as following. Suppose, the tumbles occur stochastically with rate α and the runs

take place at constant speed v. The master equations for a single RTP in one

dimension are given by,

Ṙ = −∂x(vRR)− αR + αL, (1.16)

L̇ = −∂x(vLL) + αR− αL, (1.17)

where R(x, t) and L(x, t) the probability of finding a single particle in right moving

state and left moving state, respectively, at position x and time t, vR and vL the

velocity rightward and leftward, respectively. When mean run speed v and tumble

rate α depend on the local density ρ, more specifically, v is a decreasing function or

mean tumble time τ ∼ 1/α is an increasing function of ρ, they exhibit self trapping,

also known as the motility induced phase separation (MIPS), which happens in the

absence of any attractive microscopic interaction, unlike a passive phase separation

which happens in the presence of an attractive interaction between particles.
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In two dimension, the similar master equation i.e., the evolution equation of

P(r, θ, t), the probability of finding a particle at position r and direction θ at

time t will be [40, 43, 53],

∂tP(r, θ, t) = −∇.[vu(θ)P(r, θ, t)]− αP(r, θ, t) +
α

2π

∫
dθ′P(r, θ′, t) (1.18)

with self-propulsion direction u(θ) = {cos θ, sin θ}.

Eq. (1.18) could be coarse grained by using a moment expansion to obtain a

Langevin equation for the density field ρ(r) ofN interacting RTPs. The interaction

is incorporated in the coarsed grained Langevin equation by considering the bulk

parameters as function of density field ρ(r). The density ρ(r) then obey the many-

body Langevin equation

ρ̇ = −∇.(V[ρ]ρ−D[ρ]∆ρ+ (2Dρ)1/2Λ) (1.19)

where bulk velocity V[ρ] = −v∆v/2α, bulk diffusivity D[ρ] = v2/2α, Λ is white

noise with 〈Λ(r, t)〉 = 0 and 〈Λi(r, t)Λj(r
′, t′)〉 = δijδ(r− r′)δ(t− t′).

1.3.4 Active Brownian particles

This model was first introduced by Fily and Marchetti in Ref. [31] where they

considered two dimensional disks of diameter a as active particles. Each particle

is self-propelled by a constant force. The particles are immersed in a medium and

confined in a two dimensional periodic square box. The only interaction between

active particles is soft repulsive interaction. There is no alignment interaction

between particles like in Vicsek model and transmission of torque between particles

is also excluded in the model. The particles are polar, i.e., the ith particle propels

itself in a direction defined by an axis ui = {cosφi, sinφi}. The system evolves

in time through the following over-damped Langevin equations [31, 34], for the
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positions {Ri(t)}

Ṙi = −βD0

∑
j 6=i

∇U(|Ri −Rj|) + v0ui +
√

2D0~η
T
i (1.20)

and for the orientations {φi(t)} of the velocity vectors

φ̇i =
√

2Drη
R
i , (1.21)

where β = 1/kBT inverse temperature, U(|Ri − Rj|) the soft repulsive interac-

tion potential between ith and jth particle, v0 self-propulsion speed, D0 and Dr

translational and rotational diffusion constant, respectively. The translational

noise ~ηT comes from the interaction of the active particles with the medium par-

ticles and the rotational noise ηR comes from the random selection of direction

by the particle itself. Both the η’s are Gaussian white noises with 〈ηi〉 = 0 and

〈ηi(t)ηj(t′)〉 = δijδ(t − t′). Fily and Marchetti in Ref. [31] chose the interaction

force Fi,j = ∇U(ri,j) ∝ (ri,j − 2a)r̂i,j if ri,j < 2a and Fi,j = 0 otherwise, with

ri,j = |Ri −Rj|. Choice of the interaction potential U(ri,j) varies from model to

model like U(ri,j) ∝ exp(−r2
i,j) (Gaussian), U(ri,j) ∝ (ri,j − 1)2 (harmonic) and

U(ri,j) ∝ exp(−ri,j)/ri,j (Yukawa) [33, 35]. The mostly used interaction potential

in this model is WCA potential U(ri,j) = 4ε[(a/ri,j)
12− (a/ri,j)

6] + ε if ri,j < 21/6a

and zero otherwise, ε = β−1, a diameter of the particles [36].

Several groups [31–35, 40, 43, 44, 48, 52, 53] have studied active Brownian particles

(ABPs) numerically and analytically in the last few years. All of them have

found a phase separation beyond a critical density and velocity with two phases, a

homogeneous fluid phase and a clustered phase, independent of the employed pair

potential. This system does not exhibit an orientational ordered state as observed

in active nematic or Vicsek model. As a signature of active system, giant number

fluctuation [∆N ∼ Nα, α > 0.5] is also reported [31] in the clustered state of

ABPs. But the most interesting result in ABPs is the dynamical instability i.e.,

the formation of cluster in high velocity and high density limit, in spite of repulsive

interaction of particles. The origin of this phenomena is following: particles collide
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and block each other when the density is high and form a small cluster. A particle

sitting at the boundary of the small cluster need to wait a time ∼ 1/Dr to come

out of the cluster by turning its axis outward. Now if propulsion speed is high

enough so that the collision time is much smaller than that waiting time, then

the particle at the periphery will be surrounded by many other particles before

leaving the cluster. Thus there would be a flux towards the denser region of the

system, resulting in a motility induced phase separation (MIPS).

To study ABPs analytically, Fily and Marchetti in Ref. [31] proposed a sets of

continuum phenomenological hydrodynamic equation for a density field ρ(r, t) and

a polarization density field p(r, t),

∂tρ = −∇.
[
v(ρ)p−D(ρ)∇ρ+ fd

]
, (1.22)

∂tp = −Drp−
1

2
∇ (vρ) +K∇2p + fp, (1.23)

where ρ(r, t) =
∑

i δ(r−Ri(t)) and p(r, t) = ρ(r, t)P(r, t) =
∑

i δ(r−Ri(t))ui(t)

are coarse-grained number and polarization densities, respectively, at position

r and time t with Ri(t) and ui(t) being position and velocity-direction of the

ith particle respectively, D(ρ) bulk diffusion constant, v(ρ) bulk velocity. fd

and fp Gaussian noises with zero mean and correlations 〈fdν(r, t)fdν′(r′, t′)〉 =

2∆dδνν′δ(r − r′)δ(t − t′) and 〈fpν(r, t)fpν′(r′, t′)〉 = 2∆pδνν′δ(r − r′)δ(t − t′), with

ν, ν ′ = 1, 2 denoting Cartesian components. The strengths of the noise terms are

not previously known and are characterized later (see section 2.4.2). Using these

two coupled nonlinear differential equation, they calculated the static structure

factor in the limit of zero thermal diffusion. Later, Bialke et al. derived Eqs.

(1.22) and (1.23) without the noise terms, starting from many body Smoluchowski

equation [35]. They calculated the mean force on a tagged particle due to the

surrounding particles to explore the effective evolution equation for that tagged

particle. This scheme leads to the well known BBGKY hierarchy of coupled equa-

tion where the higher order distribution functions depend explicitly on the lower

order distribution functions. By finding an approximate closure, they have finally

obtained two free parameters entering in the equation: the force coefficient ζ and



Chapter 1. 15

the passive long-time diffusion coefficient D. This force coefficient ζ is responsible

for the reduction of the effective swimming speed v = v0 − ρ0ζ, and hence the

origin of the self trapping, leading to a phase separation.

A crystallization in ABPs is found at sufficiently high density i.e., at clustered

state for both Yukawa [33] and WCA [34] interaction potential between particles.

This freezing, also known as “active solid” is different in nature from that in pas-

sive equilibrium crystallization. The structure of this dense phase is characterized

by static structure factor of the cluster which found to be a hexagonal lattice struc-

ture. The radial distribution function and the bond-orientational order parameter

also indicates the active solid a hexatic. The direction of the self-propulsion force

changes continuously due to the rotational diffusion which breaks the local force

balance, resulting in defect formation in the active solid.

In many respects, MIPS resembles the equilibrium phase separation familiar in

passive systems with attractive interaction potential. This apparent similarity has

motivated several groups [31, 40, 48, 69] to map a collection of active Brownian

particles (ABPs) onto a passive equilibrium system, interacting via an effective

attraction. One important attempt made by Speak et al. [48] by deriving an

effective, equilibrium-like Cahn-Hilliard equation on large length and time scale,

starting from a set of coarse grained time evolution equations of density field and

polarization field for ABPs. They also found an effective free energy without

“non integrable” terms, even in the presence of a true activity, by mapping the

ABPs onto a system of passive particles governed by attractive force. On the

other hand, Farage et al. [69] predicted an effective equilibrium potential directly

from bare repulsive interaction potential and self-propulsion speed by a systematic

theoretical approach, to explain the role of that effective attraction potential in

MIPSs.

An attempt has also made by Cates et al. [40, 43] to show the equivalence of

ABPs and RTPs. ABPs usually swim at a fixed speed v along a body-axis that

rotates by slow angular diffusion with a rotational diffusion constant Dr. On

the other hand, RTPs reorients themselves by a sudden and random change in
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the direction of their body-axis, with a tumbling rate α. By a phenomenological

hydrodynamic study, they claim that ABPs and RTPs could be mapped on each

other by Dr(d−1)↔ α, with d be the dimension. The kinetics of phase separation

for these model systems has also been studied intensively [34, 46, 70].

Recently, there is a surge of interest in search of a suitable statistical mechanics

framework which could describe macroscopic properties of the SPPs in terms of

an intensive thermodynamic variable, such as a chemical potential [40–45, 47–49],

pressure [50–55] or an effective temperature [56, 57]. Here we overview some of

these interesting works. In a recent study in Ref. [50], Brady et al. proposed the

concept of a swim pressure (somewhat analogous to a mechanical pressure) exerted

by active particles on a confining wall. They also provided an expression for the

swim pressure from standard mechanics argument, by showing two distinct parts

of it: An ‘ideal gas’ part and an ‘inter-particle collisional pressure’. In another

study in Ref. [53], Solon et al. derived an expression for a mechanical pressure

of active Brownian particles on a wall and found the pressure to be dependent on

the properties of the confining wall, unlike pressure in equilibrium systems where

mechanical and thermodynamic pressures are the same. Therefore, the authors

concluded that there is no equation of state for active Brownian particles. How-

ever, for torque-free (spherical shape) particles, they showed, both for interacting

and non-interacting active Brownian particles, there is an equation of state, i.e.,

the mechanical pressure is wall independent for torque-free particles. Moreover,

in a similar study in Ref. [52], Solon et al. evaluated this mechanical pressure

in a system of torque-free (spherical) active Brownian particles. There, the pres-

sure have three parts: An ‘ideal-gas-like pressure’ term, similar to perfect gas

equation of state; a ‘direct’ contribution that depends on the interaction between

the particles; an ‘indirect’ contribution, which depends on the coupling between

the self-propulsion forces and the particle interaction forces. This third term is

thought to be the most crucial one as it results from a collisional slowdown of par-

ticles, directly connecting to the MIPS, which is otherwise absent in the passive

systems.
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However, a complete framework still remains elusive. In this thesis, we propose

a general thermodynamic principle, called additivity, which could enable us to

unify fascinatingly broad-ranging phenomena in the systems of self-propelled par-

ticles under a unique nonequilibrium thermodynamic theory, directly connecting

microscopic fluctuations to the macroscopic properties in the system.

1.4 Macroscopic fluctuation theory

In Sec. 1.2, we discussed about the fluctuations in the stationary states in the large

size limit. We are now interested in the study of the dynamics of some conserved-

mass transport processes in the thermodynamic limit. We would like to introduce

a fluctuating hydrodynamics of coarse-grained variables (such as macroscopic mass

density ρ or current J) that will depend on space x and time τ . Since mass remains

conserved, therefore, the hydrodynamic equation must be written in the form of

a continuity equation,

∂τρ(x, τ) + ∂xJ(ρ(x, τ)) = 0. (1.24)

Since the process we consider here are of “gradient type” (i.e. local diffusive

current can be expressed as a gradient in local observables) [19] with respect to

their microscopic evolution, one would expect a non-linear hydrodynamics with

current J = JD + Jd. The first part JD = −D(ρ)∂xρ is the diffusive current and

the second part Jd = χ(ρ)F is the drift current due to a small slowly varying

biasing field F (x), with bulk diffusion coefficient D(ρ) and conductivity χ(ρ) be

two transport coefficients.

The hydrodynamic Eq. (1.24) along with the current J(ρ) = −D(ρ)∂xρ + χ(ρ)F

governs the time evolution of density field ρ(x, τ) deterministically. This deter-

ministic hydrodynamic equation tells that the probability to observe a given time

evolution, or, path history, of the hydrodynamic variables ρ and J tends to unity

in the thermodynamic limit if that time evolution, or, path history satisfies the

deterministic hydrodynamic equation and tends to zero otherwise. We are now
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interested in a refined result. We would like to evaluate the probability of rare

events, when the path history of the coarse-grained variables deviates from the

typical evolution governed by the deterministic macroscopic equation. These rare

events are shown with an exponentially weak probability in the system size V ,

giving rise to a large deviation principle. This approach is called the macroscopic

fluctuation theory (MFT) which we discuss here.

Most importantly, the macroscopic fluctuation theory (MFT), recently developed

by Bertini et al. [5, 7, 8], can describe the diffusive systems only through two

transport coefficients, the bulk diffusion coefficient D(ρ) and the conductivity χ(ρ)

which depend on the local mass density ρ. For stochastic systems that have an

equilibrium state as the time stationary state, Bartini et al. developed the follow-

ing approach to evaluate the large deviation probability of observing a macroscopic

current and density profile.

For stochastic systems having Markov property, it is in principle possible to bias

the system conditioned to its rare configuration [16, 20, 21]. In other words, the

non-stationary large deviation current and density of the original unbiased system

becomes the typical current and density for the biased one. To quantify the effect

of such a bias, they hypothesised that, the system satisfies a local detailed balance

condition, i.e., the biased transition rates from one configuration to other mimics

an equilibrium-like detailed balance criterion. For instance, we apply a small

constant biasing force field F = Fx̂ on a system which possess mass transport on

a lattice, and perform a linear-response analysis, with x̂ being a unit vector along

+ve x axis. The original mass transfer rates ci→j, from site i to j, changes to

biased rates cFi→j which are now effectively asymmetric due to the biasing force F,

cFi→j = ci→jΦ(∆eij). (1.25)

Φ(∆eij) is non-negative function of extra energy cost for transferring mass ∆mi→j

from site i to j in a particular direction with the mass displacement vector δxij =

(j − i)ax̂ and a being the lattice constant. Simply the quantity Φ(∆eij) can be
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written as,

Φ(∆eij) = ∆mi→j(F.δxij). (1.26)

We further consider the local detailed balance hypothesis, the function Φ to have a

form Φ(∆e) = exp(∆e/2) [8, 16]. For small force F , we expand Φ in O(F ),

Φ(∆eij) ' 1 + ∆eij

[
dΦ

d(∆e)

]
∆e=0

= 1 +
1

2
∆mi→j(F.δxij). (1.27)

Now, in presence of a weak bias F , the ‘typical’ current in biased system will have

the form given by

J(ρ) = −D(ρ)∂xρ+ χ(ρ)F. (1.28)

One can interpret the statement that the weak force F is conditioned to a fluctu-

ation of the original (unbiased) system, quantitatively, in the following way. For

the unbiased system, the typical current is JD = −D(ρ)∂xρ and the observed large

deviation current is J(ρ). However, this J(ρ) is also the typical current of condi-

tionally biased system which undergoes typical Gaussian fluctuation around this

J(ρ), according to the central limit theorem (CLT). Therefore, the joint probability

of large fluctuations of macroscopic density and current profiles {ρ(x, τ), J(x, τ)}

in the original (unbiased) system as well as that probability of the typical fluctu-

ations in the biased system is given by (according to CLT)

Prob.({ρ(x, τ), J(x, τ)}) ≈ exp

−V
4

∫
dτ

∫
dx

(
J(ρ) +D(ρ)∂xρ

)2

χ(ρ)

 (1.29)

with V the system size. One can obtain the density profile distribution by in-

tegrating out the current in Eq. (1.29) under the constraint of continuity [Eq.

(1.24)], and vice versa.

The joint probability distribution of space-time trajectories of density and current

in Eq. (1.29) can be alternatively interpreted in a form of stochastic differential
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equations (with multiplicative noise) as written below

∂τρ(x, τ) = −∂xJ(ρ(x, τ)),

J(ρ(x, τ)) = −D(ρ)∂xρ+
√
χ(ρ)η(x, τ),

 (1.30)

with ρ(x, τ) and J(ρ(x, τ)) are the macroscopic density and current, respectively,

of the original (unbiased) system. The quantity η(x, τ) is a coarse-grained noise

term - Gaussian, white but multiplicative in nature - in the macroscopic current

and is characterized by its zero mean and two-point correlation

〈η(x, τ)η(x′, τ ′)〉 =
2

V
δ(x− x′)δ(τ − τ ′). (1.31)

Starting from the stochastic microscopic dynamics, and using the Markov prop-

erties of the stochastic time evolution evolution, one can actually prove the fun-

damental equation Eq. (1.29) in macroscopic fluctuation theory [7, 8] in a broad

class of models. We can obtain the large deviation functional F [ρ(x)] of the den-

sity profile ρ(x, τ), F [ρ(x)] =
∫
dx[f(ρ(x)) − f(ρ0) − µ(ρ0)(ρ(x) − ρ0), with ρ0

being the global density, by integrating over the current variable J(x, τ) in Eq.

(1.30). This procedure leads to a Hamilton-Jacobi equation [8],

∫
dx

[
∂x

(
δF
δρ

)
χ(ρ)

(
δF
δρ

)
− δF
δρ
∂xJD(ρ)

]
= 0, (1.32)

the solution of which, along with appropriate boundary conditions, would provide

the large deviation function F [ρ(x)] [or alternatively a free energy function f(ρ)]

for density. On a periodic boundary, the above equation leads to an equilibrium-

like Einstein relation, f ′′(ρ) = D(ρ)/χ(ρ), as discussed below. To see this, one

needs to perform a partial integration of the second term in Eq. (1.32) to find

that Eq. (1.32) is satisfied by the same LDF F [ρ(x)], satisfying the following

conditions,

∂x

(
δF
δρ

)
= ∂x{f ′[ρ(x)]− f ′(ρ0)}, (1.33)

1

f ′′(ρ)
=

χ(ρ)

D(ρ)
, (1.34)
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with ρ0 be the global density of the homogeneous system, D(ρ) and χ(ρ) are two

transport coefficients - bulk diffusion coefficient and the conductivity, respectively.

Note that the minimization condition of the LDF F [ρ(x) = ρ0] = 0 and Eq. (1.33)

together provides an expression of the LDF, on a periodic boundary, as given below

F [ρ(x)] =

∫
dx[f(ρ)− f(ρ0)− f ′(ρ0)(ρ− ρ0)]. (1.35)

Also note that, a fluctuation response relation can be found as in Eq. (1.7) [see

Eq. (2.9) for a nonequilibrium fluctuation response relation], from the functional

form of the LDF provided by Eq. (1.35), substituting which in Eq. (1.34), one

can obtain an equilibrium-like Einstein relation

σ2(ρ) =
χ(ρ)

D(ρ)
, (1.36)

where σ2(ρ) = limv→∞(〈m2〉 − 〈m〉2)/v is defined as the scaled variance of mass

m in a large subsystem of volume v.

When a system obeys the gradient condition, one can quite easily identify two

transport coefficients - bulk diffusion coefficient D(ρ) and the conductivity χ(ρ),

which quite strikingly satisfy the Einstein relation Eq. (1.36). However, analyt-

ically calculating transport coefficients D(ρ) and χ(ρ) as a function of density ρ

from the microscopic dynamics of the systems out of equilibrium is usually difficult.

In chapter 4, we identify the expressions of D(ρ) and χ(ρ) in terms of local observ-

ables in a class of simple lattice models of active matters, numerically calculate

them as a function of ρ and then verify the existence of an equilibrium-like Ein-

stein relation (ER), which connects number-fluctuation, bulk diffusion coefficient

and conductivity.

1.5 Outline of thesis

In this Ph. D. thesis, we explore whether a consistent statistical mechanical frame-

work could be constructed for self-propelled particles (SPPs) systems in general.
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Provided the answer is in affirmative, this framework could enable one to unify

fascinatingly broad-ranging phenomena in the systems of SPPs under a unique

nonequilibrium thermodynamic theory. In particular, we study whether SPP sys-

tems possess an equilibrium-like additivity property, which could connect micro-

scopic fluctuations to the macroscopic properties of the system.

Previously the framework of additivity has been successfully applied in explaining

various phenomena in a broad class of nonequilibrium mass-transport processes, es-

pecially in calculating probability distribution of mass in a large subsystem, leading

to a thermodynamic characterization of these systems in terms of an equilibrium-

like chemical potential and free energy function. We demonstrate here that, in

many of the SPP systems, additivity property can indeed be used to obtain den-

sity large deviations in terms of an nonequilibrium chemical potential and the

fluctuations can be characterized by an Einstein relation, where fluctuations are

related to two transport coefficients - bulk diffusion coefficient and conductivity.

We specifically study particle-number fluctuations in a braod class of systems con-

sisting of interacting SPPs having random self-propulsion velocities, such as (i)

active Brownian particles (ABPs), (ii) SPPs with Vicsek-like interactions, and

(iii) a class of interacting run-and-tumble particles (RTPs) on a periodic one di-

mensional lattice.

(i) By using an additivity property and a consequent fluctuation-response rela-

tion, we formulate a thermodynamic theory for ABPs, which captures quite well

the broad features of nonequilibrium phase transitions from a homogeneous fluid

phase to an inhomogeneous phase of coexisting gas and liquid, observed in var-

ious studies in the past. We substantiate our claims by analytically calculating

subsystem particle-number distributions within additivity and then comparing

these distributions with tose obtained from simulations of active Brownian parti-

cles (ABPs), consisting of repulsive disks (Weeks-Chandler-Anderson interaction

potential) with random self-propulsion velocities. Our analysis provides useful in-

sights into the earlier results, e.g., motility induced phase separation (MIPS) in

the SPPs.
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(ii) We extend the above formalism to Vicsek model (VM) and its two variants,

where the systems consist of polar point-particles with alignment interactions.

In these cases, we numerically compute subsystem particle-number distributions

in the disordered homogeneous fluid-like phase by using additivity property and

compare the subsystem particle-number distributions with those obtained from

simulations. We find quite striking agreement between additivity theory and sim-

ulations, where the theory captures remarkably well the non-Gaussian features

observed in the simulations.

(iii) Furthermore, motivated by the above continuum models, we define a class

of active lattice gases on a ring with persistent and long-range hopping of parti-

cles, which are hardcore in nature. We map these models exactly onto a class of

conserved-mass transport processes where hardcore constrain in the original mod-

els is removed, leading to a simpler characterization of these processes. Due to lack

of detailed balance, the systems are inherently driven out of equilibrium and can-

not be described by the Boltzmann-Gibbs distributions. For some of these lattice

models, we derive hydrodynamics and calculate two density-dependent transport

coefficients - the bulk diffusion coefficient and conductivity. We compare our hy-

drodynamic theory with simulations. Then, by using the functional form of the

two transport coefficients in a recently developed macroscopic fluctuation theory

(MFT), we numerically demonstrate that there exists an equilibrium-like Einstein

relation (ER), the earliest known form of the fluctuation-dissipation theorems

(FDTs) in equilibrium, which connects number-fluctuation, diffusion coefficient

and conductivity even in these nonequilibrium systems. At the end, we compare

the bulk diffusion coefficients in these lattice models and investigate the role of

diffusivity in the dynamical arrest of particles and cluster formation observed in

these systems, which is somewhat analogous to motility induced phase separation

(MIPS) reported earlier in the literature.
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Additivity, and density

fluctuations in active Brownian

particles

2.1 Introduction

In this chapter, 1 we attempt to formulate a thermodynamic theory for a par-

ticular class of self-propelled particles, called active Brownian particles (ABPs).

The two-dimensional system consists of repulsive (essentially “hard”) disks, which

move with random self-propulsion velocities. In the regime of homogeneous phase,

we study subsystem particle-number distribution PV(N ), the probability that a

subsystem of volume V has N number of particles. The logarithm of the proba-

bility PV(N ), called the density large-deviation function (LDF) or nonequilibrium

free energy - analogous to equilibrium free energy function, governs the density

fluctuations in the system. The nonequilibrium free energy function thus immedi-

ately connects to the standard thermodynamic framework of equilibrium system.

1The work reported here is based on the paper “Additivity, density fluctuations and nonequi-
librium thermodynamics for active Brownian particles”, Subhadip Chakraborti, Shradha Mishra,
and Punyabrata Pradhan, Phys. Rev. E 93 052606 (2016).

24



Chapter 2 25

We also compare the predictions of additivity, regarding the subsystem particle-

number distribution PV(N ) (calculated only in the homogeneous fluid phase), with

simulations.

The crucial ingredient of this theory is a nonequilibrium fluctuation-response re-

lation (FR) between compressibility and number-fluctuation or variance σ2
V =

〈N 2〉−〈N〉2 (see Eq. 2.5), which is a direct consequence of an additivity property.

Provided the functional dependence of the variance σ2
V(ρ) on the particle-number

density ρ, we provide a prescription of how, using additivity, one can calculate the

distribution function PV(N ).

To illustrate the formalism, we first calculate, within a linearized fluctuating hy-

drodynamics of the ABPs, the variance σ2
V(ρ) of particle-number in a subsystem

of volume V as a function of density ρ. Then, we use the standard large devi-

ation methods to obtain the large deviation function, or a nonequilibrium free

energy density function f(ρ, Pe), and a chemical potential µ(ρ, Pe), as a function

of number density ρ and activity parameter Peclet number Pe. Determination

of chemical potential leads to a nonequilibrium equation of state - akin to the

equilibrium Van der Waals one. Beyond a critical activity, compressibility dρ/dµ

becomes negative in a particular density interval, leading to nonmonotonic µ as

a function of ρ and hence phase coexistence. In special limits, our theory cap-

tures various previous results, e.g., those based on the concept of motility induced

phase separation (MIPS) [42–44], indicating the formulation here is indeed consis-

tent with the past studies. Moreover, our analysis suggests that, on a mean-field

level, a broad class of self-propelled particles belong to Ising universality.

The organization of this chapter is as follows. In section 2.2, we discuss additiv-

ity and show how subsystem particle-number distribution can be calculated solely

from the knowledge of variance of subsystem particle-number as a function of

number density. In section 2.3, we define the model of active Brownian particles

and discuss the corresponding fluctuating hydrodynamics. In section 2.4, we cal-

culate, within linearized hydrodynamics, variance of subsystem particle number

as a function of density (section 2.4.1) and then characterize noise strengths in
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the hydrodynamic equations (section 2.4.2). In section 2.5, using the functional

dependence of the variance on density together with additivity, we formulate a

thermodynamic theory of active Brownian particles and substantiate the theory

by explicitly calculating subsystem particle-number distributions in homogeneous

fluid phase of active Brownian particles. Finally, we summarize in section 2.6.

2.2 Framework of additivity

In this section, we discuss an additivity property, which systems having a finite

correlation length are expected to possess, irrespective of whether the systems are

in or out of equilibrium [9–11]. Recently, additivity has been used in nonequilib-

rium mass-transport processes for calculating mass distributions and characteriz-

ing macroscopic properties in terms of equilibriumlike thermodynamic potentials

[12, 13]. Below, we discuss how additivity can be used to calculate subsystem

particle-number distribution.

First, let us discuss what additivity means in the context of particle-number or

density fluctuations in a system. Let us consider N interacting particles in volume

V where the total number of particles N is conserved. We divide the system in

ν = V/V number of identical subsystems, each having volume V , and ask what

could be the form of the joint probability distributions for the subsystem particle-

numbers {Ni} ≡ {N1,N2, . . . ,Nν}. Provided that the subsystem size is much

larger than spatial correlation length ξ, V1/d � ξ in d dimensions, additivity

implies that the subsystems are statistically almost independent and therefore, to

a very good approximation, the joint subsystem particle-number distribution can

be written in a product form [9–11],

P [{Ni}] '
∏ν

k=1WV(Nk)
Z(N, V )

δ

∑
k

Nk −N

 , (2.1)
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in the thermodynamic limit of N, V →∞ with density ρ = N/V fixed. In Eq. 2.1,

WV(Nk) is an unknown weight factor, which depends on the subsystem particle-

number, and will be determined later. The normalization constant, or the partition

sum, Z(N, V ) in Eq. 2.1 can be written as

Z(N, V ) =
∑
{Ni}

∏
k

WV(Nk)

 δ
∑

k

Nk −N

 . (2.2)

In other words, the property that the joint subsystem particle-number distribu-

tion P [{Ni}] for a system can be approximately written as a product, i.e., subsys-

tems are statistically almost independent, of individual subsystem weight factors

WV(Nk) is called additivity.

In equilibrium, there is a well-defined thermodynamic prescription, which helps us

to calculate the weight factor WV(Nk); in equilibrium, WV(Nk) can in principle be

obtained from the Boltzmann distribution. However, there is no such prescription

in nonequilibrium. In fact, in nonequilibrium, the difficulty arises precisely here

because, in most cases, the microscopic weights of the configurations in nonequi-

librium steady state are a priori unknown. At this scenario, additivity, which

originates from the simple physical consideration of statistical independence on

the coarse-grained level of large subsystems, could help us to bypass the difficulty.

As demonstrated recently in [12, 13], characterization of fluctuation properties on

a coarse-grained level, one may not actually require to obtain the steady-state

weights of all microscopic configurations. In fact, obtaining coarse-grained prob-

ability weights on a larger scale (much larger than the microscopic correlation

length scale) would suffice to characterize the macroscopic properties of the sys-

tem, provided that additivity as in Eq. 2.1 holds.

It is important to note that the weight factor WV(Nk) depends only on the sub-

system particle-number Nk and subsystem volume V . Now, provided that Eq. 2.1

holds, probability distribution function PV(N ) ≡ Prob[Nk = N ] for large V can
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be written as [9–12],

PV(N ) ' WV(N )
Z(N −N , V − V)

Z(N, V )

=
WV(N )eµ(ρ)N

Z
, (2.3)

where µ(ρ) is a nonequilibrium chemical potential,

µ(ρ) =
df

dρ
, (2.4)

f(ρ) is a nonequilibrium free energy density function with Z(N, V ) ' exp[−V f(ρ)]

and Z =
∑
N WV(N ) exp(µN ) is the normalization constant. Importantly, free

energy density function f(ρ), or equivalently the large deviation function (LDF)

which controls the density fluctuations, and chemical potential µ(ρ) can now be

obtained from a fluctuation-response relation (FR) between compressibility and

fluctuation [9–12],

dρ

dµ
= σ2(ρ), (2.5)

where

σ2(ρ) = lim
V→∞

(〈N 2〉 − 〈N〉2)

V
, (2.6)

the scaled variance of subsystem particle-number N . The above fluctuation-

response relation is analogous to the equilibrium fluctuation-dissipation theorem

and follows directly from Eq. 2.1; for details, see Appendix A. The explicit expres-

sion of chemical potential µ(ρ) and free energy density function f(ρ) are obtained

by integrating Eq. 2.5 w.r.t. density ρ,

µ(ρ) =

∫
1

σ2(ρ)
dρ+ c1, (2.7)

and, upon further integration,

f(ρ) =

∫
µ(ρ)dρ+ c2, (2.8)
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where c1 and c2 are arbitrary integration constants. Therefore, the fluctuation-

response relation Eq. (2.5) can be rewritten as,

1

f ′′(ρ)
= σ2(ρ). (2.9)

We now show, following [14, 18], that the weight factor WV(N ) and, consequently,

the particle-number distribution can indeed be calculated using the above chemical

potential and free energy function. First we write Laplace transform (discrete) of

the partition sum Z(N, V ) as

Z̃(s, V ) =
∞∑
N=0

e−sNZ(N, V )

=
∞∑
N=0

e−sN
∑
{Nk}

ν=V/V∏
k=1

WV(Nk)

 δ
∑

k

Nk −N


=

ν∏
k=1

 ∞∑
Nk=0

e−sNkWV(Nk)

 =
[
W̃V(s)

]ν
,

where Laplace transform of the weight factor WV(N ) is written as W̃V(s) =∑∞
N=0 e

−sNWV(N ). Now approximating Z̃(s, V ) =
∑∞

N=0 e
−sNZ(N, V ) '∫∞

0
dNZ(N, V )e−sN where we replace the sum by an integral and then, using

Z(N, V ) ' exp[−V f(ρ)] (by definition), we get

e−νhV (s) ≡ V

∫
e−V [f(ρ)+sρ]dρ ' [W̃V(s)]ν .

where the function hV(s) is obtained from Legendre transform of free energy den-

sity function,

hV(s) = V [infρ{f(ρ) + sρ}], (2.10)

The weight factor WV(N ) can, in principle, be calculated by evaluating the follow-

ing integral on the complex s-plane along a suitably chosen contour C: WV(N ) =

1/(2πi)
∫
C

exp[−hV(s) + N s]ds. Although, for finite V , the explicit calculation

of the weight factor may be difficult, the calculation, for large subsystem sizes
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V � ξ, simplifies as the function −(1/V) lnWV(N ) is related to hV(s)/V by Leg-

endre transformation [18]. Therefore, in leading order of N � 1 and V � ξd, the

function−(1/V) lnWV(N ) is nothing but the free energy density function f(N /V),

implying

WV(N ) ' exp[−Vf(N /V)]. (2.11)

Consequently, the subsystem particle-number distribution can be written as

PV(N ) ' e[−Vf(N/V)+µ(ρ)N ]

Z
, (2.12)

where Z(µ, V ) is the normalization constant.

2.3 Model and fluctuating hydrodynamics

To illustrate our theory in a particular model system of self-propelled particles, we

study fluctuations in a system of interacting active Brownian particles (ABPs) in

two dimensions (2D). We consider N particles in a 2D periodic box of size V = L×

L. At time t, the system is specified by position Ri(t) and self-propulsion direction

φi(t) of ith particle with i = 1, . . . , N . The system evolves in time through the

following over-damped Langevin equations [34], for the positions {Ri(t)}

Ṙi = −βD0Fi + v0ui +
√

2D0~η
T
i

and for the orientations {φi(t)} of the velocity vectors

φ̇i =
√

2Drη
R
i ,

where β = 1/kBT inverse temperature (we set β = 1), force on ith particle Fi =∑
j 6=i∇U(|Ri−Rj|), the WCA interaction potential U(r) = 4ε[(a/r)12−(a/r)6]+ε
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if r < 21/6a and zero otherwise, ε = β−1, a diameter of the particles, v0 self-

propulsion speed, ui ≡ {uix, uiy} = {cosφi, sinφi} unit vector along instan-

taneous self-propulsion direction, D0 and Dr translational and rotational diffu-

sion constant, respectively, and the η’s Gaussian white noises with 〈ηi〉 = 0 and

〈ηi(t)ηj(t′)〉 = δijδ(t− t′).

To analytically study particle-number fluctuations in the active Brownian parti-

cles, we resort to a fluctuating hydrodynamic description, representing the system

on a coarse-grained level. The following hydrodynamic equations, without the

noise terms, for a density field ρ(r, t) and a polarization density field p(r, t) has

been previously obtained and studied for the active Brownian particles [35, 40, 48],

∂tρ = −∇.
[
v(ρ)p−D(ρ)∇ρ+ fd

]
, (2.13)

∂tp = −Drp−
1

2
∇ (vρ) +K∇2p + fp, (2.14)

where ρ(r, t) =
∑

i δ(r−Ri(t)) and p(r, t) = ρ(r, t)P(r, t) =
∑

i δ(r−Ri(t))ui(t)

are coarse-grained number and polarization densities, respectively, at position r

and time t with Ri(t) and ui(t) being position and velocity-direction of the ith par-

ticle respectively, D(ρ) bulk diffusion constant, v(ρ) bulk velocity, fd and fp Gaus-

sian noises specified below. Note that, to study fluctuations, we have added the

noise terms fd and fp [31] - Gaussian multiplicative noises with zero mean and corre-

lations 〈fdν(r, t)fdν′(r′, t′)〉 = 2∆d(ρ)δνν′δ(r−r′)δ(t− t′) and 〈fpν(r, t)fpν′(r′, t′)〉 =

2∆p(ρ)δνν′δ(r− r′)δ(t− t′), with ν, ν ′ = 1, 2 denoting Cartesian components. The

strengths of the noise terms are not previously known and are characterized later

(see section 2.4.2).

When v(ρ) 6= 0, the steady-state probability functional P [{ρ(r),p(r)}] [75] nei-

ther has the Boltzmann distribution for the effective probability Pd[{ρ(r)}] ∝

exp[−
∫
f [ρ(r)]d2r] for density, nor it is in general known; only in special cases, a

strictly local free energy functional f [ρ(r)] can be obtained [42, 43, 49]. However,

additivity in Eq. 2.1 requires neither the existence of any Boltzmann-like distri-

bution nor any prior knowledge of the full steady-state structure; it requires only

the existence of a finite correlation length ξ(ρ) (see the relevant length scales ξ0,1,2
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defined in Eqs. 2.17 and 2.18). When v = 0, Pd[{ρ(r)}] can be exactly calculated;

for details, see Appendix E.

2.4 Calculation of particle-number fluctuations

2.4.1 Linearized hydrodynamics

As discussed in section 2.2, using the fluctuation-response relation Eq. 2.5, sub-

system particle-number distribution PV(N ) for large V can be determined solely

from the variance of particle number, which requires knowledge of only two-point

correlation function c(r) = 〈ρ(0)ρ(r)〉 − 〈ρ(r)〉2. To this end, we transform the

variable θ(r, t) = ∇.p in Eq. 2.14 and, using the standard linear analysis, expand

the nonlinear terms in Eqs. 2.13 and 2.14 upto linear order of δρ and δp, where

δρ = ρ − ρ0, δp = p − p0, δθ = ∇.(δp) with ρ0 and p0 = 0 average density and

polarization fields respectively. Using Fourier transform of δρ(r, t) and δθ(r, t) in

the linearlized hydrodynamic equations,

δρ̃(q, ω) =

∫
r

∫
t

e−iq.re−iωt δρ(r, t)drdt, (2.15)

δθ̃(q, ω) =

∫
r

∫
t

e−iq.re−iωt δθ(r, t)drdt, (2.16)

and proceeding along the lines of Ref. [31], we obtain static structure factor

S(q) =
1

2π

∫ ∞
−∞
〈|δρ̃(q, ω)|2〉dω ≡ S1(q) + S2(q),

where

S1(q) =
V∆d(Σ1)2

DΣ0Σ2

+
V∆dq

2

DrΣ2

, (2.17)

S2(q) =
V∆pv

2

D2
rDΣ0Σ2

, (2.18)

an effective diffusivity D(ρ) = D + vα/Dr, α(ρ) = (v + ρdv/dρ)/2, Σ0,1,2(q) =

(1 + q2ξ2
0,1,2) and correlation lengths ξ0(ρ) =

√
DK/DrD, ξ1 =

√
K/Dr and
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ξ2 =
√

(D +K)/Dr; for details, see Appendix B. Now the variance σ2
V(ρ) =

〈N 2〉 − 〈N〉2 of particle-number N =
∫
V ρ(r)d2r in a subvolume V can be writ-

ten as integrated correlations, σ2
V(ρ) =

∫
V c(r)d2r = S(q = 0). By defining a

scaled variance σ2(ρ) = σ2
V/V , we finally obtain the variance, albeit within an

approximate linearized analysis,

σ2(ρ) =

[
∆d

D
+

∆pv
2

D2
rD

]
, (2.19)

which can be related to compressibility (dρ/dµ) through the fluctuation-response

relation Eq. 2.5. The above linear analysis, though approximate, is expected to be

valid in the regime of small fluctuations, i.e., far away from criticality. A similar

expression for structure factor was previously obtained in [31], though without

the part S1(q) and without any characterization of the noise strengths ∆d and

∆p. The functional dependence of the noise strengths ∆d and ∆p on density ρ

and self-propulsion speed v0 will be determined later in 2.4.2. Note that, in r.h.s.

of Eq. 2.19, effective diffusivity D(ρ) appears in denominators of both the terms,

which could vanish for suitable parameter values; consequently, both S1(q = 0)

and S2(q = 0) can separately diverge.

There are two interesting limiting cases of Eq. 2.19, which consistently capture

various previous results obtained in the context of motility induced phase separa-

tion (MIPS) in self-propelled particles.

Case I. To see that S1(q) in Eq. 2.19 can have nontrivial effects, we consider the

case when the polarization noise vanishes, ∆p = 0. In that case, the above linear

analysis implies that S1(0) diverges at a critical density, for any ∆d, whenever

D = 0 (D < 0 corresponds phase coexistence) depending on the functional form

of v(ρ). This explains why, in the quasistatic case of p where ∂tp = 0, K = 0 and

∆p = 0 in Eq. 2.14, the variance σ2(ρ) ' [1/ρ+(1/v)(dv/dρ)]−1 obtained from Eq.

2.19 by choosing ∆d = (D+ v2/2Dr)ρ as in [42] and assuming D � v2/2Dr (large

velocity regime), can be diverging (for details, see Appendix D). Because, chemical

potential µ(ρ) = ln(ρv) + c1, obtained using the fluctuation-response relation Eq.

2.5, has a singularity at the critical point where dv/dρ = −v/ρ and consequently
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compressibility dρ/dµ = (d2f/dρ2)−1 diverges; the spinodal line is provided by

the condition d2f/dρ2 < 0, which is consistent with the previous observations in

various systems of self-propelled particles [42, 49, 52].

Case II. On the other hand, in the absence of density noise, ∆d = 0 [31], only the

second term in the r.h.s. of Eq. 2.19 contributes to

σ2(ρ) =
2∆0

p

Dr

[
D

ρv2
+

(
1

ρ
+

1

v

dv

dρ

)]−1

(2.20)

as, from the central limit theorem (CLT), the polarization noise strength ∆p ' ∆0
pρ

is proportional to the number of particles present in unit volume (for details, see

Appendix C). Integrating fluctuation-response relation Eq. 2.5, we obtain µ(ρ) =

ln(ρv)+ψ(ρ)+c1 and f(ρ) =
∫
µ(ρ)dρ = ρ(ln ρ−1)+

∫ ρ
[ln v(ρ)+ψ(ρ)]dρ+c1ρ+c2

where ψ′(ρ) = D/ρv2 and c1 and c2 arbitrary constants of integration. Indeed,

the above expressions of µ(ρ) and f(ρ) are quite similar to those obtained for the

MIPS in the self-propelled particles (see Case I).

2.4.2 Noise-strengths and fluctuations

The main difficulty to relate fluctuating hydrodynamic equations 2.13 and 2.14 to

the microscopic model of active Brownian particles lies in the fact that the noise

strengths ∆d and ∆p, bulk diffusion constant D and bulk velocity v could depend

on density ρ, self-propulsion velocity v0 (even function of v0) and possibly on the

norm |p|, but their functional forms are not explicitly known. In fact, a systematic

derivation of the noise strengths from a microscopic dynamics is a difficult problem

and, so far, has not achieved for the active Brownian particles.

In this section, we characterize strengths of the noises in the hydrodynamic equa-

tions 2.13 and 2.14, in the leading order of self-propulsion velocity v0, i.e., when

activity is low. To this end, we resort to a near-equilibrium analysis, which, we

see later in simulations, however holds surprisingly well even far away from equi-

librium where self-propulsion velocity, or the activity, is quite large. We first

note that equilibrium compressibility of two-dimensional hard-disk fluid, known
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through virial coefficients [76], has an approximate analytic form [77],

[
σ2(ρ)

]
v0=0

=
∆d

D
' ρ

(
1− ρ

ρm

)2

, (2.21)

where ρm ≈ 1.15 close-packing density. Now, we expand ∆d in the leading order

of self-propulsion velocity v0,

∆d(ρ, v0) ' (∆0
d + ∆1

dv
2
0)ρ

(
1− ρ

ρm

)2

(2.22)

and write D ' D0 where ∆0
d, ∆1

d and D0 are all constants (though not indepen-

dent). These approximations may be the simplest possible ones, but they are quite

good in describing the fluctuations in the active Brownian particles, as supported

later in the simulations. As the relation in Eq. 2.21 must be satisfied in the

equilibrium limit of v0 = 0, we have ∆0
d/D0 = 1. The dependence of D, ∆d and

∆p on the norm |p| is ignored as orientation order 〈p〉 = 0 throughout remains

absent and the polarization fluctuation is expected to be small. Moreover, the

polarization noise strength ∆p, to a good approximation, is expected to have a

linear dependence on density,

∆p ' ∆0
pρ, (2.23)

where ∆0
p is a constant. This is because the fluctuation σ2

px = 〈p2
x〉 − 〈px〉2 ∼

2∆p/Dr in the x component of polarization density p can be written as σ2
px =

ρ[〈u2
ix〉− 〈uix〉2] ∝ ρ (similarly for the y component) where uix is the x-component

of the orientation unit-vector of ith particle and therefore ∆p ∝ ρ (for details, see

Appendix C). Therefore, the scaled variance as in Eq. 2.19 can be written as given

below,

σ2(ρ) =

[
(∆0

d + ∆1
dv

2
0)ρ(1− λρ)2

D
+

∆0
pρv

2

D2
rD

]

=
(∆0

d + ∆1
dv

2
0)D2

rρ(1− λρ)2 + ∆0
pρv

2

D2
rD

. (2.24)

Now, using the previous results for the bulk velocity in the active Brownian parti-

cles, v(ρ) ' v0(1− λρ) [35, 48] with 1/λ = ρm close-packing density, in Eq. 2.19,
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effective diffusivity in the above equation can be written as

D = D0 +
vα

Dr

= D0

[
1 +

v2
0(1− λρ)(1− 2λρ)

2DrD0

]
,

where α = (1/2)
[
v(ρ) + ρdv/dρ

]
= (v0/2)[1−2λρ]. Therefore, the scaled variance

in Eq. 2.24 can be written as

σ2(ρ) = ρm
(A+BP )x(1− x)2

1 + P (1− x)(1− 2x)

= ρm
(1 + A1v

2
0 +BP )x(1− x)2

1 + P (1− x)(1− 2x)
(2.25)

where x = λρ = ρ/ρm is scaled density, the dimensionless parameters A, A1 and

B are defined as

A = (1 + A1v
2
0); A1 =

∆1
d

∆0
d

; B =
2∆0

p

Dr

, (2.26)

and the dimensionless scaled activity parameter

P =
v2

0

2DrD0

. (2.27)

It is customary to define another dimensionless parameter, called activity param-

eter or Peclet number, Pe = v0τ/a, where the microscopic diffusive time scale

τ = a2/D0. Now, using a near-equilibrium linear-response relation Dr = cD0/a
2

between the orientation (or the polarization) relaxation rate and the translational

diffusion constant [78], we express P in terms of Pe,

P ' Pe2

2c
, (2.28)

where c is a proportionality constant and can be estimated from simulations (see

Fig. 2.2(a) and the corresponding discussions later).

At low activity regime Pe� 1, one can actually reduce the number of parameters

in Eq. 2.25, from A1, B and P to essentially a single parameter P , using a

constraint these parameters A1, B and P must satisfy. It is not difficult to see
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that, at low density x = ρ/ρm → 0, the particle-number distribution PV(N ) =

exp(−〈N〉)〈N〉N/N !, for any self-propulsion v0, must be Poissonian (verified in

simulations; see Fig. 2.3). Therefore, the variance at low density must satisfy the

constraint σ2(ρ) = ρ, implying

A1v
2
0 +BP = P, (2.29)

or A1 = (1−B)/2DrD0. Note that Eq. 2.29 is exact in the leading order of self-

propulsion velocity v0. Using Eq. 2.29 in Eq. 2.25, we finally obtain the scaled

variance as a function of scaled density x = ρ/ρm,

σ2(ρ) = ρm
(1 + P )x(1− x)2

1 + P (1− x)(1− 2x)
, (2.30)

which essentially represents a one-parameter family of curves (see σ2(ρ) as a func-

tion of ρ for various P in Fig. 2.1) with the scaled activity parameter P ' Pe2/2c

as in Eq. 2.28. Interestingly, as we find below in the simulations of the active

Brownian particles, the form of the variance in Eq. 2.30 indeed captures quite

well the broad features of particle-number fluctuations even when activity is mod-

erately large Pe� 1.

Now we show, using the form of the scaled variance in Eq. 2.30, how the scaled

activity parameter P can be estimated from the simulations of the active Brownian

particles. This is done essentially by fitting Eq. 2.30 for a suitable choice of the

fitting parameter P . In Fig. 2.1, we plot scaled variance σ2 as a function of

x = ρ/ρm, obtained from simulations for various Pe = 0 (magenta triangles),

5 (blue squares), 10 (sky-blue diamonds), 20 (green inverted triangles), 50 (red

circles) and 100 (black left-triangles), and then fit the curves with Eq. 2.30 by

suitably choosing P ≈ 0 (magenta dashed line), 0.5 (blue dashed double-dotted

line), 2.0 (sky-blue dotted line), 4.3 (green double-dashed dotted line), 8.0 (red

solid line) and 10 (black dashed dotted line), respectively. To find the dependence

of P on Pe, we numerically calculate P as a function of Pe, by solving for P

where we use a particular value of scaled density x and variance σ2 in Eq. 2.30.

In Fig. 2.2(a), we plot P as a function of Pe, for a set of two densities ρ = 0.26
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Figure 2.1: Simulations in the active Brownian particles. Scaled variance σ2,
for Pe = 0 (magenta triangles), 5 (blue squares), 10 (sky-blue diamonds), 20
(green inverted triangles), 50 (red circles) and 100 (black left-triangles), as a
function of scaled density ρ/ρm, with ρm ≈ 1.15, is compared with Eq. 2.30
with P ≈ 0 (magenta dashed line), 0.5 (blue dashed double-dotted line), 2.0
(sky-blue dotted line), 4.3 (green double-dashed dotted line), 8.0 (red solid line)
and 10 (black dashed dotted line), respectively. Points - simulations, lines -

theory.

(green circles) and 0.34 (red squares). The function fits quite well with the form

P ' Pe2/(2c+κPe2) [see the black solid line in Fig. 2.2(a)] where c ≈ 9, implying

a somewhat larger coarse-grained relaxation rate Dr for the polarization field than

that estimated previously [34], and κ ≈ 0.1. In other words, at smaller activity

regime Pe . 20, the scaled activity parameter P ' (Pe)2/2c varies quadratically

with Pe as in Eq. 2.28. However, for very large activity Pe >∼ 20, as discussed

above, the scaled activity parameter P ' 1/κ eventually saturates.
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Figure 2.2: Panel (a): The scaled activity parameter P (as defined in Eq.
2.30) is plotted as a function of Peclet number Pe for densities ρ ≈ 0.26 (green
circles) and 0.34 (red squares). Panel (b): Pair correlation g(r) (blue solid line)
is plotted as a function of distance r for density ρ ≈ 0.5 and Pe = 50; the
magenta dashed line (fitting function) shows an exponential decay of the pair
correlation function at large distance, with correlation length ξ ∼ 1 (distance is
in unit of diameter a of the particles). Points - simulations, lines - theory with

fitting parameter.

2.5 Additivity and nonequilibrium thermodynam-

ics

2.5.1 Chemical potential and free energy function

In this section, we calculate, using the analytic form of the variance in Eq. 2.30,

nonequilibrium chemical potential µ(ρ) and free energy density function f(ρ). We

use the fluctuation-response relation Eq. 2.5, change the density variable ρ to a

scaled density x = ρ/ρm and integrate w.r.t. the scaled density x,

dρ

dµ
= σ2(ρ)⇒ dx

dµ
=

(1 + P )x(1− x)2

1 + P (1− x)(1− 2x)
, (2.31)

to obtain nonequilibrium chemical potential as a function of the scaled density x,

µ(x) =
1

1 + P

[
(P − 1) ln(1− x) + (P + 1) lnx+

1

1− x

]
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which, upon substituting x = ρ/ρm, gives chemical potential as a function of

density ρ

µ(ρ) =
1

1 + P

[
(P − 1) ln(1− ρ

ρm
) + (P + 1) ln(

ρ

ρm
) +

1

1− ρ
ρm

]
. (2.32)

Now, integrating chemical potential µ(ρ) w.r.t. density ρ, we get free energy

density function

f(ρ) =

∫
µdρ = ρm

∫
µ(x)dx

= ρm
[P (x− 1)− x] ln(1− x) + x[(P + 1) lnx− 2P ]

1 + P
, (2.33)

which has the dimension of density and, upon substituting x = ρ/ρm, gives free

energy density as a function of density ρ.

2.5.2 Subsystem particle-number distributions

Nonequilibrium free energy density function in Eq. 2.33, being a large deviation

function, and nonequilibrium chemical potential in Eq. 2.32, together, govern the

particle-number fluctuation in the system. Therefore, based on the analytical re-

sult of subsystem particle-number distribution in Eq. 2.12 which can be explicitly

calculated now using Eqs. 2.30, 2.32 and 2.33 (see section 2.2), we finally test in

this section the predictions of additivity concerning density fluctuations in actual

simulations of the active Brownian particles. The simulations are performed in

the fluid phase, which is much away from criticality, where Eq. 2.30 is expected

to hold.

In simulations, we calculate subsystem particle-number distributions PV(N ) in a

subsystem (V = 9× 9 in units of a) where the rest of the system (V = 100× 100)

acts as a particle reservoir of chemical potential µ(ρ). In Fig. 2.2(b), we plot

pair-correlation function g(r) =
∑

i 6=1〈δ(r − Ri(t))〉 as a function of distance r

at a moderately high density ρ ≈ 0.5 and Pe = 50 where correlation length
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ξ ∼ O(a), much smaller than the subsystem size. In Fig. 2.3, subsystem number-

distributions PV(N ) obtained from simulations (points) at Pe = 50 are compared

with theory Eq. 2.12 (lines) at the corresponding scaled activity P = 8, for

several densities ρ ≈ 0.11 (black circles, black dashed line), 0.19 (red triangles, red

dashed double-dotted line), 0.26 (magenta diamonds, magenta dotted line), 0.34

(green inverted triangles, green doubled-dashed dotted line), 0.41 (blue squares,

blue solid line) and 0.56 (violet asterisks, violet dashed dotted line). Agreement

between simulations and theory, even at quite large density ρ ≈ 0.41, is reasonably

good. Note that, provided the variance σ2(ρ) as a function of density ρ (as in Eq.

2.30), there is no fitting parameter in the distribution functions PV(N ) plotted in

Figs. 2.3 and 2.4. Expectedly, the distributions are Poissonian at low densities.

However, the distributions become increasingly non-Poissonian, or non-Gaussian,

with increasing density and activity. To emphasize this point, in Fig. 2.4, we

show that, for moderately large density ρ ≈ 0.41 and large activity Pe = 50, the

particle-number distribution function PV(N ) in simulations (blue squares) indeed

deviates from the corresponding Poisson (black dashed double-dotted line) as well

as Gaussian (red dashed line) distributions. Even then, the numerically obtained

distribution (blue diamonds) is indeed quite well described by the analytically

obtained distribution Eq. 2.12 (blue solid line), thus validating additivity, at least

in the homogeneous fluid phase which is sufficiently away from criticality.

However, upon approaching closer to the criticality, some discrepancies arise be-

tween analytic theory and simulations, presumably due to the linear analysis of

Eqs. 2.13 and 2.14 and finite-size effects. That the linear analysis breaks down at

density ρ ≈ 0.56 is evident from Fig. 2.1 where simulation results (for Pe = 50)

start deviating from the analytic expressions of Eq. 2.30 (for corresponding P = 8).

On the other hand, the finite-size effects originate from the facts that the boundary

correlations between subsystem and system (due to increasing correlation length)

increase while approaching criticality and the ratio between system and subsystem

as well as their individual sizes are finite.
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Figure 2.3: Subsystem particle-number distributions for activity parameter
Pe = 50, obtained from simulations (points), are compared with theory Eq.
2.12 (lines) with corresponding scaled activity parameter P = 8, for densities
ρ ≈ 0.11 (black circles, black dashed line), 0.19 (red triangles, red dashed double-
dotted line), 0.26 (magenta diamonds, magenta dotted line), 0.34 (green inverted
triangles, green doubled-dashed dotted line), 0.41 (blue squares, blue solid line)

and 0.56 (violet asterisks, violet dashed dotted line).
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Figure 2.4: At moderately large density ρ ≈ 0.41 and large activity Pe = 50,
subsystem particle-number distribution PV(N ) (blue squares), which deviates
from Poisson (black dashed double-dotted line) as well as Gaussian (red dashed
line) distributions, is quite well captured by theory Eq. 2.12 (blue solid line).
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2.5.3 Phase transition

Based on the analysis in the previous sections, one can now formulate a theory

of phase transition in the active Brownian particles. We note that the functional

form of the scaled variance as in Eq. 2.30 has many interesting implications.

In the regime of large activity where Peclet number Pe � 1 (or P � 1), the

scaled variance σ2(ρ) is independent of P , which is in quite good agreement with

simulations (see Fig. 2.1 for Pe = 50 and 100) where σ2 for any ρ almost saturates

at large Peclet number. Moreover, the denominator in Eq. 2.30 has two roots

x2,1 =
3

4
±
√
P 2 − 8P

4P
.

In Fig. 2.5(a), we plot the scaled variance (as in Eq. 2.30) and, in Fig. 2.5(b),

chemical potential (as in Eq. 2.32) as a function of scaled density x = ρ/ρm,

with ρm ≈ 1.15, for various values of scaled activity P = 0, 1, 2, 4, 8, 12 and 15.

Below a critical value of the scaled activity P < Pc = 8 (corresponding to activity

Pe = 50 in actual simulations), the variance remains positive in the full interval

0 ≤ x ≤ 1. On the other hand, above a critical value of scaled activity P > Pc, the

variance becomes negative in the interval x1 < x < x2 and consequently chemical

potential becomes nonmonotonic function of density, which is not physical and

implies onset of phase coexistence. The coexisting densities can, in principle, be

calculated using a Maxwell construction on chemical potential µ(ρ) =
∫ ρ

1/σ2dρ

(Eq. 2.32) or on free energy density function f(ρ) =
∫ ρ
µdρ (Eq. 2.33). Presently,

the Maxwell construction is however not expected to give an accurate estimate

of the coexisting densities as our theory (Eq. 2.30 and consequent expressions in

Eqs. 2.32 and 2.33) have been derived using a linearized hydrodynamics and a

near-equilibrium analysis, which do not capture well the fluctuations in the high

activity regime.

Somewhat surprisingly, our theory however predicts quite accurately the critical

density ρc where compressibility dρ/dµ diverges; ρc ≈ 0.86, or critical packing

fraction φc ≈ 0.7, obtained from theory is in excellent agreement with simulations

[34]. Moreover, we find that compressibility diverges as dρ/dµ = σ2 ∼ 1/(ρ −
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Figure 2.5: Scaled variance σ2(ρ) (Eq. 2.30) and corresponding chemical
potential µ(ρ) =

∫ ρ
1/σ2dρ (Eq. 2.32) are plotted in panels (a) and (b), respec-

tively as a function of the scaled density ρ/ρm for various values of the scaled
activity parameter P = 0, 1, 2, 4, 8, 12 and 15. Chemical potential becomes a
nonmonotonic function of density beyond a critical value of the scaled activity

parameter, P > Pc = 8.
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ρc)
δ−1, or equivalently chemical potential vanishes as µ ∼ (ρ − ρc)δ, with δ = 3;

correlation length diverges as ξ ∼ (ρ− ρc)−νh with mean-field νh = 1. Clearly, on

the mean-field level, the exponents are in accordance with Ising universality; P

and µ are analogous to temperature and magnetic field, respectively.

2.6 Summary and concluding perspective

In this chapter, using a nonequilibrium fluctuation-response relation - a direct

consequence of an additivity property, we formulate a thermodynamic theory for

self-propelled particles in the context of a particular model system consisting of

active Brownian particles. From the fluctuation-response relation, we demonstrate

that subsystem particle-number distributions, which, being related to the density

large deviation function and thus analogous to equilibrium free energy, can help

us to characterize macroscopic properties in self-propelled particles, in a unified

statistical mechanics framework, in terms of a nonequilibrium chemical poten-

tial. Analogous to phase transition in equilibrium, as density and activity (Peclet

number) increase, chemical potential becomes nonmonotonic function of density,

indicating onset of a gas-liquid phase coexistence.

Importantly, the formalism developed here is solely based on characterization of

the variance of subsystem particle number, which is directly related to the two-

point (equal-time) density correlations or the structure factor. Provided that one

calculates the structure factor accurately, our theory can lead to verifiable pre-

dictions concerning the density fluctuations. However, analytically calculating

structure factor in a many-particle system is not an easy task. To this end, in

the first step, we have calculated, though within a linearized fluctuating hydro-

dynamics, the structure factor in a microscopic model system of active Brownian

particles and, consequently, the variance of subsystem particle-number as a func-

tion of density. Our studies of fluctuating hydrodynamics provide some insights

in characterizing the noises in the hydrodynamic equations, done in the context

of active Brownian particles. For this purpose, we have used a near-equilibrium
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analysis, which, though approximate, captures reasonably well the broad features

of the particle-number fluctuations even in the far-from-equilibrium regime where

activity is moderately large.

Furthermore, in the second step, from the functional dependence of the variance

of subsystem particle-number on density and then using additivity, we have calcu-

lated the subsystem particle-number distribution function and have compared the

analytically obtained distribution functions with that obtained from simulations

in the active Brownian particles. The agreement between theory and simula-

tions is quite good, except some deviations at the tails. The deviations increase

while approaching criticality, indicating the following reasons for these deviations.

Firstly, the linear analysis used here breaks down in the regime of high densities

and the high activities, where nonlinear effects can induce nontrivial fluctuations;

consequently, chemical potential and free energy function obtained from the lin-

ear analysis cannot capture the density fluctuations well. Secondly, there can be

significant finite-size effects, originating from the increasing boundary correlations

between subsystem and system upon approaching criticality and due to the finite

ratio between system and subsystem (simulations here are performed upto total

particle number N > 104 and roughly for ratio 1 : 123 between subsystem and

system volumes). Thus, larger scale simulations, though computationally difficult

at this stage, would be quite useful for more accurate verification of the predictions

of additivity.

For simplicity, here we have restricted ourselves to a particular model system of

active Brownian particles. However, the thermodynamic formalism developed here

is quite general and could be extended to other active-matter systems, e.g., models

with run-and-tumble Bacterial dynamics or Vicsek model [71] and its variants.

Moreover, even in the active Brownian particles, it would be quite interesting,

though challenging, to go beyond the linear hydrodynamic regime by allowing

nonlinear gradient terms (as in [45]) or self-advective terms (as in [71, 74]), which

may be relevant in the large activity regime where fluctuations are large.
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From the overall perspective, we believe additivity could be the missing link,

providing a unified characterization of a broad range of phenomena in the self-

propelled particles observed in the past. Also, it will be interesting to explore if

additivity holds in the phase with “giant number” fluctuations which many self-

propelled particle systems exhibit or in the presence of inhomogeneities, e.g., a

confining potential as in a box with hard walls [53], etc.
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Additivity and density

fluctuations in Vicsek-like models

3.1 Introduction

In this chapter, we study particle-number fluctuations in another class of model

systems of self-propelled particles, namely Vicsek model and two of its variants.

The systems consist of point polar particles with alignment interactions and ran-

dom self-propulsion velocities. The self-propulsion mechanism of the polar par-

ticles makes the systems driven out-of-equilibrium, violating detailed balance.

Throughout the past several decades, a lot of effort has been made in develop-

ing a thermodynamic structure in active-matter systems. However, constructing

a suitable statistical mechanics framework in these inherently out-of-equilibrium

systems remains elusive. Indeed, the problem is a non-trivial one as the steady-

state probability weights of microscopic configurations for such out-of-equilibrium

systems are not described by the familiar Boltzmann-Gibbs distributions and are

a-priori not known. Here, using a equilibrium-like fluctuation-response relation,

again a consequence of an additivity property, we calculate subsystem particle-

number distributions, solely from the knowledge of particle-number fluctuations

in the disordered (homogeneous) state in the Vicsek and Vicsek-like models and

48
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verify the applicability of additivity by comparing numerically calculated (within

additivity) subsystem number distributions with those obtained from simulations.

3.2 Framework of additivity

In this section, let us first discuss what additivity means in the context of particle-

number fluctuations in a system, which could be driven arbitrarily far away from

equilibrium. Consider a system of volume V , consisting of N interacting particles

where total number N is conserved. We then divide the system in ν = V/V number

of identical subsystems, each having volume V , and ask what would be the particle-

number distributions in one of the subsystems. Provided that the subsystem size is

much larger than spatial correlation length ξ, V1/d � ξ in d dimensions, additivity

implies that the joint subsystem particle-number distribution has the following

product form [9–11],

P [{Nk}] '
∏ν

k=1WV(Nk)
Z(N, V )

δ

∑
k

Nk −N

 , (3.1)

in the thermodynamic limit ofN, V →∞ with ρ = N/V fixed. In Eq. 3.1, WV(Nk)

is an unknown weight factor to be determined later, Z =
∏

k

∫
dNkWV(Nk)δ(

∑
kNk−

N) is the partition sum and ρ = N/V is the number density. Note that the weight

factor WV(Nk) depends only on the subsystem particle-number Nk and subsys-

tem volume V . Eq. 3.1 then implies that the probability distribution function

PV(N ) ≡ Prob[Nk = N ] can be written for large V [9–11],

PV(N ) =
1

Z
WV(N )eµ(ρ)N , (3.2)

where µ(ρ) a nonequilibrium chemical potential, Z normalization constant. The

weight factor WV(N ) ≡ exp[−Vf(N /V)], with f(ρ) defined to be a free energy
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Figure 3.1: Order parameter va as a function of noise strength η for different
densities ρ and fixed self propelled speed v0 = 0.5.

density function, and chemical potential µ(ρ) can be obtained from a fluctuation-

response (FR) relation between compressibility and number-fluctuation [9–14],

dρ

dµ
= σ2(ρ), (3.3)

analogous to fluctuation-dissipation theorem in equilibrium, where σ2(ρ) = (〈N 2〉−

〈N〉2)/V scaled variance of subsystem particle-number N . Thermodynamic po-

tentials µ(ρ) and f(ρ) are obtained by integrating Eq. 3.3, µ(ρ) =
∫

1/σ2(ρ)dρ+c1

and f(ρ) =
∫
µ(ρ)dρ+ c2 where c1 and c2 arbitrary integration constants. Finally,

the subsystem particle-number distribution can be written as

PV(N ) ' e[−Vf(N/V)+µ(ρ)N ]

Z
, (3.4)

where Z(µ, V ) is the normalization constant.

What remains now is to explicitly calculate the variance σ2(ρ) in the Vicsek model

and two of its variants and thereby to characterize fluctuations in terms of chemical
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Figure 3.2: Top: Subsystem particle number fluctuation σ2
V(ρ)/V as a function

of density ρ for different noise strength η and fixed self propelled speed v0 = 0.5.

potential µ(ρ), which we address now. Before going into that we should point out,

in chapter 2, if one have a careful look at Fig 2.3, the plot of subsystem particle

number distribution for active Brownian particles (ABPs), one can notice that for

density ρ = 0.56, the analytic result (violet dashed dotted line) could not capture

the simulation result (violet asterisks) well. There are two arguments which could

be the most possible reasons for this deviation. First, we calculated the subsystem

particle number fluctuation σ2(ρ) as a function of density field ρ using a linearized

theory. This linear analysis could break down at the high density and high activity

regime, as a consequence, the chemical potential µ(ρ) and the free energy function

f(ρ) obtained from the linearized theory may not capture the non-linear effects of

density fluctuations. Second, the boundary effect of correlation between subsystem

and system can cause a significant finite size effect near criticality. So, here we try

to overcome these two hurdles to calculate subsystem particle number distribution

in Vicsek models.

To illustrate the formalism, we first calculate, in the homogeneous state of Vicsek
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models, the variance σ2
V(ρ) of particle-number in a subsystem of volume V as a

function of density ρ from simulation. Given the functional dependence of vari-

ance σ2
V(ρ) on density ρ, we use the nonequilibrium fluctuation-response relation

[Eq. 3.3], a direct consequence of additivity property, to obtain a equilibrium like

chemical potential µ(ρ). In order to do that, we compute σ2
V(ρ) for sufficiently

dense value of ρ so that we can integrate σ2
V(ρ) numerically using standard in-

tegration method (Euler method) and get µ(ρ). Numerical integration [by Euler

method] of µ(ρ) once more with respect to density ρ, will provide a nonequilibrium

free energy density f(ρ). Thus, given µ(ρ) and f(ρ) as functions of density ρ, us-

ing Eq. (3.2), additivity property leads to subsystem particle-number distribution

function PV(N ), the probability that a subsystem of volume V contain N number

of particles. We compare this subsystem particle number distribution with the

same calculated directly from the microscopic simulation of the model, to verify

the additivity property. To check whether there is a finite size effect, we calculate

the subsystem particle-number distribution for different subsystem sizes. Now,

the logarithm of the subsystem particle-number distribution PV(N ), or the large

deviation function (LDF), can be written as

log[ZPV(N )] ' −Vf(N /V) + µ(ρ)N ,

⇒ 1

V
log[ZPV(N )] ' −f(N /V) + µ(ρ)

N
V
,

⇒ 1

V
log[ZPV(N )] ' −f(ρ) + ρµ(ρ0), (3.5)

where Z(µ, V ) is the normalization constant. For better understanding, we use

the notation ρ = N /V the local density and ρ0 the global density of the system

in Eq. (3.5). Note that, the RHS of Eq. (3.5) is independent of subsystem size V

and hence the LHS of Eq. (3.5) would be unchanged for different V . This is the

key to check whether there is a finite size effect in the results.
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3.3 Number fluctuations in Vicsek Model

Vicsek model was the first simplest model of self-propelled particles [71] where

N polar point particles are moving in a periodic square box of size V = L ×

L. At any discrete time t, the system is specified by position ri(t) and self-

propulsion direction θi(t) of ith particle with i = 1, . . . , N . The particles follow

their neighbours by averaging the directions of motion of all neighbouring particles

within a circle of radius R. They also make some errors in direction in attempting

to follow their neighbour of amount ∆θi(t). ∆θi(t) is uniform and white noise with

〈∆θi(t)〉 = 0 and 〈∆θi(t)∆θj(t′)〉 = η δijδtt′ . The equations of motion for ri(t) and

θi(t) are given below.

θRi (t) = arctan

[
〈sin θj(t)〉Ri
〈cos θj(t)〉Ri

]
(3.6)

θi(t+ 1) = θRi (t) + ∆θi(t) (3.7)

ri(t+ 1) = ri(t) + v0[cos θi(t+ 1), sin θi(t+ 1)]∆t (3.8)

where the average in Eq (3.6) is over all particles j satisfying |rj(t)−ri(t)| < R = 1,

v0 is the self propelled speed and we set discrete time step ∆t = 1. At large density

ρ and/or small η, the particles tend to move in the same spontaneously selected

direction indicating a phase transition. This phase transition is characterized by

determining the absolute value of the average normalized velocity of all particles

va =
1

Nv0

|
N∑
i=1

vi|. (3.9)

va is the orientation order parameter for the ordered to disordered phase transition.

Clearly va will take value 1 when all the particles in the system are moving in the

same direction and it is zero when all the particles are oriented in completely

random direction.

In Fig. 3.1 we plot va as a function of noise strength η for different densities ρ [=

0.05, 0.1, 0.2, 0.5 and 1.0] and fixed self propulsion speed v0 = 0.5. For a particular

density, if we go from lower η to higher η, we see a sudden, significant change in
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va after a critical η = ηc indicating an order to disorder phase transition. Note

that critical noise strength ηc increases with density ρ which indicates an obvious

physical situation that at high density, the alignment interaction rate between

particles is higher i.e. they will try to order themselves more, for which, one need

more noise η to make them disordered. For this reason, the critical noise strength

ηc(ρ) is an increasing function of density ρ.

Now we take a small subsystem of size V and calculate scaled particle number

fluctuation σ2
V(ρ)/V in that subsystem. The similar nature like in order parameter

plot, could be observed when we plot σ2
V(ρ)/V in Fig. 3.2 as a function of density

ρ for different noise strengths η [=π/2, 2π/3, 2.6, π, 4.0, and 2π] and a fixed

self propulsion speed v0 = 0.5. Here also we get a divergence in σ2
V(ρ)/V around

a critical ρ = ρc [for η = π/2, 2π/3 and 2.6] indicating an order to disorder

transition. For the other higher noise values [η = π and 4.0] we expect similar

transition which is not in the plot due to computation difficulty. Note that η = 2π

is the highest possible noise strength in this system. So, for η = 2π, the particles

can not feel each other, whatever be the density ρ. In this special case, the

subsystem particle number distribution PV(N ) should be Poisson distribution, of

which the variance (red circles with line in Fig. 3.2) would be equal to the mean

(dark blue line in Fig. 3.2). The critical density ρc(η) is an increasing function of

noise strength η which is the outcome of the necessity of higher density to break

the rotational symmetry when the noise is stronger.

To check additivity, we simulate the microscopic model [Eqs. (3.6), (3.7) and (3.8)]

and compute variance of particle number σ2
V(ρ) in a subsystem (V = 25 × 25 in

units of interaction radius R) where the rest of the system (V = 300×300 in units

of interaction radius R) acts as a particle reservoir of chemical potential µ(ρ). We

calculate σ2
V(ρ) for sufficiently dense value of ρ [δρ = 2.5×10−3]. Then we integrate

σ2
V(ρ) numerically using standard integration method (Euler method) and get the

equilibrium like chemical potential µ(ρ) as a function of density ρ. Numerically

integrating µ(ρ) once more [by Euler method] with respect to density ρ, we get

a nonequilibrium free energy density f(ρ). We use µ(ρ) and f(ρ) as functions of

density ρ in Eq. (3.2) to calculate, using additivity, the subsystem particle-number
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Figure 3.5: Order parameter va as a function of noise strength η for different
densities ρ and fixed self propelled speed v0 = 0.5.

distribution function PV(N ), the probability that a subsystem of volume V contain

N number of particle. We compare this subsystem particle number distribution

with the same calculated directly from the microscopic simulation of the model, to

verify the additivity property. In Fig. 3.3 we plot the subsystem particle number

distributions for different parameter regime (keeping self propulsion velocity fixed

at v0 = 0.5). In the top panel, we plot at η = π/2 and global density ρ0 = 0.1;

in middle panel, we keep ρ0 fixed at 0.1 and change η to 2π/3; and finally in the

bottom panel, we fix η at 2π/3 and set ρ0 at 0.2. In all the panels, red circles are the

simulation results and red lines are the additivity results and they agree quite well.

The most interesting part of our theory is, we are calculating the distribution solely

from the second moment, which is possible only for the Gaussian distribution. We

plot in all panels of Fig. 3.3, the corresponding Gaussian distributions (the blue

lines) and surprisingly, they differ significantly from the simulation results (red

circles). Therefore, our additivity results capture the non-Gaussian feature very

well i.e. the distribution could be calculated from variance using additivity, even

if the distribution is non-Gaussian.
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Figure 3.6: Top: Subsystem particle number fluctuation σ2
V(ρ)/V as a function

of density ρ for different noise strength η and fixed self propelled speed v0 = 0.5.

Now it is time to check whether there is a finite size effect in the results. In

order to do that, in Fig. 3.4, we plot the large deviation function [LHS of Eq.

(3.5)] calculated from simulation, for several subsystem sizes V = 30, 35, 40,

45 and 50 [points in Fig. 3.4], for three sets of parameter values {η, ρ0} =

{π/2, 0.1}, {2π/3, 0.1}, {2π/3, 0.2}, and self propulsion velocity v0 = 0.5. No-

tice that the LDF for different V calculated from simulation (points) fall on each

other and agree well with the same calculated using additivity (red lines). Here

also we plot the corresponding LDF for Gaussian distributions (blue lines) and see

that our additivity results capture the non-Gaussian feature quite good.
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3.4 Number fluctuations in variant - I of Vicsek

Model

The model is same as Vicsek’s model, with the only change in the way noise is

incorporated in the system. In Vicsek’s model, a particle makes an error when it

is trying to take the new direction which it has calculated perfectly. This type

of noise is called angular noise. Chate et. al. [79] argued that, errors could be

made by a particle when it is estimating the average direction of all the neighboring

particles. When the average direction is calculated, it follow that direction without

any error. So, the error is incorporated in each component of the average direction,

for which this noise is called vector noise. The updated equations of motion are

given by,

θi(t+ 1) = arctan

[
〈sin θj(t)〉Ri + η sin ξi(t)

〈cos θj(t)〉Ri + η cos ξi(t)

]
(3.10)

ri(t+ 1) = ri(t) + v0[cos θi(t+ 1), sin θi(t+ 1)]∆t (3.11)

where, ξi(t) is uniform and white noise ∈ [−π, π] and noise strength η ∈ [0, 1].

We set micro time step ∆t = 1, interaction radius R = 1 and self propulsion

speed v0 = 0.5. At large density ρ and/or small η, the particles show a phase

transition from orientationaly disordered state to ordered state. The orientation

order parameter va [Eq. (3.9)] for the phase transition, plays the same role here.

It takes value 1 when all the particles are perfectly ordered and it is zero when

they are completely disordered.

We plot va as a function of noise strength η in Fig. 3.5 for different densities ρ [=

0.05, 0.1, 0.2, 0.5 and 1.0] and fixed self propulsion speed v0 = 0.5. Here we see

a more sharper change in va after a critical η = ηc(ρ) indicating order to disorder

transition. The critical noise strength ηc(ρ) is again an increasing function of

density ρ.

Next we plot σ2
V(ρ)/V , the scaled particle number fluctuation in a small subsystem

of size V in Fig. 3.6 as a function of density ρ for different noise strengths η (=
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Figure 3.7: (Variant - I of Vicsek model) We plot subsystem particle number
distribution PV(N ) with N . Red lines- additivity results, red points- simulation
results and blue lines- corresponding Gaussian plots. Top panel: η = 0.5 and
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ρ0 = 0.2.
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0.25, 0.4, 0.5, 0.6, 0.75 and 1.0) and a fixed self propulsion speed v0 = 0.5. Here

also we get a divergence in σ2
V(ρ)/V around a critical ρ = ρc(η) indicating an order

to disorder transition. Note that η = 1.0 is the highest possible noise strength in

this system. Therefore, at η = 1.0, the particles hardly feel each other and the

alignment interaction is dominated by the noise resulting in the subsystem particle-

number distribution PV(N ) be a Poisson distribution, of which the variance (red

circles with line in Fig. 3.6) would be equal to the mean (dark blue line in Fig.

3.6). Furthermore, the critical density ρc(η) is an increasing function of noise

strength η which explains that one need to increase the density ρ to break the

rotational symmetry if the noise strength η is also high.

To verify additivity, we simulate the microscopic model [Eqs. (3.10) and (3.11)

and compute variance of particle number σ2
V(ρ) in a subsystem (V = 30 × 30 in

units of interaction radius R) where the rest of the system (V = 500×500 in units

of interaction radius R) acts as a particle reservoir of chemical potential µ(ρ). We

calculate σ2
V(ρ) as a function of ρ for sufficiently dense value of ρ [δρ = 3.3× 10−3]

which will help us to numerically integrate σ2
V(ρ) twice with respect to density ρ,

using Euler method to get first time, an equilibrium like chemical potential µ(ρ)

and second time a nonequilibrium free energy density f(ρ) as a function of density

ρ. By using µ(ρ) and f(ρ) in Eq. (3.2), obtained from additivity, we calculate

the subsystem particle-number distribution function PV(N ), the probability that a

subsystem of volume V contain N number of particle. We compare this additivity

result of subsystem particle number distribution with the same calculated directly

from the microscopic simulation of the model, to verify the additivity property.

In Fig. 3.7 we plot the subsystem particle number distributions for different pa-

rameter regime (keeping self propulsion velocity fixed at v0 = 0.5). In the top

panel, we plot at η = 0.5 and global density ρ0 = 0.1; in middle panel, we keep

ρ0 fixed at 0.1 and change η to 0.6; and finally in the bottom panel, we fix η

at 0.6 and set ρ0 at 0.2. In all the panels, red circles are the simulation results

and red lines are the additivity results and they agree quite well. Importantly,

we are calculating the distribution solely from the second moment, not possible

other than the Gaussian distribution. To investigate the non-Gaussian behavior,
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Figure 3.8: (Variant - I of Vicsek model) We plot the scaled distribution
function 1

V log[ZPV(N )] [Eq. (3.5)] calculated from simulation, as a function
of density ρ = N/V for different subsystem sizes. Red lines- additivity results,
points- simulation results and blue lines- corresponding Gaussian plots. Top
panel: η = 0.5 and ρ0 = 0.1; middle panel: η = 0.6 and ρ0 = 0.1; bottom panel:

η = 0.6 and ρ0 = 0.2.
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we plot in all panels of Fig. 3.7, the corresponding Gaussian distributions (the

blue lines) and they clearly differ of an significant amount from the simulation

results (red circles). So our additivity results capture the non-Gaussian feature

very well i.e. the distribution could be calculated from variance using additivity,

even if the distribution is non-Gaussian.

Additionally, we examine whether there is a finite size effect in the results. To check

that, in Fig. 3.8, we plot the large deviation function [LHS of Eq. (3.5)] calculated

from simulation, for several subsystem sizes V = 30, 35, 40 and 45 [points in Fig.

3.8], for three sets of parameter values {η, ρ0} = {0.5, 0.1}, {0.6, 0.1}, {0.6, 0.2},

and self propulsion velocity v0 = 0.5. Notice that the LDF for different V cal-

culated from simulation (points) fall on each other and agree well with the same

calculated from RHS of Eq. (3.5), using additivity (red lines). Here also we plot

the corresponding LDF for Gaussian distributions (blue lines) and see that our

additivity results capture the non-Gaussian feature quite good.

3.5 Number fluctuations in variant - II of Vicsek

model

Depending on the way the noise is incorporated in the system, we introduce an-

other variant of Vicsek model. Here, the model is similar to the previous variant

except the components of the vector noise are not same, rather they are chosen

independently. The microscopic equations of motion for this model are,

θi(t+ 1) = arctan

[
〈sin θj(t)〉Ri + η sin ξ1

i (t)

〈cos θj(t)〉Ri + η cos ξ2
i (t)

]
(3.12)

ri(t+ 1) = ri(t) + v0[cos θi(t+ 1), sin θi(t+ 1)]∆t (3.13)

where, ξ1
i (t) and ξ2

i (t) are independently chosen uniform and white noises ∈ [−π, π]

and noise strength η ∈ [0, 1]. We set micro time step ∆t = 1, interaction radius

R = 1 and self propulsion speed v0 = 0.5. We go through the same procedure in

this case also and find similar nature of the orientation order parameter va and



Chapter 3 64

-0.016

-0.012

-0.008

-0.004

 0  0.04  0.08  0.12

ln
[Z

(µ
0
) 

P
(ρ

)]
/v

ρ

η=0.5, ρ0=0.05

l=30
l=35
l=40
l=45

additivity
gaussian

-0.016

-0.012

-0.008

-0.004

 0  0.04  0.08

ln
[Z

(µ
0
) 

P
(ρ

)]
/v

ρ

η=0.6, ρ0=0.05

l=30
l=35
l=40
l=45

additivity
gaussian

-0.02

-0.016

-0.012

-0.008

-0.004

 0.04  0.08  0.12  0.16  0.2

ln
[Z

(µ
0
) 

P
(ρ

)]
/v

ρ

η=0.6, ρ0=0.1

l=30
l=35
l=40
l=45

additivity
gaussian

Figure 3.9: (Variant - II of Vicsek model) We plot the scaled distribution
function 1

V log[ZPV(N )] [Eq. (3.5)] calculated from simulation, as a function
of density ρ = N/V for different subsystem sizes. Red lines- additivity results,
points- simulation results and blue lines- corresponding Gaussian plots. Top
panel: η = 0.5 and ρ0 = 0.05; middle panel: η = 0.6 and ρ0 = 0.05; bottom

panel: η = 0.6 and ρ0 = 0.1.



Chapter 3 65

σ2
V(ρ)/V , the scaled particle number fluctuation in a small subsystem of size V as

a function of density ρ. Therefore, we directly go to the verification of additivity

property in this model.

We compute scaled variance of particle number σ2
V(ρ)/V in a subsystem of size

V = 30 × 30 (in units of interaction radius R) with the actual system size V =

500× 500 (in units of interaction radius R), by simulating the microscopic model

[Eqs. (3.12) and (3.13)]. Then we follow the same formalism (perform the same

analysis) like in previous two models to find an equilibrium like chemical potential

µ(ρ) and a free energy density f(ρ) as a function of density ρ. Using µ(ρ) and

f(ρ) in Eq. (3.5), we calculate the large deviation function from additivity for

three sets of parameter values {η, ρ0} = {0.5, 0.05}, {0.6, 0.05}, {0.6, 0.1}, and

self propulsion velocity v0 = 0.5, which we call the additivity results (red lines

in Fig. 3.9). On the other hand we calculate the LDF [using LHS of Eq. (3.5)]

directly from simulation, for several subsystem sizes V = 30, 35, 40 and 45 for

same three sets of parameter values and plot them in Fig. 3.9 (points). Strikingly,

the simulation results (points) fall on each other for different subsystem sizes and

also they agree with the additivity results (red lines) reasonably well for all three

sets of parameters. The corresponding LDF for Gaussian distributions (blue lines)

are also plotted to convince that our additivity results capture the non-Gaussian

feature quite good.

3.6 Summary

In this chapter, by using a non-equilibrium fluctuation-response relation - a conse-

quence of an additivity property, we exactly compute the density large-deviation

functions in the Vicsek model and its two variants in the disordered homoge-

neous phase, where average velocity of particles vanishes and there is no macro-

scopic current in the system (though, microscopically, the systems still remain

out-of-equilibrium, due to violation of detailed balance). Comparison between
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our results and simulations strongly suggests that all three models with Vicsek-

like interactions studied here possess an equilibrium-like thermodynamic structure

in the disordered phase, where the large-deviation functions are governed by an

equilibrium-like chemical potential and free-energy function.

More specifically, we have extended the statistical mechanics formalism based on

equilibrium-like additivity property to other self-propelled-particle systems, such

as the Vicsek model (VM) and its two variants, consisting of polar point-particles

with alignment interactions. The two variants of the Vicsek model differ from the

original one in the way the noise term is incorporated in the system. All three

classes of models exhibit a disorder-to-order phase transition as the global particle-

number density is increased or the noise strength is decreased. The critical noise

strength depends on the density, and vice versa. We first exactly compute the

scaled variance of subsystem particle-number as a function of density distribu-

tions in the disordered fluid-like phase. Provided additivity property holds, one

could then calculate the subsystem particle-number distributions. By using a non-

equilibrium fluctuation-response relation between fluctuation and compressibility,

we obtain these subsystem number distributions (large deviation functions) and

compare them with those calculated from simulations. Indeed, we find a striking

agreement between simulations and additivity theory, which captures remarkably

well the non-Gaussian features observed in these distributions.

Importantly, our studies brings to the fore the two following interesting open issues,

which would provide further insights into the problem of characterizing large-scale

structure of self-propelled particles in general. (i) It remains to be seen whether ad-

ditivity can predict the properties of the ordered phase in self-propelled particles,

many of which exhibit giant number fluctuations. (ii) So far, in our studies, the

connection between the static structure (as characterized through additivity prop-

erty) and the dynamic structure (as characterized through transport properties)

is not clear. However, calculating the transport coefficients, like the diffusion co-

efficients and conductivity, is not an easy task in continuum models. Presumably,

the task is much easier in the lattice version of these models, which is introduced

and calculations of the transport coefficients are carried out in the next chapter,
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where, motivated by the active-matter systems studied so far in the thesis, we

introduce a broad class of activated lattice gases.



Chapter 4

Hydrodynamics of active lattice

gases: Persistent and long-range

hopping

4.1 Introduction

As discussed in Secs. 1.3.3 and 1.3.4 in Chapter 1, motility induced phase sep-

aration (MIPS) is an important aspect of the clustering phenomena, which are

observed in active-matter or self-propelled-particle systems (such as active Brow-

nian particles) in spite of the repulsive interactions present among the particles

(unlike in an equilibrium phase separations, which happen in the presence of at-

tractive interactions among particles). As discussed in the innumerable studies

in the past [31, 34, 42, 43], MIPS is thought to be the mechanism responsible

for formation of clusters in self-propelled particle systems. In these active-matter

systems (e.g., active Brownian particles and run-and-tumble particles), particles,

even without alignment interactions and only having random self-propulsion ve-

locities, show on a coarse-grained level effective reduction of particle motion and

thus becomes phase separated.

68
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The mechanism for the MIPS could be understood through the competition be-

tween the tumbling rate or rotational diffusion constant Dr and collision rate of

particles, which plays a key role here. If the latter rate is much higher than the

former one, a particle, which might have just resided on a boundary of a cluster,

eventually gets trapped by other particles colliding with it, even before it could

come out of the cluster. Consequently, the particle becomes part of the cluster.

In other words, there is a flux towards the denser region of the system, which

effectively reduces the bulk diffusion coefficient, thus creating an instability and

promoting clustering or phase separation in the system. Therefore it is perhaps

expected that the bulk diffusion coefficient would play an important role in the

process of phase separations in active-matter systems.

However, calculating the transport coefficient like diffusivity in non-equilibrium

systems, such as active matters, is a difficult task and has not been studied much

in the literature in the past. In this chapter, we explore the nature of the bulk

diffusion coefficient in non-equilibrium conserved-mass transport processes on a

periodic ring, where each site is associated with discrete (non-negative) masses on

a lattice and has unbounded occupancy. Interestingly, as we demonstrate in the

following sections, these models can be mapped exactly onto several one dimen-

sional lattice gases of self-propelled particles with hardcore exclusion. Therefore,

the unbounded-mass and exclusion versions of active lattice models studied here

are two completely equivalent descriptions.

Throughout the past several decades, fluctuation-response relations in systems

driven out of equilibrium have drawn a lot of interest [1–3]. One of these relations,

valid in out-of-equilibrium systems, is an equilibrium-like Einstein relation between

fluctuation (e.g., variance of subsystem mass/particle-number) and response (e.g.,

transport coefficients) [7, 8, 16, 17]. The Einstein relation (ER) [80], irrespective of

the details of inter-particle interactions, is quite universal in equilibrium systems,

where detailed balance is obeyed. Indeed, the ER is one of earliest known form of

the fluctuation-dissipation theorems (FDTs) in equilibrium statistical physics. It

connects two transport coefficients, bulk diffusion coefficientD(ρ) and conductivity
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χ(ρ), as

D(ρ) =
χ(ρ)

σ2
eq(ρ)

, (4.1)

where

σ2
eq(ρ) = limv→∞

(〈n2
v〉eq − 〈nv〉2eq)

v
(4.2)

is the scaled variance of particle number nv in a sub-volume v, and ρ is local

number density. The FDTs, including the ER, could be proved using a linear

response theory [81].

Alternatively, the Einstein relation can be proved using steady-state balance con-

dition between diffusive and drift currents, which may be present in a system.

The following argument is valid irrespective of the fact whether the system is in

or out of equilibrium. Only condition we use is that the macroscopic bulk current

vanishes in the system. Let us consider a one-dimensional system whose first half

is kept at an external potential V1 and the second half is kept in another external

potential V2. This difference in the potential will apply an small force field F = Fx̂

between two halves of the system as V2−V1 = ∆V = −
∫
Fdx. In the equilibrium,

the effective chemical potentials of the two halves must equalize as given below

µ(ρ1) + V1 = µ(ρ2) + V2, (4.3)

where ρ1 and ρ2 are densities of the first and second halves of the system, re-

spectively. The canonical chemical potential µ(ρ) = df(ρ)/dρ, where f(ρ) is the

canonical free energy density, in the absence of any external force. Alternatively,

across a spatial interval ∆x, Eq. (4.3) can be written as,

∆µ

∆x
= −∆V

∆x
= F,

⇒ dµ

dx
= F, (4.4)

in the limit of ∆x → 0. Now, in the limit of F → 0, the diffusion current

JD = −D(ρ)dρ/dx and the drift current Jd = χ(ρ)F would cancel each other, so

that the total current in the system becomes zero. Therefore, in the small force
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limit, the condition JD + Jd = 0 would imply

D(ρ)
dρ

dx
= χ(ρ)F,

⇒ D(ρ)
dρ

dx
= χ(ρ)

dµ

dx
, (4.5)

by substituting F from Eq. (4.4). Now, using the chain rule dµ/dx = (dµ/dρ) (dρ/dx)

and the equilibrium fluctuation-response relation dρ/dµ = σ2(ρ) [Eq. (1.6)], one

can rewrite Eq. (4.5) as

σ2(ρ) =
χ(ρ)

D(ρ)
, (4.6)

which is the Einstein relation as in equilibrium. The crucial argument here lies in

the fact that the force can be related to the spatial gradient of a chemical potential,

which is a direct consequence of additivity property, which a system, irrespective

of whether in or out of equilibrium, may possess. In the following sections, we

demonstrate that many of the active lattice gases introduced in this thesis indeed

satisfy an equilibrium-like Einstein relation.

However, characterizing the bulk properties by calculating diffusivity, conductivity,

and density fluctuations in systems far from equilibrium is, in general, a difficult

problem as the steady-state probabilities of microscopic configurations are not

described by the Boltzmann-Gibbs distributions. There have been several phe-

nomenological field theories, based on symmetries present in the system, which

have been studied in the past. However, these theories cannot capture exact na-

ture of fluctuations, and therefore the fluctuation relations, possible in the systems.

In this situation, deriving hydrodynamics of these out-of-equilibrium active-matter

systems, from its underlying microscopic dynamics, would be very much desirable

and could provide some useful insights into the diverse phenomena observed in

such systems.

Interestingly, in the literature [7–12, 14, 15, 19, 82–85], there are several stud-

ies, which indicate that there can be fluctuation-response relations, even in non-

equilibrium steady states (NESSs), analogous to the fluctuation-dissipation theo-

rems (FDTs) in equilibrium. Particularly, the ER has been found in several model
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systems [86–88] having a NESS. Recently, Das et al. [16] and Chatterjee et al.

[17] have obtained a hydrodynamics structure starting from microscopic dynamics

in a broad class of non-equilibrium mass transport processes. These authors have

found that the transport coefficients obey an equilibrium-like ER in the steady

states. Motivated by these studies, we now attempt to explore the hydrodynamic

structure in active-matter systems and to check whether there exists an ER in

such systems too.

We now briefly review some previous works done on lattice versions of self-propelled

particles. In one of the earliest studies, Evans et al. [91] proposed a system of self-

propelled particles on a periodic lattice, where particles are interacting through

alignment interactions similar to that in the Vicsek model [71]. The authors found

a phase transition from a homogeneous fluid phase to a inhomogeneous coexising

phase of fluid and a condensate, where a finite fraction of total number of particles

forms a single cluster or a flock. They also found that the condensate can have

alternating velocities with a random change in either of the two directions possi-

ble in one dimension. Later, a generalized version of the above lattice model, as

discussed in Ref. [92] exhibits transition between several flocking regimes, such as,

homogeneous flocks and appearance of dipole structures in the flocks, etc. These

regimes were investigated numerically as well as in a mean-field theory. In another

study of two run-and-tumble particles on a one dimensional lattice, Slowman et

al. in Ref. [93, 94] found an exact expression for the steady-state probability

distribution of relative distance between the two particles. Here, the steady-state

distribution has three regimes at different relative distances: A small distance

regime due to a dynamical arrest between the two particles facing each other on

adjacent sites, a intermediate regime where the distribution falls off exponentially,

and an extended regime at large distances where a saturation is found in the distri-

bution. In a recent study of a single run-and-tumble in a one dimensional system

in continuum [95], the exact probability distribution of the position of the particle

has been calculated in the long-time limit in an infinite domain. Interesingly, the

distribution is multi-modal in nature. Moreover, in a finite domain with bounding
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walls at two sides, there is formation of peaks at the boundaries, in the steady

state.

In the following sections, we introduce two different classes of models of active-

matter systems on a one-dimensional periodic lattice, which have signature of

clustering (in several models, particle motion slows down with increasing activity),

and study hydrodynamics of these lattice systems. Even in one dimension, these

models have nontrivial probability weights in their steady states, which are a-

priori unknown. The one-dimensional lattice gases with hardcore exclusion, we

introduce here, can be mapped exactly onto models with discrete masses where

lattice sites have unbounded occupancies (no constraint of hardcore exclusion).

For some of these unbounded mass models, we derive hydrodynamics, starting

from the underlying microscopic dynamics, and consequently we calculate the

bulk diffusion coefficient D(ρ) and conductivity χ(ρ) as a function of local mass

density ρ. Moreover, we verify whether there exists an equilibrium-like ER,

σ2(ρ) =
χ(ρ)

D(ρ)
, (4.7)

where σ2(ρ) = limv→∞(〈m2〉− 〈m〉2)/v is the scaled variance of mass m in a large

subsystem of volume v. Note that all the above quantities are calculated in a

nonequilibrium steady state. The transport coefficients D(ρ) and χ(ρ) are defined

below.

Hydrodynamics and definition of transport coefficients: Since the total

mass in the system is conserved, the hydrodynamic time-evolution equation must

be written in the form of a continuity equation,

∂τρ(x, τ) + ∂xJ(ρ(x, τ)) = 0, (4.8)

which governs the time evolution of density field ρ(x, τ) with x and τ being suitably

rescaled position and time, respectively. Since the process we consider here are

of “gradient type”, i.e., local diffusive current can be expressed as a gradient of

some local observable [19], one would expect a non-linear drift-diffusion kind of
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hydrodynamic equation with total current J = JD+Jd will have two contributions.

The first part JD = −D(ρ)∂xρ(x, τ) is the local diffusive current and the second

part Jd = χ(ρ)F is the drift current due to a small externally applied biasing force-

field of magnitude F (which, for simplicity, is taken to be constant throughout).

Calculation of conductivity: To check the ER, one requires to calculate con-

ductivity in the system as in a standard linear response theory for equilibrium

systems. To this end, we apply a small constant biasing force field F = Fx̂, with

x̂ being a unit vector along +ve x axis and then calculate current in the limit

F small. The original mass transfer rates ci→j (i.e., when F = 0), from site i

to j, changes to the biased rates cFi→j (when F 6= 0), which are now effectively

asymmetric due to the applied small biasing force F,

cFi→j = ci→jΦ(∆eij). (4.9)

Φ(∆eij) is a non-negative function of an (extra) energy cost for transferring mass

∆mi→j from site i to j in a particular direction with the mass displacement vector

δxij = (j − i)ax̂ and a being the lattice constant. Simply the quantity Φ(∆eij)

can be written as,

Φ(∆eij) = ∆mi→j(F.δxij). (4.10)

In macroscopic fluctuation theory, the function Φ is chosen to have a form Φ(∆e) =

exp(∆e/2) [8, 16], where the modified rates satisfy a local detailed balance condi-

tion. Now, for small force F , we expand Φ in O(F ),

Φ(∆eij) ' 1 + ∆eij

[
dΦ

d(∆e)

]
∆e=0

= 1 +
1

2
∆mi→j(F.δxij). (4.11)

In the following subsections, we introduce two kinds of lattice models, motivated

by the run-and-tumble particles (RTPs) and active Brownian particles (ABPs),

and map them exactly onto two symmetric conserved-mass transport processes

on a periodic ring. We try to derive hydrodynamics for these systems from the

microscopic description, using the modified biased rate [as in Eq. (4.9)] along with

Eq. (4.11). Moreover, we calculate the transport coefficients for the models, which
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have the gradient property, and then we verify an equilibrium-like Einstein relation

(ER). Finally, we compare the bulk diffusion coefficients, calculated in both these

models, and investigate the role of diffusivity in the dynamical arrest of particles,

observed in many of these systems (analogous to that proposed previously in the

literature in the context of MIPS).

4.2 Lattice models with persistent hopping

We define a lattice version of interacting run-and-tumble particles [40, 42, 43],

where the system evolves in continuous time. We consider N persistent random

walkers with hardcore interactions (a site can be occupied by at most one particle)

on a periodic lattice of L sites. An arrow or a spin is associated with each of the

particles. As the system we consider in the thesis is one dimensional, the spin can

only be pointed either leftward or rightward (spin can have 2d possible directions

in d dimensions). Therefore, a configuration is specified by occupancy and spin

variables of all particles. A particle moves with unit rate along its current spin

direction to its nearest neighbour site, provided the site is empty. With a tumbling

rate Dr, a particle can go into a tumbling state: In the tumbling state, the spin of

the particle is flipped with probability p (in this step, the spin remains the same

with probability 1 − p). The limit of Dr → 0 would correspond to completely

persistent motion and the opposite limit of large Dr would correspond to a simple

exclusion process on a periodic lattice. Note that p = 1/2 and p = 1 can be related

to two recently studied model systems as discussed in Refs. [93, 94] (an on-lattice

model) and [95] (an off-lattice model), respectively.

Now, in one dimension, the exclusion process described above can be mapped ex-

actly onto an unbounded mass model with discrete masses. Consider the exclusion

process of N particles on a ring R of L lattice sites. Suppose the number of holes

in between ith and (i + 1)th particle is mi. So, the total number of holes in the

system L − N =
∑

imi. The spin of the ith particle on R is denoted by S̃i. S̃i

takes value +1 or −1 when the direction of the spin associated with ith particle is
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Figure 4.1: Exact mapping between one dimensional lattice model of persitent
hardcore particles and the corresponding unbounded mass model.

rightward or leftward, respectively. We construct a new ring R′ consisting of L′

sites, with L′ = N . For every ith particle on ring R, we construct a site labeled

by i, at ring R′. Now we put mass mi at ith site of ring R′ so that the total mass

M =
∑

imi = L − N . On ring R′, the spin of ith site Si = −S̃i. Si also takes

value +1 or −1 when the spin associated with ith site is rightward or leftward,

respectively. Thus every particle-hole-spin configuration on R maps onto a unique

mass configuration on R′.

Now we specify the correspondence between the particle dynamics on R and the

mass dynamics on R′. In Fig. 4.1 we give an elaborate example of this mapping

and the corresponding dynamics. i is the particle index on R and site index on

R′. There is a crucial difference in mapping of dynamics for left jump and right

jump of particles in this model. So we explain the mapping for both the jumps

one by one. Suppose there are mi−1 holes on the right side of (i − 1)th particle

and mi holes on the right side of ith particle on the ring R. Consider the ith
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particle of R is chosen randomly, S̃i = +1, and the right neighboring site of it

is empty. Then the ith particle will jump to its right neighboring site making

mi−1 → mi−1 + 1 and mi → mi − 1. Similarly on ring R′, ith site is chosen,

mi > 0, and Si = −1. So, a single unit of mass is chipped off from ith site and

is transferred to its left nearest neighbor site [(i− 1)th site] by changing the mass

mi−1 → mi−1 + 1 and mi → mi − 1. Now if, on ring R, ith particle is chosen,

S̃i = −1, and the left neighboring site of it is empty. Then the ith particle will

jump to its left neighboring site making mi−1 → mi−1 − 1 and mi → mi + 1.

Similarly on ring R′, ith site is chosen, mi−1 > 0, and Si = +1. So, a single unit

of mass is chipped off from (i− 1)th site and is transferred to ith site by changing

the mass mi−1 → mi−1 − 1 and mi → mi + 1.

To express the above processes in a concise way, we write down the following

stochastic update rules of mass mi(t) at ith site at time t in an infinitesimal time-

interval dt,

mi(t+ dt) =



mi(t)− 1 prob. aiδSi,−1dt

mi(t)− 1 prob. aiδSi+1,1dt

mi(t) + 1 prob. ai+1δSi+1,−1dt

mi(t) + 1 prob. ai−1δSi,1dt

mi(t) prob. 1− [aiδSi,−1 + aiδSi+1,1+

ai+1δSi+1,−1 + ai−1δSi,1]dt,

(4.12)

where ai = 1 − δmi,0 (ai = 0 or 1) is an indicator function for the occupancy of

site i, i.e., ai = 1 if site i has at least one unit of mass (occupied) and ai = 0

otherwise. Similar update rules for spin Si(t) at site i at time t in an infinitesimal

time-interval dt can be written as given below,

Si(t+ dt) =


−Si(t) prob. Drpdt

Si(t) prob. Dr(1− p)dt

Si(t) prob. 1−Drdt.

(4.13)
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In the following sections, we work with the unbounded-mass versions (where oc-

cupancy is unbounded) of active lattice gases. It is advantageous to work with

the unbounded versions as, unlike in the exclusion version, the spatial correlations

in the unbounded versions in many cases are negligibly small and therefore the

mean-field theory can capture various properties of the models remarkably well.

4.2.1 Particle-number fluctuations

Using the update rules as in Eqs. (4.12) and (4.13), the time evolution equation

of the 2nd moment 〈m2
i (t)〉 at steady state can be written as

〈m2
i 〉 = 〈(m2

i − 2mi + 1)aiδSi,−1〉+ 〈(m2
i − 2mi + 1)aiδSi+1,1〉

+〈(m2
i + 2mi + 1)ai+1δSi+1,−1〉+ 〈(m2

i + 2mi + 1)ai−1δSi,1〉

+〈m2
i 〉 − 〈m2

i (aiδSi,−1 + aiδSi+1,1 + ai+1δSi+1,−1 + ai−1δSi,1)〉,

⇒ −2〈miaiδSi,−1〉+ 〈aiδSi,−1〉 − 2〈miaiδSi+1,1〉+ 〈aiδSi+1,1〉

+2〈miai+1δSi+1,−1〉+ 〈ai+1δSi+1,−1〉+ 2〈miai−1δSi,1〉+ 〈ai−1δSi,1〉 = 0.

We consider the mass variable, occupancy and the spin variable are independent

of each other. So, within this mean-field approximation, the above equation can

be written as

−2〈miai〉〈δSi,−1〉+ 〈ai〉〈δSi,−1〉 − 2〈miai〉〈δSi+1,1〉+ 〈ai〉〈δSi+1,1〉

+2〈mi〉〈ai+1〉〈δSi+1,−1〉+ 〈ai+1〉〈δSi+1,−1〉

+2〈mi〉〈ai−1〉〈δSi,1〉+ 〈ai−1〉〈δSi,1〉 = 0,

⇒ −2ρ
1

2
+ A

1

2
− 2ρ

1

2
+ A

1

2
+ 2ρA

1

2
+ A

1

2
+ 2ρA

1

2
+ A

1

2
= 0,

⇒ −ρ+ A+ ρA = 0,

⇒ A =
ρ

1 + ρ
, (4.14)

with A = 〈ai〉 and density ρ = 〈mi〉.
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Similarly, the time evolution equation of the 3rd moment 〈m3
i (t)〉 at steady state,

within mean-field limit, can be written as,

〈m3
i 〉 = 〈(m3

i − 3m2
i + 3mi − 1)aiδSi,−1〉+ 〈(m3

i − 3m2
i + 3mi − 1)aiδSi+1,1〉

+〈(m3
i + 3m2

i + 3mi + 1)ai+1δSi+1,−1〉+ 〈(m3
i + 3m2

i + 3mi + 1)ai−1δSi,1〉

+〈m3
i 〉 − 〈m3

i (aiδSi,−1 + aiδSi+1,1 + ai+1δSi+1,−1 + ai−1δSi,1)〉,

⇒ −3〈m2
i aiδSi,−1〉+ 3〈miaiδSi,−1〉 − 〈aiδSi,−1〉

−3〈m2
i aiδSi+1,1〉+ 3〈miaiδSi+1,1〉 − 〈aiδSi+1,1〉

+3〈m2
i ai+1δSi+1,−1〉+ 3〈miai+1δSi+1,−1〉 − 〈ai+1δSi+1,−1〉

+3〈m2
i ai−1δSi,1〉+ 3〈miai−1δSi,1〉 − 〈ai−1δSi,1〉

⇒ −3〈m2〉+ 3ρ− A+ 3〈m2〉A+ 3ρA+ A = 0

⇒ 〈m2〉 =
ρ(1 + A)

(1− A)
(4.15)

Using Eqs. (4.14) and (4.15) we can calculate the scaled subsystem number fluc-

tuation (within the mean-field limit) as a function of density ρ

σ2(ρ) = 〈m2〉 − ρ2

=
ρ(1 + A)

(1− A)
− ρ2

= ρ(1 + ρ) (4.16)

Note that, the scaled variance σ2(ρ) in Eq. (4.16) does not depend on tumbling

rate Dr. To check that, we perform Monte Carlo simulations of unbounded mass

model to obtain scaled variance σ2(ρ) of subsystem mass and plot them in Fig.

4.2 for different tumbling rate Dr = 0.05 (blue), 0.3 (green) and 1.0 (magenta)

along with the mean-field result (yellow line). One could see from the above plots

that the mean-field theory captures qualitative features in simulations quite well

only when the value of Dr is reasonably large.
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Figure 4.2: Scaled variance σ2(ρ) is plotted as a function of density ρ for
different tumbling rates Dr = 0.05 (blue), 0.3 (green), and 1.0 (magenta) along

with the mean-field result [given by Eq. (4.16)] (yellow line).

4.2.2 Hydrodynamics

As we discussed in the introduction, to calculate the transport coefficients, es-

pecially the conductivity χ(ρ), we need to bias the system by a small constant

biasing force F which modifies the original mass-hopping rate. Here we define W

as the single mass chipping rate. Combining Eqs. (4.9) and (4.11), the biased

mass transfer rate from site i to j becomes,

cFi,j = cFi→j = ci→j

[
1 +

1

2
∆mi→jF (j − i)a

]
, (4.17)

with ∆mi→j the transferred mass from from site i to j and lattice spacing a = 1.

We set all the rates for unbiased system to unity in Eq. (4.12). So the biased mass
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transfer rates are,

W F
i,i+1 = 1 +

F

2
(4.18)

W F
i,i−1 = 1− F

2
(4.19)

W F
i+1,i = 1− F

2
(4.20)

W F
i−1,i = 1 +

F

2
(4.21)

Therefore, the biased evolution equation of mass mi(t) at ith site at time t after

an infinitesimal time-interval dt is given by,

mi(t+ dt) =



mi(t)− 1 prob. W F
i,i−1aiδSi,−1dt,

mi(t)− 1 prob. W F
i,i+1aiδSi+1,1dt,

mi(t) + 1 prob. W F
i+1,iai+1δSi+1,−1dt,

mi(t) + 1 prob. W F
i−1,iai−1δSi,1dt,

mi(t) prob. 1− Σ1dt,

(4.22)

with Σ1 = W F
i,i−1aiδSi,−1 +W F

i,i+1aiδSi+1,1 +W F
i+1,iai+1δSi+1,−1 +W F

i−1,iai−1δSi,1.

The evolution equation of spin Si(t) at ith site at time t remains the same and is

given by,

Si(t+ dt) =


−Si(t) prob. Drpdt

Si(t) prob. Dr(1− p)dt

Si(t) prob. 1−Drdt.

(4.23)
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Time evolution equation of average mass, or mass density, 〈mi〉(t) = ρi(t) at site

i and at time t, can be written as

∂〈mi〉
∂t

= 〈(mi − 1)W F
i,i−1aiδSi,−1〉+ 〈(mi − 1)W F

i,i+1aiδSi+1,1〉+

〈(mi + 1)W F
i+1,iai+1δSi+1,−1〉+ 〈(mi + 1)W F

i−1,iai−1δSi,1〉

−mi〈[W F
i,i−1aiδSi,−1 +W F

i,i+1aiδSi+1,1 +W F
i+1,iai+1δSi+1,−1 +W F

i−1,iai−1δSi,1]〉

= 〈−
(

1− F

2

)
aiδSi,−1〉+ 〈−

(
1 +

F

2

)
aiδSi+1,1〉

+〈
(

1− F

2

)
ai+1δSi+1,−1〉+ 〈

(
1 +

F

2

)
ai−1δSi,1〉

= −〈aiδSi,−1〉 − 〈aiδSi+1,1〉+ 〈ai+1δSi+1,−1〉+ 〈ai−1δSi,1〉
F

2

[
〈aiδSi,−1〉 − 〈aiδSi+1,1〉 − 〈ai+1δSi+1,−1〉+ 〈ai−1δSi,1〉

]
We may again consider the mass variable, occupancy and the spin variable are

independent of each other. So, within this mean-field approximation, the above

equation can be written as

∂〈mi〉
∂t

= −〈ai〉〈δSi,−1〉 − 〈ai〉〈δSi+1,1〉+ 〈ai+1〉〈δSi+1,−1〉+ 〈ai−1〉〈δSi,1〉
F

2

[
〈ai〉〈δSi,−1〉 − 〈ai〉〈δSi+1,1〉 − 〈ai+1〉〈δSi+1,−1〉+ 〈ai−1〉〈δSi,1〉

]
= −〈ai〉+

1

2
〈ai−1〉+

1

2
〈ai+1〉 − 〈ai+1〉

F

4
+ 〈ai−1〉

F

4

= −Ai +
1

2
Ai−1 +

1

2
Ai+1 − FAi+1/4 + FAi−1/4 (4.24)

where, Ai = 〈ai〉 is a local observable. One can notice that in Eq. (4.24), the local

diffusive current JD can be expressed as a gradient (discrete) of the local observable

Ai, which is called a “gradient condition”. This gradient property helps one to

identify the bulk diffusion coefficient and the conductivity, which we discuss next.

First, taking the diffusive scaling limit of Eq. (4.24), i → x = i/L and t →

τ = t/L2, and lattice constant a → 1/L, we obtain hydrodynamic time-evolution
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equation for the density field ρ(x, τ),

∂ρ(x, τ)

∂t
=

1

2

[
A

(
x− 1

L

)
+ A

(
x+

1

L

)
− 2A(x)

]

−1

4

[
A

(
x+

1

L

)
− A

(
x− 1

L

)]
F

L

=
1

2

[
1

L2

∂2A

∂x2

]
− 1

4

[
2

L

∂A

∂x

]
F

L

⇒ ∂ρ(x, τ)

∂τ
=

1

2

∂2A

∂x2
− 1

2
F
∂A

∂x

= − ∂

∂x

1

2

[
−∂A
∂x

+ AF

]
= − ∂

∂x

[
−1

2

∂A

∂ρ

∂ρ

∂x
+

1

2
AF

]
= − ∂

∂x

[
−D(ρ)

∂ρ

∂x
+ χ(ρ)F

]
(4.25)

From Eq. (4.25) one can easily identify (due to its gradient nature) the diffusivity

and conductivity, respectively as

D(ρ) =
1

2

∂A

∂ρ
=

1

2(1 + ρ)2
(4.26)

χ(ρ) =
1

2
A =

ρ

2(1 + ρ)
(4.27)

Now the ratio of conductivity χ(ρ) and bulk diffusion coefficient D(ρ) from Eqs.

(4.27) and (4.26) respectively, is given by

χ(ρ)

D(ρ)
= ρ(1 + ρ) = σ2(ρ) (4.28)

Note that, the expression in Eq. (4.28) is the same as the expression of scaled

variance in Eq. (4.16). Therefore, within mean-field theory, the Einstein relation

as in Eq. (4.7) is indeed exactly satisfied.
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4.2.3 Simulations

One could be interested to compare the mean-field hydrodynamics and simulations,

which is done as follows. After substituting the functional form of D(ρ) from Eq.

(4.26), the hydrodynamic evolution equation [Eq. (4.25)] of density field ρ(x, τ)

with rescaled position x and rescaled time τ in the limit of biasing force F = 0

becomes,
∂ρ(x, τ)

∂τ
= − ∂

∂x

[
− 1

2(1 + ρ)2

∂ρ

∂x

]
. (4.29)

We are interested in the evolution of density field ρ(x, τ) at different times, starting

from the initial condition

ρ(x, τ = 0) = ρ0 + ρ1
exp(−x2/2∆2

0)√
2π∆2

0

(4.30)

where we have chosen ∆0 = 10, ρ0 (a uniform background density) and ρ1 (strength

of the initial density perturbation) are two constants.

We now numerically integrate Eq. (4.29) by discretizing x and τ (we use Euler

method with δx = 1, δτ = 10−2), keeping total particle number fixed. Then we

also perform Monte Carlo simulations of the microscopic unbounded-mass model

with random sequential updates (which would correspond to a continuous-time

dynamics). One Monte-Carlo time unit (each site is updated at rate 1 in simula-

tions) corresponds to unit of time in continuous-time hydrodynamic evolution Eq.

(4.29). In simulations, we have generated random initial configurations, which

would correspond to the initial density profile as in Eq. (4.30); in simulations, we

average over the initial configurations as well as over the trajectories.

In Fig. 4.3, we have compared density profiles obtained by integrating hydrody-

namic evolution Eq. (4.29) [lines] and that obtained from Monte Carlo simulations

of unbounded mass model [points], at different times τ = 500, 1000, 2500 and

5000, starting from initial condition Eq. (4.30), for different values of tumbling

rate Dr = 0.01, 0.02, 0.05, 0.3, 1.0 and Dr → ∞. In all panels, we plot the

mean-field hydrodynamic evolution of density for different times τ = 0 (magenta
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Figure 4.3: Comparison between density evolution of mean-field hydrody-
namic Eq. (4.29) [lines] and that obtained from simulations [points], at different
times τ = 0 (magenta), 500 (green), 1000 (yellow), 2500 (blue) and 5000 (red),
for different values of tumbling rate Dr = 0.01, 0.02, 0.05, 0.3, 1.0 and Dr →∞.
It shows that mean-field theory can not capture the simulation result at lower

value of Dr.
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lines), 500 (green lines), 1000 (yellow lines), 2500 (blue lines) and 5000 (red lines).

In the limit of tumbling rate Dr → ∞, mean-field hydrodynamics is exact and

evidently agrees with the simulation results. Even, at the intermediate values of

Dr, mean-field theory captures reasonably well the simulations. However, at very

small Dr, deviations from mean-field theory are quite pronounced.

Note that, as this model does not have the gradient property, identifying the

transport coefficients analytically as an average over some local observable is not

possible and remains to be an open problem. However, using the above method

of evolving an initial density profile (for simplicity, taken to be a Gaussian), it is

possible to numerically calculate the bulk diffusion coefficient, as discussed in the

following sections.

4.2.4 Characterization of density relaxations

In Fig. 4.3, we note that, in the limit of tumbling rate Dr →∞, mean-field theory

is exact. However, mean-field hydrodynamics cannot capture the simulation re-

sults at small Dr. Moreover, quite interestingly, the width of the density profile at

a particular time τ decreases with decreasing Dr, indicating effective slowing down

of particle diffusion and dynamical arrest or clustering. Therefore, to quantify the

above observation, we study below in more detail how the width of density spreads

over time, calculated from the simulation, for different values of Dr. To this end,

we define width of density spreading at time τ as

∆2(τ) =

∑L/2
i=−L/2 x

2
i (τ)(ρ[xi(τ)]− ρ0)∑L/2

i=−L/2(ρ[xi(τ)]− ρ0)
(4.31)

with L be the system size. We plot ∆2(τ) with time τ for tumbling rate Dr = 0.01

(red), 0.02 (yellow), 0.05 (blue), 0.3 (green) and 1.0 (magenta) in the upper panel

of Fig. 4.4. It clearly shows that the rate of increment of ∆2(τ) decreases with Dr

which signifies clustering of masses in the system. To provide a more quantitative

description, we define two quantities as follows. An effective hop length is defined

simply as lhop = 1/Dr, which, in the original exclusion version of the model, is
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Figure 4.4: Upper panel: Width of density ∆2(τ) [as defined in Eq. (4.31)]
is plotted with time τ for tumbling rate Dr = 0.01 (red), 0.02 (yellow), 0.05
(blue), 0.3 (green) and 1.0 (magenta). Lower panel: diffusion coefficient D is

plotted with inverse of effective hop length lhop = 1/Dr.
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a measure of the average distance traversed by a particle between two successive

tumbles and, in the unbounded-mass version, is equivalent to the average mass

transferred from a particular site during two successive spin flips. Furthermore,

in the long-time limit and for large system size, bulk diffusion coefficient can now

be defined as given below

D = lim
τ→∞

∆2(τ)

2τ
. (4.32)

We find, in upper panel of Fig. 4.4, that bulk diffusion coefficient D decreases with

increasing lhop and then plot diffusion coefficient D as a function of the inverse

of the effective hop length lhop in the lower panel of Fig. 4.4. This particular

behaviour demonstrate that bulk diffusivity of masses indeed slows down quite

drastically with decreasing tumbling rates and indicates clustering. Clustering of

masses in the unbounded-mass version of the model is related to the clustering of

holes in the exclusion version model. The formation of hole clusters in exclusion

version of the model could also lead to a self trapping of particles analogous to the

motility induced phase separation (MIPS) [see Secs. 1.3.3 and 1.3.4 in Chapter 1]

observed in many of active-matter systems.

4.3 Lattice models with long-range hopping

In this section we define a lattice gas with both short-range (nearest neighbour)

and long-range (with a specified hop length) in a periodic one dimensional lattice.

This one dimensional model of active matter evolves in continuous time. Due to

hardcore nature of the particles, each site is occupied by at most one particle and

they cannot cross each other. We consider N particles on a one dimensional ring

of L sites. The update rules are as follows. A site is chosen randomly. If the site is

occupied, the selected particle can perform two possible moves; a short hop to one

of its neighbours or a long hop with a fixed length, which is somewhat analogous to

the displacement of an active persistent particle (see the persistent-hop model in

the previous section) during two successive tumbles. The probability of choosing

a short or a long hop can be a parameter in the model. If short hop is chosen,
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the particle will hop a single lattice spacing, either leftward or rightward, provided

that the target site is empty, with equal probability. In the case of long hop, the

particle can hop leftward or rightward, with equal probability, with a fixed hop

length v. To perform a long hop, the selected particle hops v lattice spacings if the

number of vacant sites along the direction of its hop is greater than or equal to v;

otherwise, the particle just sits beside the next occupied site along the direction

of its hop.

In one dimension, as shown in the previous section for persistent-hop models, the

long-range hop model can be mapped exactly onto an unbounded-mass model,

where each lattice site is associated with discrete (non-negative) masses. The

mapping can be done as follows. Consider a lattice gas of N particles on a ring R

of L lattice sites. Suppose the number of holes in between ith and (i+1)th particle

is mi. So, the total number of holes in the system L−N =
∑

imi. We construct

a new ring R′ consisting of L′ sites, with L′ = N . For every ith particle in ring

R, we construct a site labeled by i, at ring R′. Now we put mass mi at ith site

of ring R′ so that the total mass M =
∑

imi = L−N . Thus every particle-hole

configuration on R maps onto a unique mass configuration on R′.

Now we specify the correspondence between the particle dynamics on R and the

mass dynamics on R′. In Fig. 4.5 we give an elaborate example of this mapping

and the corresponding dynamics. i is the particle index on R and site index on R′.

Suppose there are mi holes on the right side of ith particle and mi+1 holes on the

right side of (i+ 1)th particle on the ring R. Consider the (i+ 1)th particle of R is

chosen randomly and selected for a short hop to right and the right neighboring

site of it is empty. Then the (i + 1)th particle will jump to its right neighboring

site making mi → mi + 1 and mi+1 → mi+1 − 1. Similarly on ring R′, a single

unit of mass is chipped off from (i+ 1)th site and is transferred to its left nearest

neighbor site (ith site) changing the mass mi → mi + 1 and mi+1 → mi+1 − 1.

We also have the long hop in exclusion process. Consider once again that there

are mi holes on the right side of ith particle and mi+1 holes on the right side of

(i+1)th particle on the ring R. Suppose (i+1)th particle on R is chosen randomly
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Short hop (v=1)

Figure 4.5: Exact mapping between one dimensional hardcore lattice gas
model with long-range hopping and the corresponding unbounded mass model.

and selected for a long hop to right with a hopping velocity v. If the number of

holes to right of (i + 1)th particle mi+1 ≥ v, then the (i + 1)th particle will jump

v sites to right, making mi → mi + v and mi+1 → mi+1 − v. Otherwise, i.e., if

mi+1 < v then, the (i+1)th particle will sit just before the (i+2)th particle making

mi → mi+mi+1 and mi+1 → 0. Similarly on ring R′, v unit of mass is chipped off

from (i + 1)th site and is transferred to its left nearest neighbor site, if the mass

at that site mi+1 ≥ v, changing the mass mi → mi + v and mi+1 → mi+1− v. For

mi+1 < v, the whole mass at (i + 1)th site is chipped off and is transferred to ith

site.

Breakdown of Kolmogorov criterion: In Fig. 4.6 we show that in configuration

1, the third particle, at any instant of time, is selected for a long hop towards

right with a maximum hop length v = 3. As, for this particular configuration,

the number of vacant sites in the right of the third particle is one, the particle

will jump to the right next site and will reach configuration 2. Now consider the

reverse path, i.e., at configuration 2, the third particle is selected for a long hop
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Figure 4.6: Breakdown of Kolmogorob criterion in one dimensional lattice
model with long-range hopping and in corresponding unbounded mass model.

towards left. It will reach configuration 3 as the number of vacant site in the left

of the third particle at configuration 2 is greater than maximum hop length v = 3.

So going from configuration 2 to configuration 1 by exactly reversing the path

is not possible in this model which implies violation of Kolmogorov criterion of

equilibrium.
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In the following we write down the stochastic time evolution equation of mass

mi(t) at ith site at time t after an infinitesimal time-interval dt,

mi(t+ dt) =



mi(t)− v prob. avi dt/2,

0 prob. ai(1− avi )dt/2,

mi(t)− 1 prob. aidt/2,

mi(t) + 1 prob. ai−1dt/4,

mi(t) + 1 prob. ai+1dt/4,

mi(t) +mi−1(t) prob. ai−1(1− avi−1)dt/4,

mi(t) + v prob. avi−1dt/4,

mi(t) +mi+1(t) prob. ai+1(1− avi+1)dt/4,

mi(t) + v prob. avi+1dt/4,

mi(t) prob. 1− Σdt,

(4.33)

with

Σ =
1

2

[
avi + ai(1− avi ) + ai

]
+

1

4

[
ai−1 + ai+1 + ai−1(1− avi−1)

]
+

1

4

[
avi−1 + ai+1(1− avi+1) + avi+1

]
(4.34)

where ai = 1 − δmi,0 is the occupancy which ensures that the ith site is occupied

and avi is another indicator function which ensures that the ith site contains at

least v particles.

avi = 1 if mi ≥ v

= 0 if mi < v.

4.3.1 Hydrodynamics

Now we need to bias the system by a small constant biasing force F to calculate

the transport coefficients, especially the conductivity χ(ρ). This biasing force

modifies the original mass-hopping rate according to Eq. (4.17). Here we define

B as mass-hopping rate when maximum v mass is transferred and W as the single



Chapter 4 93

mass chipping rate. We set all the rates for unbiased system to unity in Eq. (4.33).

So the biased mass transfer rates are,

BFv
i,i+1 = 1 + vF (i+ 1− i)/2 = 1 + vF/2, (4.35)

BFv
i,i−1 = 1 + vF (i− 1− i)/2 = 1− vF/2, (4.36)

BF
i,i+1 = 1 +miF (i+ 1− i)/2 = 1 +miF/2, (4.37)

BF
i,i−1 = 1 +miF (i− 1− i)/2 = 1−miF/2, (4.38)

W F
i,i+1 = 1 + F (i+ 1− i)/2 = 1 + F/2, (4.39)

W F
i,i−1 = 1 + F (i− 1− i)/2 = 1− F/2, (4.40)

W F
i−1,i = 1 + 1.F (i− i+ 1)/2 = 1 + F/2, (4.41)

W F
i+1,i = 1 + 1.F (i− i− 1)/2 = 1− F/2, (4.42)

BF
i−1,i = 1 +mi−1F/2, (4.43)

BFv
i−1,i = 1 + vF/2, (4.44)

BF
i+1,i = 1−mi+1F/2, (4.45)

BFv
i+1,i = 1− vF/2. (4.46)

So, the biased evolution equation of mass mi(t) at ith site at time t after an

infinitesimal time-interval dt becomes,

mi(t+ dt) =



mi(t)− v prob. avi dt/2

0 prob. ai(1− avi )dt/2

mi(t)− 1 prob. aidt/2

mi(t) + 1 prob. W F
i−1,iai−1dt/4

mi(t) + 1 prob. W F
i+1,iai+1dt/4

mi(t) +mi−1(t) prob. BF
i−1,iai−1(1− avi−1)dt/4

mi(t) + v prob. BFv
i−1,ia

v
i−1dt/4

mi(t) +mi+1(t) prob. BF
i+1,iai+1(1− avi+1)dt/4

mi(t) + v prob. BFv
i+1,ia

v
i+1dt/4

mi(t) prob. 1− Σ′dt

(4.47)
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with

Σ′ =
1

2

[
avi + ai(1− avi ) + ai

]
+

1

4

[
W F
i−1,iai−1 +W F

i+1,iai+1

]
+

1

4

[
BF
i−1,iai−1(1− avi−1) +BFv

i−1,ia
v
i−1 +BF

i+1,iai+1(1− avi+1) +BFv
i+1,ia

v
i+1

]
.(4.48)

Time evolution equation of average mass, or mass density, 〈mi〉(t) = ρi(t) at site

i and at time t, can be written as,

d〈mi〉
dt

=
1

2

[
〈(mi(t)− v)avi 〉+ 〈(mi(t)− 1)ai〉

]
+

1

4

[
〈(mi(t) + 1)W F

i−1,iai−1〉+ 〈(mi(t) + 1)W F
i+1,iai+1〉

]
+

1

4

[
〈(mi(t) +mi−1(t))BF

i−1,iai−1(1− avi−1)〉
]

+
1

4

[
〈(mi(t) + v)BFv

i−1,ia
v
i−1〉+ 〈(mi(t) +mi+1(t))BF

i+1,iai+1(1− avi+1)〉
]

+
1

4

[
〈(mi(t) + v)BFv

i+1,ia
v
i+1〉
]
− 1

2
〈mi(t)

[
avi + ai(1− avi ) + ai

]
〉

−1

4
〈mi(t)

[
W F
i−1,iai−1 +W F

i+1,iai+1 +BF
i−1,iai−1(1− avi−1)

]
〉

−1

4
〈mi(t)

[
BFv
i−1,ia

v
i−1 +BF

i+1,iai+1(1− avi+1) +BFv
i+1,ia

v
i+1

]
〉

=
1

2

[
〈−vavi 〉 − 〈ai〉

]
+

1

4

[
〈(1 + F/2)ai−1〉+ 〈(1− F/2)ai+1〉

]
+

1

4

[
〈mi−1ai−1(1 +mi−1F/2)(1− avi−1)〉

]
+

1

4

[
〈v(1 + vF/2)avi−1〉+ 〈mi+1ai+1(1−mi+1F/2)(1− avi+1)〉

]
+

1

4

[
〈v(1− vF/2)avi+1〉

]
+

1

2

[
−〈mi〉+ 〈miaia

v
i 〉
]

⇒ d〈mi〉
dt

=
1

4
(ρi−1 + ρi+1 − 2ρi)

+
1

4
〈(ai−1 + ai+1 − 2ai)〉+

1

4
〈v(avi+1 + avi−1 − 2avi )〉

−1

4
(〈mi+1ai+1a

v
i+1〉+ 〈mi−1ai−1a

v
i−1〉 − 2〈miaia

v
i 〉)

+
F

8
(〈ai−1〉 − 〈m2

i−1ai−1a
v
i−1〉+ 〈m2

i−1〉+ 〈v2avi−1〉)

−F
8

(〈ai+1〉 − 〈m2
i+1ai+1a

v
i+1〉+ 〈m2

i+1〉+ 〈v2avi+1〉)

⇒ ∂ρi
∂t

=
1

4
(gi−1 + gi+1 − 2gi)−

1

8
F (ui+1 − ui−1) (4.49)
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Figure 4.7: Two transport coefficients, diffusion coefficient D(ρ) and conduc-
tivity χ(ρ), which are numerically calculated using Eq. (4.54), are plotted as a

function of density ρ for velocities v = 1 and 10.

where, two local observables gi and ui are defined as,

gi = ρi + 〈ai〉+ v〈avi 〉 − 〈miaia
v
i 〉, (4.50)

ui = 〈ai〉 − 〈m2
i aia

v
i 〉+ 〈m2

i 〉+ v2〈avi 〉. (4.51)

One can notice that in Eq. (4.49), the local diffusive current JD can be expressed

as a gradient (discrete) of the local observable gi, which is called a “gradient

condition”. This gradient property is important because it helps one to find the

bulk diffusion coefficient and the conductivity.

Now taking the diffusive scaling limit of Eq. (4.49), i→ x = i/L and t→ τ = t/L2,

and lattice constant a → 1/L, we obtain the hydrodynamic equation for the
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density field,

∂ρ(x)

∂t
=

1

4

[
g

(
x− 1

L

)
+ g

(
x+

1

L

)
− 2g(x)

]

−1

8

[
u

(
x+

1

L

)
− u

(
x− 1

L

)]
F

L

=
1

4

[
1

L2

∂2g

∂x2

]
− 1

8

[
2

L

∂u

∂x

]
F

L

⇒ ∂ρ(x)

∂τ
=

1

4

∂2g

∂x2
− 1

4
F
∂u

∂x
(4.52)

Therefore,

∂ρ(x)

∂τ
= − ∂

∂x

[
−1

4

∂g

∂ρ

∂ρ

∂x
+

1

4
uF

]
= − ∂

∂x

[
−D(ρ)

∂ρ

∂x
+ χ(ρ)F

]
. (4.53)

From Eq. (4.53) one can easily identify the bulk diffusion coefficient and conduc-

tivity, respectively as

D(ρ) =
1

4

∂g(ρ)

∂ρ
, χ(ρ) =

u(ρ)

4
. (4.54)

In Fig. 4.7, we plot two transport coefficients, bulk diffusion coefficient D(ρ) and

conductivity χ(ρ), calculated from simulation using Eq. (4.54), are plotted as a

function of density ρ for velocities v = 1 and 10.

Hydrodynamics in the limit v →∞:

The limiting case of v → ∞ of this model was introdued by Majumdar et al.

[89] in a conserved-mass aggregation model, which allows for “chipping” (where a

single unit of mass is transferred to its nearest neighbor) and “diffusion” (where

the whole mass at a particular cite is transferred to its nearest neighbour) of

masses. Beyond a critical density, a condensation transition was observed with

an infinite aggregate present in the system, in addition to a power law decay

of mass distribution in the bulk. However, large-scale hydrodynamic properties

of this aggregation (equivalently, long-hop) model was never studied before. In



Chapter 4 97

the following sections, we derive hydrodynamics of the unbounded-mass version

(aggregation) of the long-hop model defined in the previous section. We calculate

two transport coefficients - the bulk diffusion coefficient and conductivity and

explains the clustering mechanism in terms of these coefficients. We would see that

clustering mechanism is interestingly different than that observed in the persistent-

hop model described before.

According to our description, at v → ∞ limit, mass mi at any site i is always

lesser than v that implies the indicator function avi to be always zero. By putting

this condition in Eq. (4.33), the modified mass transfer rates can be written as

given below [90],

mi(t+ dt) =



0 prob. aidt/2,

mi(t)− 1 prob. aidt/2,

mi(t) + 1 prob. ai−1dt/4,

mi(t) + 1 prob. ai+1dt/4,

mi(t) +mi−1(t) prob. ai−1dt/4,

mi(t) +mi+1(t) prob. ai+1dt/4,

mi(t) prob. 1− [ai + (ai−1 + ai+1)/2]dt,

(4.55)

Using Eq. (4.55), we can write the time evolution equation of second moment of

mass 〈m2
i (t)〉 at steady state as,

〈m2
i 〉 = 〈(m2

i − 2mi + 1)ai〉/2 + [〈(m2
i + 2mi + 1)ai−1〉+ 〈(m2

i + 2mi + 1)ai+1〉]/4

+ [〈(m2
i + 2mimi−1 +m2

i−1)ai−1〉+ 〈(m2
i + 2mimi+1 +m2

i+1)ai+1〉]/4

+ 〈m2
i 〉 − 〈m2

i [ai + (ai−1 + ai+1)/2]〉, (4.56)

where at steady state, 〈mn
i (t + dt)〉 = 〈mn

i (t)〉 for any nth moment. Now we

calculate in simulations two-point spatial correlation function C(r) = 〈mimi+r〉 −

ρ2 and, in Fig. 4.8, plot C(r) for v = 1, 10 and ∞ as a function of relative

distance r, for global density ρ = 0.3. Clearly, C(r)→ 0 is vanishingly small for all

neighbouring points with r ≥ 1, which allows us to use a mean-field theory in Eq.

(4.56); indeed, a finite-size scaling analysis of two-point correlations suggests that
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the mean-field theory is exact. The mean-field theory straighforwardly provides

us an expression for the occupation probability A(ρ) = 〈a〉 as a function of density

as given below,

A(ρ) =
ρ(1− ρ)

1 + ρ
. (4.57)

Similarly, the time evolution equation of third moment of mass 〈m3
i (t)〉 at steady

state, within the mean-field limit, will provide an expression of second moment

〈m2
i 〉 ≡ θ2(ρ), which is function of only density ρ, not a function of position i (due

to homogeneous systems), and can be written as given below,

θ2(ρ) =
ρ(1 + A(ρ))

1− A(ρ)− 2ρ
. (4.58)

Using Eqs. (4.57) and (4.58), one can calculate the scaled subsystem mass fluctu-

ation [14] given by,

σ2(ρ) = θ2(ρ)− ρ2

=
ρ(1 + ρ)(1 + ρ2)

1− 2ρ− ρ2
. (4.59)

To calculate the transport coefficients, bulk diffusion coefficient D(ρ) and con-

ductivity χ(ρ), we need to derive the hydrodynamics after biasing the system by

applying a small constant force of magnitude F . The biased stochastic update

equation for mass transport can be obtained from Eq. (4.47) with indicator func-

tion avi = 0. Using the modified biased rate equations at the limit of v →∞, one

can easily find (following the procedure as in Sec. 4.3.1) the same gradient type

hydrodynamic equation as it was in Eq. (4.53), but with a modified form of local

observables [see Eqs. (4.50) and (4.51)], given by,

g(ρ) = ρ+ A(ρ), (4.60)

u(ρ) = A(ρ) + θ2(ρ). (4.61)

Then we substitute A(ρ) and θ2(ρ) respectively from Eqs. (4.57) and (4.58) in

Eqs. (4.60) and (4.61) and use them to find the transport coefficients D(ρ) and
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function of inter particle distance r for global density ρ = 0.3 and velocities

v = 1, 10 and v →∞.

χ(ρ) [see Eq. (4.54)] given by,

D(ρ) =
1

4

∂g(ρ)

∂ρ
=

1

2(1 + ρ)2
, (4.62)

χ(ρ) =
u(ρ)

4
=

ρ(1 + ρ2)

2(1 + ρ)(1− 2ρ− ρ2)
. (4.63)

Now the ratio of conductivity χ(ρ) and bulk-diffusion coefficient D(ρ) from Eqs.

(4.63) and (4.62) respectively, is given by,

χ(ρ)

D(ρ)
=
ρ(1 + ρ)(1 + ρ2)

1− 2ρ− ρ2
. (4.64)

Note that, the expression in Eq. (4.64) is the same as the expression of scaled

variance in Eq. (4.59). So one can verify that the Einstein relation as in Eq. (4.7)

is indeed satisfied in mean-field level at the limit of v →∞.
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Figure 4.9: Comparison between hydrodynamic theory and simulation at dif-
ferent times τ = 0 (magenta), 1000 (green), 2000 (yellow), 5000 (blue) and
10000 (red) starting from initial condition Eq. (4.66), for v = 10 and v → ∞.
In the left panel, lines are the numerically calculated hydrodynamic evolution
of density for v = 10, whereas, in the right panel, the lines are the mean-field

hydrodynamic evolution plots for v →∞.

4.3.2 Comparison with simulations

We now verify the hydrodynamics we derived [Eq. (4.52)] by comparing the time

evolution of density calculated from theory with that observed in Monte Carlo

simulation of the microscopic model for v = 10 and v → ∞. The hydrodynamic

evolution equation [Eq. (4.52)] of density field ρ(x, τ) with rescaled position x and

rescaled time τ in the limit of biasing force F = 0 becomes,

∂ρ(x, τ)

∂τ
=

1

4

∂2g[ρ(x, τ)]

∂x2
. (4.65)

We are interested in the evolution of density field ρ(x, τ) at different times, starting

from the initial condition

ρ(x, τ = 0) = ρ0 + ρ1
exp(−x2/2∆2

0)√
2π∆2

0

(4.66)

where we have chosen ∆0 = 10, ρ0 (a uniform background density) and ρ1 (strength

of the initial density perturbation) are two constants.
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We have numerically integrated Eq. (4.65) by discretizing x and τ (Euler method;

δx = 1, δτ = 10−2), keeping the particle number conserved. To integrate Eq.

(4.65), for v = 10, we first need to determine, from microscopic simulations, the

function g(ρ) as a function of density ρ in a small density interval δρ. Then one

can calculate the value of the local function g at any intermediate density value by

using simple linear interpolation method. In case of v →∞, the method is easier

as we already know the functional form of g(ρ) in Eq. (4.60). According to our

hydrodynamic theory, determination of g(ρ) as a function of density ρ is sufficient

to determine the time evolution of hydrodynamic Eq. (4.65).

We perform Monte Carlo simulations of the microscopic unbounded mass model

with random sequential updates (which corresponds to the continuous-time dy-

namics). One Monte-Carlo time unit (each site is updated at rate 1 in simulations)

corresponds to unit of time in Eq. (4.65). In simulations we have generated ran-

dom initial configurations which would correspond to the initial density profile as

in Eq. (4.66); also, in simulations, we have averaged over the initial configurations

as well as the trajectories.

In Fig. 4.9, we have compared density profiles obtained by integrating hydrody-

namic evolution Eq. (4.65) [lines] and that obtained from Monte Carlo simula-

tions of unbounded mass model [points], at different times τ = 0 (magenta), 1000

(green), 2000 (yellow), 5000 (blue) and 10000 (red) starting from initial condition

Eq. (4.66), for v = 10 and v → ∞. In the left panel, lines are the numerically

calculated hydrodynamic evolution of density for v = 10, whereas, in the right

panel, the lines are the mean-field hydrodynamic evolution plots for v → ∞. In

both plots, the hydrodynamic theory captures the simulation results reasonably

well.

4.3.3 Fluctuation, response and Einstein relation

Here we verify an equilibrium-like Einstein relation [Eq. 4.7]. To this end, we

first require to calculate two transport coefficients, the bulk diffusion coefficient
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Figure 4.10: Scaled subsystem particle number fluctuation σ2(ρ) calculated
from simulation, is plotted as a function of density ρ for velocities v = 1 (green
filled circles) and 10 (yellow filled square). We compare σ2(ρ) with the ratio of
two transport coefficients χ(ρ) and D(ρ), respectively, calculated numerically
using Eq. (4.54), for velocities v = 1 (green empty circles) and 10 (yellow empty

square). It shows existence of an ER in this non-equilibrium model.

D(ρ) and the conductivity χ(ρ) by using Eq. (4.54). We perform Monte Carlo

simulations of unbounded mass-transport models to obtain two local observables

g(ρ) and u(ρ) as a function of local density field ρ. The functional forms (numer-

ically obtained) of two local observables lead to the functional forms of D(ρ) and

χ(ρ) using Eq. (4.54). Then we plot the ratio of these two transport coefficients

χ(ρ)/D(ρ) in Fig. 4.10 for two different self propulsion velocities v = 1 (green

empty circles) and 10 (yellow empty squares). To verify ER, we also compute the

scaled variance σ2(ρ) of subsystem mass and plot them in Fig. 4.10 for those two

velocities v = 1 (green solid circles) and 10 (yellow solid squares). Interestingly,

the ratio of the transport coefficients agree quite well with the scaled subsystem

mass variance, indicating existence of an ER even in this non-equilibrium model.
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Figure 4.11: Density evolution at different times τ = 0 (magenta), 1000
(green), 2000 (yellow), 5000 (blue) and 10000 (red), starting from initial con-
dition Eq. (4.66) for different velocities v = 2, 4, 10 and v → ∞ [points] and
compare them with that for v = 1 (simple exclusion process) [lines] in each

panel.

4.3.4 Characterization of density relaxations

In Fig. 4.11, we plot the density evolution at different times τ = 0 (magenta), 1000

(green), 2000 (yellow), 5000 (blue) and 10000 (red), starting from initial condition

Eq. (4.66) for different velocities v = 2, 4, 10 and v → ∞ [points] and compare

them with that for v = 1 (simple exclusion process) [lines] in each panel. Note

that, the width of density at particular time τ increases with v. Therefore, we

need to measure the width of density spreading, observed from the simulation,

quantitatively for different values of v, like we did for previous model. To this
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end, we again define the width of density spreading at time τ

∆2(τ) =

∑L/2
i=−L/2 x

2
i (τ)(ρ[xi(τ)]− ρ0)∑L/2

i=−L/2(ρ[xi(τ)]− ρ0)
(4.67)

with L be the system size. We plot ∆2(τ) with time τ for velocities v = 1 (ma-

genta), 2 (green), 4 (blue), 10 (yellow) and v → ∞ (red), in the upper panel of

Fig. 4.12. It shows that the rate of increment of ∆2(τ) increases with v. To pro-

vide a quantitative description, we define, as in the case of the persistent model

discussed in the previous section, a hop length lhop = v (which equals to the mass

transferred during “diffusion” process in the unbounded model), and an diffusion

coefficient

D = lim
τ→∞

∆2(τ)

2τ
. (4.68)

We plot the diffusion coefficient D with inverse of effective hop length lhop in the

lower panel of Fig. 4.12 and find D increases with lhop, as seen from the plot in

upper panel. This behavior of D is opposite to that we observed in the model with

persistent hardcore particles.

4.4 Comparison between persistent-hop and long-

hop models

In this section, we compare two quantities, the scaled variance σ2(ρ) of subsys-

tem mass and the bulk-diffusion coefficient D, for persistent-hop and long-hop

lattice gases with unbounded occupancy. In the upper panel of Fig. 4.13, we plot

σ2(ρ) as a function of density ρ in persistent-hop model for effective hop length

lhop = 1/Dr = 3 (blue filled circles) and 10 (blue empty circles), and in model

with long-hop model for lhop = v = 3 (yellow filled squares) and 10 (yellow empty

squares). Mass fluctuations in both systems increases with increasing density and

the behaviour is qualitatively similar. On the other hand, in the lower panel of

Fig. 4.13, we compare the bulk-diffusion coefficient D as a function of the inverse

of the effective hop length lhop [i.e., inverse tumbling rate, which is analogous to
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in all simulations.
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tion of the inverse of the effective hop length lhop for persistent-hop model (red
circles) and long-hop model (green squares). We have taken global mass density

ρ = 1 in all simulations.

the activity, or the Peclet number, in the model of active Brownian particles; see

Eq. (2.27) in chapter 2] in persistent-hop model (red circle) and long-hop model

(green square). Clearly, the behavior of diffusivity of masses in the two models

is quite contrasting, in the sense that, while the diffusivity in the long-hop model

increases with increasing lhop, the diffusivity in the persistent-hop model inter-

stingly decreases with increasing lhop. It is expected that transport coefficients,

such as diffusion coefficient here, play an important role in the phase separation,

if any. In the persistent-hop model, vanishing diffusivity with increasing effective

hop-length lhop (i.e., inverse tumbling rate or the acitivity) indicates aggregation of

masses, which would imply clustering of holes (expectedly, also for the particles)

in the corresponding lattice gas with exclusion constraint. On the other hand,

the mechanism behind clustering in the long-hop model (where a condensation

transition happens with infinite range hop v = ∞) is due to a large conductivity

in the system; indeed, as seen in Eq. (4.63) for v =∞, the conductivity diverges
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at the critical point.

For a more detailed investigation of clustering in these models, we also study

the single-site mass distributions P (m), i.e., probability distributions of mass at

a particular site. In Fig. 4.14, we plot the single-site mass distributions as a

function of single-site mass for different values of l−1
hop = 1.0 (magenta), 0.5 (green),

0.25 (blue), 0.1 (yellow) and 0.01 (red) for persistent-hop model (in upper panel)

and long-hop model (in lower panel). Note that, in the long-hop model, there is

a peak at large mass, indicating a thermodynamic condensation of mass in the

limit of l−1
hop → 0 (v → ∞), where a finite fraction of total mass in the system

belongs to a single cluster and rest of the total mass is distributed homogeneously.

However, in the persistent-hop model (in upper panel), although there are large

clusters present in the system, there is no signature of condensation transition in

the system. For a more quantitative look, we calculate the cut-off mass to the

distributions P (m) ∼ exp(−m/m∗) at large masses and, in Fig. 4.15, plot inverse

of the cut-off mass m∗ with l−1
hop, the inverse hop-length. In both the models,

the cut-off mass diverges with increasing hop-length (activity), which implies the

presence of strong mass fluctuations and, expectedly, the presence of large clusters

in the systems.

4.5 Summary

In this chapter, we have introduced a broad class of active lattice gases on a

ring, such as models of run-and-tumble particles (RTPs) with persistent hopping

and corresponding models with long-range hopping. We have mapped the models

exactly onto a class of conserved-mass transport processes with unbounded-mass

occupancy (in contrast to hardcore exclusion constraint in the original models).

Due to lack of detailed balance, all these systems are inherently driven out of

equilibrium and cannot be described by the familiar equilibrium Boltzmann-Gibbs

distributions.
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In the models with persistent hopping, we find that the models do not possess

the gradient property (that the local current cannot be written as a gradient of a

local observable) and therefore the transport coefficients could not be analytically

identified as an average of a local observable. Indeed calculating transport coeffi-

cients in these models would be a challenging open issue. On the other hand, in

the lattice models with long-range hopping, which are shown to have the gradient

property, we could derive hydrodynamics, by identifying the transport coefficients

in terms of an average of a local observable and then exactly computing the two

transport coefficients - the bulk diffusion coefficient and conductivity as a function

of particle-number density. We also directly compare our hydrodynamic theory

with simulations, which are in excellent agreement with each other. Moreover, by

using the functional form of the two transport coefficients, we demonstrate in the

models with long-range hop that there indeed exists an Einstein relation (ER), the

earliest known form of the fluctuation-dissipation theorems (FDTs) in equilibrium,

which connects number-fluctuation, the diffusion coefficient and the conductivity.

We note here that, in one dimension, though the models with persistent hopping

do not show any phase transition (in spite of signature of clustering), the models

with long-range hopping in a particular limit of infinite-range hopping (v = ∞)

does show condensation transition upon tuning the global particle-number den-

sity. Moreover, at the critical density, the conductivity diverges, but the diffusivity

remains finite. It would be of interest to explore if the models with persistent hop-

ping, as introduced here in the thesis, would exhibit a phase transition in higher

dimensions.

At the end, we calculate the bulk bulk diffusion coefficient through a slightly dif-

ferent, but a direct, route by monitoring the time-evolution of an initial Gaussian

density profile at large times. In this way, we can directly investigate the role of

bulk diffusion coefficient in clustering phenomena and dynamical arrest of parti-

cles [mechanism of which was proposed previously in the literature in the context

of motility induced phase transition (MIPS)], observed in many of these systems.

Finally, we compare, in these two classes of models - with persistent and long hop,

the scaled variances of subsystem mass as a function of density and the diffusion
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coefficients as a function of hop length for these lattice models. Quite interestingly,

we observe that, although the qualitative behaviour of the variance in both these

models as a function of density is quite similar, but the behaviour of the diffusion

coefficients in the models is markedly different as a function of the activity param-

eters, indicating clustering happens through two contrasting mechanisms: (i) One

with the small diffusivity (possibly, vanishing in models in higher dimensions) and

(ii) the other with the diverging conductivity. Studies of transport coefficients in

self-propelled particles in higher dimensions would provided much desired insights

into the nature of cluster and their thermodynamic characterization.
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Summary of the thesis

In this Ph. D. thesis, we formulate a statistical mechanics framework for three

classes of self-propelled particles or active matter - (i) active Brownian particles,

(ii) particles with Vicsek-like interactions, and (ii) lattice gas versions of interact-

ing run-and-tumble particles. This particular formulation could enable us to unify

fascinatingly broad-ranging phenomena in the systems of self-propelled particles

under a unique nonequilibrium thermodynamic theory. More specifically, we study

whether such nonequilibrium systems possess an equilibrium-like additivity prop-

erty, which could connect microscopic fluctuations to the macroscopic properties

of the system. Previously, additivity has been successfully applied in nonequilib-

rium mass-transport processes for calculations of probability distribution of mass

in a large subsystem and for characterizing macroscopic properties in terms of an

equilibrium-like thermodynamic variables like chemical potential and free-energy

function. We address here whether the similar thermodynamic structure can be

extended to systems of self-propelled particles.

In first chapter, we provide a detailed introduction of active matter systems studied

in the literature in the past decades. In second chapter, using an additivity prop-

erty, we formulate a thermodynamic theory of active Brownian particles in using

the set-up of a fluctuating hydrodynamics. We demonstrate that a nonequilibrium

fluctuation-response relation - a direct consequence of additivity - can be used to

characterize the macroscopic properties in active Brownian particles in terms of a

112
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nonequilibrium chemical potential. As the particle-number density and the activ-

ity (or Peclet number) increase, the chemical potential becomes a non-monotonic

function of density, indicating onset of a gas-liquid-like phase coexistence. Im-

portantly, the formalism developed here is solely based on characterization of the

variance of subsystem particle number as a function of particle-number density,

which we have calculated within a linearized fluctuating hydrodynamics. Our

studies of fluctuating hydrodynamics have new insights in characterizing the two

multiplicative noise terms (density and polarization noises), which appear in the

hydrodynamic equations. In the disordered phase, where correlation lengths are

small, we have compared simulations results and additivity theory, which captures

the subsystem particle-number distributions, especially the non-Gaussian features

inherently present in a driven interacting-particle system, reasonably well even in

the far-from-equilibrium regime where activity is moderately large.

In third chapter, we verify the applicability of additivity to another class of

paradigmatic self-propelled particle systems - the Vicsek model (VM) and its two

variants, consisting of polar point-particles with alignment interactions. The two

variants differ from the original one in the way noise or stochasticity is incorpo-

rated in the system. In all three models, the order parameter, average velocity of

particles, go through a disorder-to-order phase transition as the number density is

increased or the noise strength is decreased. Moreover, the critical noise strength

depends on the density, and vice versa. First we calculate, from simulations,

the scaled variance of subsystem particle-number as a function of density in the

disordered fluid-like phase. Then, using a non-equilibrium fluctuation-response

relation - a consequence of an additivity property, we exactly compute subsystem

particle-number distributions, or the density large-deviation functions. Moreover,

we compare the theoretically obtained subsystem particle-number distributions

with those obtained from simulation and we find quite striking agreement be-

tween simulations and additivity theory. Indeed, the theory captures remarkably

well the non-Gaussian features observed in these distributions. The fact that the

number distributions are determined solely from the knowledge of the variance
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as a function of density strongly indicates validity of additivity in the Vicsek-like

models.

In fourth chapter, motivated by run-and-tumble particles, we introduce a broad

class of active lattice gases with hardcore interactions - (i) persistent-hop mod-

els and (ii) long-hop models, and study these models by exactly mapping them

onto conserved-mass transport processes with unbounded occupancy (therefore,

without any hardcore constraint). Due to lack of detailed balance, these systems

are inherently driven out of equilibrium and cannot be described by the familiar

equilibrium Boltzmann-Gibbs distributions. For some of these lattice models, we

derive hydrodynamics and identify two transport coefficients - the bulk diffusion

coefficient and conductivity as a function of density. Moreover, by using the func-

tional form of the two transport coefficients in the lattice gases with long hop,

we demonstrate that there exists an Einstein relation (ER), analogous to the ear-

liest known form of the fluctuation-dissipation theorems (FDTs) in equilibrium,

which connects number-fluctuation, diffusion coefficient and conductivity. In both

persistent-hop and long-hop models, we calculate the bulk-diffusion coefficient by

time-evolving a initial Gaussian density profile at larger times and investigate the

role of mass diffusivity in the phenomenon of clustering of particles observed in

these systems [mechanism of the clustering phenomenon was proposed previously

in the context of active Brownian particles is the motility induced phase separation

(MIPS)]. Finally we compare the scaled variance of subsystem mass as a function

of density and the diffusion coefficients as a function of hop length (analogous to

activity in the active Brownian particles) for both these models. Interestingly, we

found that, although the behaviour of the scaled variance is qualitatively quite

similar, but the behaviour of the diffusion coefficients is quite contrasting in these

two models: In models with persistent hopping, diffusivity decreases with increas-

ing effective hop length, on the other hand, in the models with long-range hopping,

diffusivity increases with increasing effective hop length.

We believe our studies in this thesis, which explore the connection between the

static additivity properties and dynamic properties like transport coefficients in a

broad class of self-propelled particles, would provide some useful insights into the
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nature of clustering, and, therefore, a complete thermodynamic characterization

of interacting self-propelled particles in general.
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APPENDIX A: Additivity and fluctuation-response

relation

Here we show how additivity, as in 2.1 in the main text, directly leads to the

fluctuation-response relation as in Eq. 2.5 in the main text. Provided additivity

property is satisifed, the subsystem particle-number distribution can be written ,

in the thermodynamic limit, as

PV(N ) =
1

Z
WV(N )eµN , (1)

whereW is the weight factor for the respective subsystem, µ is a chemical potential

and the normalization constant Z is given by

Z(µ) =
∞∑
N=0

WV(N )eµN . (2)

Now, the average particle number can be calculated by taking a derivative of

logarithm of the normalization constant w.r.t. µ,

〈N〉 =
d(lnZ)

dµ
. (3)

By taking another derivative of Eq. 3 w.r.t. µ, one can immediately relate com-

pressibility to the fluctuation,

d〈N〉
dµ

=
d2(lnZ)

dµ2
= 〈N 2〉 − 〈N〉2, (4)

where, in the last step, we have used Eq. 2. Dividing both side of the above equa-

tion by the subsystem volume V , we get, in the limit of large V , the fluctuation-

response relation as in Eq. 3 in the main text,

dρ

dµ
= σ2, (5)



Appendix 117

where the scaled variance is defined as

σ2 = lim
V→∞

(〈N 2〉 − 〈N〉2)

V
.

APPENDIX B: Calculation of Structure factor

in the active Brownian particles within linearized

fluctuating hydrodynamics

We consider the following fluctuating hydrodynamic equations, as considered in

the main text, for self-propelled particles (SPP)

∂tρ = −∇.
[
v(ρ)p−D(ρ)∇ρ+ fd

]
, (6)

∂tp = −Drp−
1

2
∇ (ρv) +K∇2p + fp, (7)

and perform linear analysis along the lines of Ref. [31]. We transform the variable

θ(r) = ∇.p, expand the nonlinear terms upto linear order of δρ and δp, where

δρ = ρ − ρ0, δp = p − p0, δθ = ∇.(δp) with ρ0 and p0 = 0 average density and

polarization profile, to obtain

∂tδρ(r, t) = −v(ρ0)δθ(r, t) +D(ρ0)∇2δρ(r, t)−∇.fd, (8)

∂tδθ(r, t) = −Drδθ(r, t)− α(ρ0)∇2δρ(r, t)

+K∇2δθ(r, t) +∇.fp, (9)

where ∇.(vp) ' vδθ, ∇(ρv) ' 2α(ρ0)∇(δρ) with

2α(ρ0) =
d

dρ0

[ρ0v(ρ0)] = v(ρ0) + ρ0
dv(ρ0)

dρ0

.
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Using Fourier amplitudes

δρ̃(q, ω) =

∫
r

∫
t

e−iq.re−iωt δρ(r, t)drdt, (10)

δθ̃(q, ω) =

∫
r

∫
t

e−iq.re−iωt δθ(r, t)drdt, (11)

and reverting back to global density ρ0 = ρ (for notational simplicity), Eqs.(8)

and (9) can be written as

[iω + q2D(ρ)]δρ̃+ v(ρ)δθ̃ = −iq.f̃d (12)

α(ρ)q2δρ̃− (Dr +Kq2 + iω)δθ̃ = −iq.f̃p. (13)

Solving for the Fourier modes, we get

 δρ̃

δθ̃

 = −iq.

 q2D(ρ) + iω v(ρ)

αq2 −(Dr +Kq2 + iω)


−1  f̃d

f̃p


and therefore

δρ̃(q, ω) =
i

det(M)
[(Dr +Kq2 + iω)q.f̃d + vq.f̃p] (14)

with

M =

 iω + q2D(ρ) v(ρ)

αq2 −(Kq2 +Dr + iω)

 . (15)

Using the noise correlations, 〈|q.f̃d|2〉 = 2V∆dq
2, 〈|q.f̃p|2〉 = 2V∆pq

2 and 〈(q.f̃∗d )(q.f̃p)〉 =

〈(q.f̃d)(q.f̃∗p )〉 = 0, we obtain dynamic structure factor

S(q, ω) = 〈|δρ̃(q, ω)|2〉

=
{ω2 + (Dr +Kq2)2}〈|q.f̃d|2〉+ v2〈|q.f̃p|2〉

|det(M)|2

=
2q2V

|det(M)|2
[∆d{ω2 + (Dr +Kq2)2}+ ∆pv

2] (16)
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where

|det(M)|2 = (ω2 − a)2 + ω2b2 (17)

with

a = q2[DrD(ρ) +D(ρ)Kq2],

b = Dr + q2[K +D(ρ)],

and

D(ρ) = D(ρ) + v(ρ)α(ρ)/Dr.

The Static Structure factor can be computed as S(q) = (1/2π)
∫∞
−∞ S(q, ω) dω.

Now using the following equalities,

∫ ∞
−∞

dω

(ω2 − a)2 + ω2b2
=

π

ab
,∫ ∞

−∞

ω2dω

(ω2 − a)2 + ω2b2
=
π

b
, (18)

we obtain S(q) = S1(q) + S2(q) where

S1(q) = V
2q2∆d

2π

[
π

b
+ (Dr +Kq2)2 π

ab

]
=

V∆dq
2

Dr + q2(K +D)

+
V∆dq

2(Dr +Kq2)2

q2[DrD +DKq2][Dr + q2(K +D)]
(19)

and

S2(q) = V
2q2∆pv

2

2π

π

ab

= V
∆pv

2

[DrD +DKq2][Dr + q2(K +D)]
. (20)

The structure factor S(q = 0) = S1(0) + S2(0) is related to variance σ2
V(ρ) =

〈N 2〉 − 〈N〉2 of number of particles N =
∫
V ρ(r)dr in a subvolume V which can
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be written as

σ2
V(ρ) = S(q = 0) = V

[
∆d

D(ρ)
+

∆pv
2(ρ)

D2
rD(ρ)

]
, (21)

the desired expression in the main text.

APPENDIX C: Polarization fluctuations in the active Brow-

nian particles

As defined in the equations of motion for the active Brownian particles in the

main text, ui ≡ {uix,iy} = {cosφi, sinφi} the orientation unit vector for the

ith Brownian particle. From the definition of the polarization density p(r, t) =∑
i δ(r − Ri(t))ui(t), we can express total polarization P∆V , in a small volume

∆V , as

P∆V =
∑
i∈∆V

ui(t) (22)

where the sum is over ∆N number of particles in the volume ∆V so that

p = lim
∆V→0

P∆V

∆V
. (23)

Now, using the central limit theorem (CLT), one can estimate the fluctuation or

the variance of P∆V ≡ {P x
∆V , P

y
∆V }, which is the sum of ∆N random variables

(i.e., the sum of random orientation unit vectors of ∆N particles in volume ∆V )

where the variance of the x and y components of each orientation unit vector ui,

for any i, are calculated to be constant. Consequently, the variance of the x and

y components of polarization density p can be calculated as given below,

σ2
pix

= 〈p2
ix〉 − 〈pix〉2

= lim
∆V→0

〈(P x
∆V )2〉 − 〈(P x

∆V )〉2

∆V

= lim
∆V→0

〈∆N〉
∆V

[〈u2
ix〉 − 〈uix〉2] ∝ ρ, (24)
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and similarly

σ2
piy
∝ ρ. (25)

APPENDIX D: Structure factor in the limit of quasistatic

polarization field (∆p = 0)

In the quasi-static limit of polarization field, by setting ∂tp = 0, K = 0 and

polarization noise strength ∆p = 0 in Eq. 7 and then substituting p in Eq. 7

[40, 43], we get an effective evolution equation for density field,

∂tρ = −∇.
[
−v∇(vρ)

2Dr

−D∇ρ+ fd

]
(26)

= −∇.[ṽρ− D̃∇ρ+ fd] (27)

where effective velocity ṽ(ρ) = −v∇v/2Dr and effective diffusivity D̃ = D +

v2/2Dr. Now we perform linear analysis of fluctuation δρ = ρ − ρ0 around the

average density ρ0,

∂tδρ = −∇.[−D(ρ0)∇δρ+ fd] (28)

where effective diffusivity

D = D̃ +
ρv

2Dr

dv

dρ
= D +

αv

Dr

, (29)

where α = (v + ρdv
dρ

)/2. Taking Fourier transform of both sides and solving for

density mode,

δρ̃(q, ω) =
−iq

iω + q2D
f̃d, (30)

we calculate the dynamic structure factor,

S(q, ω) = 〈|δρ̃(q, ω)|2〉 =
2V q2∆d

ω2 + q4D2
(31)
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and the static Structure factor,

S(q) =
1

2π

∫ ∞
−∞

S(q, ω)dω =
V∆d

D
, (32)

which is independent of q, i.e., the two-point correlation function c(r) ∝ δ(r) and

correlation length ξ = 0. This is the reason why the linear analysis is exact in this

case and provides the variance exactly

σ2(ρ) =
∆d

D
, (33)

which is consistent with an integrability condition in [42] and with the free energy

density function f(ρ) satisfying d2f/dρ2 = 1/σ2(ρ). This could be seen if we

choose ∆d = D̃ρ as in [42] and we find

σ2(ρ) =
D̃ρ

D̃ + ρv
2Dr

dv
dρ

' v2ρ/2Dr

v2

2Dr
+ ρv

2Dr

dv
dρ

=

[
1

ρ
+

1

v

dv

dρ

]−1

, (34)

by assuming D � v2/2Dr. Chemical potential µ(ρ) can be obtained by integrating

fluctuation-response relation (Eq. 5 in the main text) w.r.t. density ρ,

µ(ρ) =

∫
1

σ2(ρ)
dρ = ln(ρv) + c1, (35)

c1 an arbitrary constant of integration.

APPENDIX E: Functional Fokker-Planck Equa-

tion and v = 0 limit

For a functional Langevin equation (stochastic differential equation) having a gen-

eral form,

∂tρ(r, t) = B[ρ(r, t)] + g(r, t), (36)
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where B[ρ(r, t)] is a functional of ρ(r) and g(r, t) is a Gaussian noise with corre-

lation

〈g(r, t)g(r′, t)〉 = G(r, r′)δ(t− t′), (37)

the functional Fokker-Planck equation is given by [75]

∂tP [ρ(r, t)] = −
∫
d3r

δ

δρ(r)
{B[ρ(r)]P [ρ(r, t)]}

+
1

2

∫ ∫
d3rd3r′

[
δ2

δρ(r)δρ(r′)
G(r, r′)P [ρ(r, t)]

]
(38)

For simplicity, let us consider only one spatial dimension with Cartesian position

coordinate x. Now, we are interested in a Langevin equation having a particular

form

ρ̇ = −∂x
[
ρv −D(ρ)∂xρ+ fρ

]
(39)

where g(x, t) = ∂xfρ(x, t) with noise correlation 〈fρ(x, t)fρ(x′, t′)〉 = 2∆(ρ)δ(x −

x′)δ(t− t′). Using Eq. 38, the functional Fokker-Planck equation becomes

∂tP =

∫
dx

δ

δρ(x)
∂x

[
ρv −D(ρ)∂xρ−∆(ρ)∂x

δ

δρ(x)

]
P (40)

For nonzero v(ρ) 6= 0, solution of the above Fokker-Planck equation is not in

general known. In a special case, when an integrability condition is satisfied v/D =

∂x(δF/δρ) for a functional F [ρ(x)] =
∫
f [ρ(x)]dx, the steady-state solution is given

by the Boltzmann form P ∼ exp[−F [ρ(x)] [42].

When velocity v(ρ) = 0, i.e., in equilibrium, the Fokker-Planck equation for the

many body probability P [ρ(x), t] can be shown to always have the Boltzmann form

as follows. The Fokker-Planck equation in this case can be written as,

Ṗ =

∫
dx

δ

δρ(x)
∂x

[
−D(ρ)

∂ρ

∂x
−∆(ρ)

(
δ

δρ

)′]
P (41)
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We start with an ansatz P ∼ exp
[
−
∫
f(ρ)dx

]
and, using

(
δP
δρ

)′
= −P d

2f

dρ2

∂ρ

∂x
, (42)

in Eq. 41, we obtain f(ρ) as given below,

−D(ρ)
∂ρ

∂x
P −∆(ρ)

(
δP
δρ

)′
= 0 (43)

⇒ −D(ρ)
∂ρ

∂x
P + ∆(ρ)P d

2f

dρ2

∂ρ

∂x
= 0 (44)

⇒ ∂ρ

∂x
P

[
−D(ρ) + ∆(ρ)

d2f

dρ2

]
= 0 (45)

⇒ d2f

dρ2
=
D(ρ)

∆(ρ)
. (46)

Therefore the steady-state probability functional for density fluctuation can be

written as P [{ρ(r)}] ∝ exp[−
∫
f [ρ(r)]d2r] where d2f/dρ2 = [∆d(ρ)/D(ρ)]−1. This

is what is expected from the equilibrium fluctuation-dissipation theorem.
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