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Abstract

Generation and manipulation of variousnanoscale spin textures, spin waves and spin
current have gain huge impetus due to their potential applications in higlensity
media for data storing, spinbased transistors, logic, reconfigurable magnonic
waveguides for energyefficient transmission of sgnals, switching devices,
neuromorphic computation, etc. This doctoral research is based on the study of high
frequency spin dynamics from femtosecond to nanosecond time scales in ferromagnetic
systems of reduced dimensions ranging from thin films to pattrned nanostructures.
The study involves exploitation of several external stimuli, such as, laser fluence, spin
current, and surface acoustic wave induced strain for modulation of ultrafast
magnetization dynamics in ferromagnetic thin films, heterostructues and
nanostructures. The experiments have been performed using custebuilt space- and
time-resolved magnetoeoptical Kerr effect (TRMOKE) magnetometry. The experimental
results have been modeled by using analytical theories and numerical micromagnetic
simulations. The study of laser fluencedependent ultrafast magnetization dynamics in
NigoFexo thin films having different thicknesses has been carried away by using TR
MOKE magnetometry based on amplified laser system. The effect of increasing system
temperature to Curie temperature ratio on various dynamical entities, such as, ultrafast
demagnetization time, remagnetization time, Gilbert damping, precessional frequency
and temporal chirping is comprehensively studied. The precessional magnetization
dynamics in GdoFeso thin films of different thicknesses is explored by varying the
magnitude and orientation of the bias magnetic field from nearly ifplane to nearly out
of-plane direction of the thin film surface. The precessional frequency and effective
damping in this system are found to be strongly correlated with the development of
weak out-of-plane anisotropy when the film thickness increases. We have further
investigated the femtosecond laser induced collective precessional dynamics in two
dimensional narodot arrays by TRMOKE microscopy with varying lattice properties.
We have observed a transition from a strongly collective to a completely isolated
magnetization dynamics via various weakly collective dynamics by systematically
increasing the inter-dot separation in nanodot arrays having hexagonal, honeycomb and
octagonal lattice symmetries. The effect of anisotropic dipolar interaction between the

nanodots arranged in octagonal and honeycomb lattices is demonstrated from their



time-resolved precessional gnamics. Experimental generation of hybrid magneto
dynamical modes in a single magnetostrictive Co nanomagnet grown on piezoelectric
substrate (PMNPT) has also been demonstrated. Laser induced surface acoustic wave
gives rise to the periodic strain anisotopy at the interface and due to Villari effect,
magneto-elastic modulation of magnetization dynamics is evidenced within the
nanomagnet. The spirwvave modes are composed of both the periodic strairand laser
induced spin precession. We then demonstrate naall-optical detection of spinHall
effect in Sub/W(t)/Co20Fes0B20(3 nm)/SiO2(2 nm) heterostructures with varying the
thickness () of W. Exploiting TRMOKE microscopy we study the modulation of Gilbert
damping of the adjacentCooFesoB2o layer induced by the spin current induced spin
torque from the W layer. The damping modulation is significantly high for the
phase transition regime with increasing Wthickness is correlated with the resistivity
change. The charge current to spin current conversion efficienciye. spin-Hall angle for
W is also estimated. The experimental and numerical results presented in this thesis
may find applications in energy efficient nagnetic data storage and memory technology

as well as onchip GHz frequency communication devices.
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lattice constants (a), (b)a = 180 nm and (c), (d)a = 390 nm. The applied bias fields are
H= 078 kOe ((a), (c)), 0.62 kOe (b) and 0.52 kOe (d). The colour bar of power profile is

shown at the bottom right corner of the image. Sizes of the dots are not in scale...145

Figure 6.6: The contour maps of simulated magnetostatic field distribution (x
component) are shown for permalloy nanodot arrays arranged in hexagonal symmetry
with lattice constants of (a)a = 180 nm, (b)a= 310 nm and (c)a = 490 nm. The arrows
inside the dots represent the magnetization states of the dots and the strength of
magnetostatic field is represented by the colour bar given at the bottom right corner of
the figure. The red horizontal lines repreent the position of the lattice from where the

line scans have been taken. Sizes of the dots are notinscale...............ceeeceeeeee..... 146

Figure 6.7: (a) Lhe scans of simulated magnetostatic fields from the arrays with
different lattice constants (a) as obtained from the positions indicated by horizontal

solid lines (as shown in Fig. 6.6). (b) The variation of magnetostatic stray field with the
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lattice constant (circular symbols: micromagnetic simulation, solid line: fitted curve).

The schematic of the dipolar coupled dots is shown in the inset................c....ceee.. 147

Figure 7.1: Scanning electron micrograph images of the Py nanodot array arranged in
(a) honeycomb and (b) octagonal lattices. Intedot separations ) and corresponding
length scales are mentioned in numerical figures on the top and bottom efch image,
respectively. Unit cells of the honeycomb and octagonal lattices are marked in dotted
line in the figure. (c) Schematic of experimental arrangement used in purrobe
technique. (d) Raw and (e) background subtracted timeesolved Kerr rotation data for
honeycomb and octagonal lattices witt5= 100 nm. The red and blue solid lines are bi
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Figure 7.2: The experimental and simulated FFT power spectra of background
subtracted experimental timeresolved Kerr rotation data along with simulated spectra
obtained from Py nanodot arrays with (a) honeycomb and (b) octagonal lattice
symmetries. Inter-dot separationsare mentioned in numerical figures on the righthand
side of each panel. The number of peak corresponds to each SW mode is indicated at the
top of the peak for all the spectra. The red and blue dotted lines shown in the simulated
FFT spectra indicate the pak position of two SW modes of a single nanodot. Different

color shades indicate different magnetostatic interaction regimes..................ooeeeee. 157

Figure 7.3: (a) Variation of precessional frequencies of mode 1 obtained from simulated
FFT spectra of honeycomb lattice and mode 1, 2 for octagonal lattice wi§. Constant
field (H) of 1.3 kOe is applied as shown in the insets. Precessional frequencies of
different SW modes for Py nanodot array with interdot separation,S= 75 nm, arranged

in (b) honeycomb and octagonal lattice symmetries, are plotted as a fcton of bias
field H. Triangular symbols: experimental data, circular symbols: micromagnetic

simulation results, solid lIne: Kittel fit.........cooeeeieiie et eeemeen e eenen... 188,

Figure 7.4: Simulated SW powephase maps of Py nanodot arrays with honeycomb
lattice symmetry. Inter-dot separations are mentioned in numerical figures on the left
hand side of each panel. The mode numbers are indicated at the top of the imadrtsmse

map for individual dots correspond to each SW mode profile is shown in the inset of
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each image. The color bars corresponding to power and phase profiles are indicated

With respective SCales..........coooiiiiiiiiiimmmmce e eemmmemmeeeeeeeeeeeeeeennmmmme e e eeeeeees B0,

Figure 7.5: Simulated SW powephase maps of Py nanodot arrays with octagonal lattice
symmetry. Inter-dot separations are mentioned in numerical figures on the lefhand
side of eachpanel. The mode numbers are indicated at the top of the images. Phase map
for individual dot corresponding to each SW mode profile is shown in the inset of each
image. The color bars corresponding to power and phase profiles are indicated with
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Figure 7.6:Distribution of x-component of magnetostatic interaction field with distance
along the row in the Py nanodot erays having (a) honeycomb and (b) octagonal lattice
symmetries with different S.The red linescans are taken along the white dotted line for
the honeycomb lattice. The red and blue linescans are taken along white (denser row)
and yellow (sparser row) dotted lines for octagonal lattice respectively. P1, P2, P3
indicates the position of the linescan where the magnetostatic field value experiences
local minima. Variation of magnetostatic field values for different positions, with
distance between the correspading nanodots for all the arrays having (c) honeycomb
and (d) octagonal lattice symmetries. The magnetostatic field distribution is shown at

the inset of €aCh fIQUIE........oiiiiii im0 O3,

Figure 8.1: (a) Scanning electron micrograph of the Co nanomagnets deposited on a
PMN-PT substrate. The edgéo-edge separation between two neighboring
nanomagnets in a row [along the line collinear with their minoraxis (x-direction)] is

about 892 nm, which shows that the pitch of the array is about 1 pm. The separation

between two adjacent rows is ~4 um along theg/-direction. Major and minor axes are
denotedasaj P pwmn bjiT| PAg T 1 qh OAOP&KAORIOAeE 8 4 EA
poling direction of the substrate. (b) Magnetic force micrograph of the nanomagnets

which do not show good phase contrast because of insufficient shape anisotropy. (c)

The experimental geometry is shown with the bias magnetic fieldH) applied along the
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plane tilt ( ) of feW degrees...........uiii it ereeeeee e e e e e e emeennmmme e s L 2
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Figure 8.2: (a) Background subtracted timeesolved data for reflectivity of the bare
PMN-PT substrate as a function of the delay between the pump and the probe, obtained
at 15 mJ/cnme pump fluence. (b) Also shown are the fast Fourier transformsfothe

oscillations. Frequencies of the two most intense peaks are indicated in GHz........ 174

Figure 8.3: Bias magnetic field dependencefahe (backgroundsubtracted) time-
resolved Kerr oscillations from a single Co nanomagnet on a PMN substrate. The
pump fluence is 15 mJ/cra. (a) The measured Kerr oscillations in time and (b) the fast
Fourier transforms of the oscillations. The Fouriertransform peaks shift to lower
frequencies with decreasing bias magnetic field strength. There are multiple oscillation
modes of various Fourier amplitudes. Out of those, the dominant mode (at all bias fields
except 700 Oe) is denoted by F and its nearestodes ki and F.. (c) Fourier transforms
of the temporal evolution of the outof-plane magnetization component at various bias
magnetic fields simulated with MuMax3 where the amplitude of the periodically varying
strain anisotropy energy densityKo is assuned to be 22,500 J/m. The simulation has
additional (weak) higher frequency peaks not observed in the experiment. The spectra

in the two right panels are used to compare simulation with experiment................. 175

Figure 8.4: (a) Bias field ) dependence of the observed three dominant frequencies in
the Kerr oscillations k, F and [ (frequencies of hybrid magnetedynamical modes) at
15 mJ/cm? pump fluence. We also show alongside (with a dotted line) the Kerr
oscillation frequencies obtained from the MuMax3 modeling based on the assumption
Ko = 22,500 J/n®. The intermediate points in the dotted line are a guide to the eyand
are extrapolated. The simulated data points are, for the most part, within the error bars
of the experimentally measured data points. (b) Fluence dependence of the frequencies
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Figure 8.5: (a) Simulated power and (b) phase profiles of the spin waves associated with
the three dominant frequencies k, F and F in the Kerr oscillations at any given bias

field. The top most row shows edge and center modes at the two dominant frequencies
in the Kerr oscillations in the absence of strain at 1000 Oe bias field. The units of power

and phase are dB and radians, reSpBeely. .............uuvvvveiiicccccccmeeeiiiiiii s smmmmmeemeeeen L 19
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Figure 9.1: (a) Xray diffraction patterns measured at grazing angle incidence for W
films with thickness of 3 nm, 4 nm5 nm, 6 nm and 7 nm. Peaks corresponding foand

1 phase of W are marked in the plots. (b) Atomic force microscope images showing the
surface topography of the Sub/W{)/Co20Fes0B20(3 Nm)/SiO2(2 nm) samples witht = 2
nm to 7 nm. The images are presentedith the same scale bar as shown at the right
hand side of the figure. (c) Variation of inverse of sheet resistance of
Sub/W(t)/Co20Fes0B20(3 nm)/SiO2(2 nm) as a function of W thicknesstfj measured

using linear four probe technique..............cooovviiicccceeeer s veeeeemmmeeee e ee00eea 190

Figure 9.2: Schematic of sample geometry and illustration of experimental geometry (a)
before and (b) after the approach of pumpand probe laser pulses. Cordinate
convention as followed is also shown. The blue and red cylindrical arrows indicate the
orientation of effective magnetic field and initial magnetization, respectively.(c) Time
resolved Kerr rotation data for Sub/W(4 nmYCo20Fes0B20(3 nm)/SiO2(2 nm) sample at
applied field, H = 1.46 kOe is shown. The three different temporal regimes are indicated
LRt =0 = T o O PP PP £ 1)

Figure 9.3: (a) Timeresolved precessional magnetization dynamics for Sub/W(4
nm)/Co20Fes0B20(3 Nm)/SiO2(2 nm) sample at different bias magnetic field values. (b)
The corresponding FFT power spectra to extract the precession frequency. (c)oPbf
variation of frequency as a function of bias magnetic field. The solid line is the fit with
Kittel formula. (d) Saturation magnetization of the Sub/Wf{)/Co20Fes0B20(3 nm)/SiO2(2

nm) samples as a function of W layer thickness...............ccccciiccceeeeeeee i eeeeenn 194

Figure 9.4: (a) Representative TRMOKE traces for extraction of damping under the
influence of positive and negative current desities. Here, W thickness is mentioned in
the left panel. The estimated damping values at mentioned current densities (in AAn
are also shown. Comparison of left and right panel indicates that the damping value
changes with the polarity of charge current.(b) Modulation of damping plot for W
thickness of 3 and 4 nm corresponding to the phase and 7 nm corresponding to the
phase. Solid line is the linear fit to the modulation of damping with current density.
Error bars correspond to the fitting error obtained during the estimation of damping.
...196
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Figure 9.5: (a) Variation of spin Hall angle with W thickness. Error bars are estimatég
considering errors in damping, saturation magnetization and resistivity measurements.
The color contrast shows the transition fromy to | phase of W. (b) Variation of

resistivity of W with thickness (1). ........vuiiiiiiiiiiiiieeeeen e ereeeemmme e eeeeeen LT
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Chapter 1

1 Introduction
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associated with the magnetization of the magnetic elements. Spin alone or with charge

can be harnessed for storing and processing information. During last few decaddsst

Al T OA AOOI AEAGETT EAO AAOOAA OAGAABIOEINT a8
Starting from read head of magnetic recording media, nonvolatile magnetic random

access memory to ultramodern robotics technology,the chargespin association
undoubtedly plays a key role. In magnetic memory devices magnetization state is
OxEOAEAA AU Ag@OAOI Al 1 Aci ACEA Z£EAI A Ol AAE]
which in turn can store a®itd the smallest unit of data in a computer. A vigorous effort

has beenmade by the scientists taexplore a smart way to manipulate a spin and exploit

the interaction between spin current and magnetic moment. The growing demand of

OO0O0T OET C 11T OA ET & OI AGETT xEOEET | Aédlic OBPAAA
and dynamic properties of nanoscale magnetic systemssuch as ultrathin films,

heterostructures and patterned magnetic mediaOne important aspect of magnetization

dynamics isspin-waves(SWs)and quantaofSWO ET 1T x1 AO Oi ACci 11 088 4
development of OEA OAOGO AEAT A 1T £ O. Al T-bruha@kdEa®1 8§ x E (
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magnetic properties exhibit periodic modulation in space, similar to photonic or sonic

crystals and actsas a medium of propagation o6Ws(magnons), then it can betermed

as a magnonic crystal (MC). The physical phenomena associated with magnetization

dynamics in these nanomagnetic systems are extremely fascinating. On the other hand,

the development of spin-based analogues of chargbased devices has emerged as a

OAOU Ei BT O0AT O £AEAT A T MnOdOtAnDdspettdk thidfeldid O OODE

the spin-charge conversion inlow dimensional systems

1.1 Magnetization Switching

In the following sections, we discuss some of the recent advancements in the fields of

spintronics and spin dynamics.



1.1.1 All-Optical Switching
Magnetic field can be sensed by the magnetization easily and application of magnetic

field on static magnetization can control its diretion. In case of time varying
magnetization, it is found that if this field exerts a torque on the magnetization then the
mechanism of precessional switching can switch the magnetization faster -f. Still
these deterministic switching is not enough to reet the growing demand of faster
switching speed of the devices. Researchers thus continued their hunt for various
emerging mechanisms, including albptical switching (AOS) [5], strain induced
switching [6] and spin current induced switching[7]. Earlier experiments on laser
induced ultrafast demagnetization [8] and spin reorientation showed new pathway to
exploit [9] ultrafast lasers for manipulating magnetization in the time scales of a
picosecond to femtosecond. Supico second laser pulse was used by Kimet al. to
excite the spin dynamicsnon-thermally and coherent control over the magnetization
was achieved by way of the inverse Faraday effeFE) [10]. It was demonstrated that
electric field of light can act as an effective magnetic field directed along the wave vector
of the light. Thus lights with right and left circular polarization should act as magnetic
fields with opposite sign. They showed that in DyFe®, which is a rareearth
orthoferrite, circularly polarized pump pulses of opposite helicities excite
magnetization precession with opposite phases. This ignited huge research interest in
the field of ultrafast opto-magnetism. The aim was complete reveed of the
magnetization by optically induced field pulses. In 2007, Stanc et al. experimentally
demonstrated a method for compact albptical recording of magnetic bits [5]. They
used a circularly polarized laser beam to scan across a ferromagnetic sample while
simultaneously altering the helicity of the beam The main two fators responsible for
magnetization switching was laser inducd heating and acircularly polarized light
acting as effective magnetic field. The former process energthe spin system into a
demagnetized and transient ferromagnetic state [11]and latter is consequence of IFE
[12]. This magnetization revewsal phenomenon namely albptical helicity dependent
switching (AO-HDS) was then observed for multilayered synthetic ferrimagnets [13].
Later, it was evidenced that switchings a consequence of angulamomentum transfer
between the sublattices in ferrimagnet [14]. After Lambertet al. reported AOG-HDS in
ferromagnetic Co/Pt multilayers and partial switching in FePt granular films [15], the

debate about the origin of AGHDSbegan tointensify. They proposel that IFE can lead



to AOHDS when the system temperature approaches the Curie temperature within
very short time scale. A material with low Curie temperature is desirable for ABIDS.
For creating a favorable condition for AOS role of magnetic damping itsa inadvertent.
Moreover, researchers have observed the effect of optical spin transfer torque
(consisting of field like and damping like torque components) along with IFEL6]. Thus
several mechanisms were proposed to explain the magnetization reversal due to

application of ultrafast laser and thefield began to expand

It is pertinent to mention here that, not only reversing the magnetizatiordirection but
also femtosecond laser can modulate several static and dynamic properties of the
magnetic materiak. The coercivity and anisotropy of the ferromagnetic thin films can
also be modified by laser fluence, which show application potential in heat assisted
magnetic recording (HAMR)technology [17]. Recent reports reveal that precessional
frequency and damping can banodulated noticeably due to application of fluence in
optical excitation technique and the process is reversible [120]. All these studies
stipulate the necessity for unification of ultrafast magnetic processes in magnetic thin
films and its control over a broadtime scale for enabling the integration of those

processes in a single device amsimultaneoususe one effect to contol another.

1.1.2 Strain Induced Switching
Nanomagnetic logic and memory applicatios require switching of magnetization with

high efficiency. For examplejn modern spin transfer torque magnetic random access
memory (STEFMRAM),0x OEOET C8 | /£ hdd byAswi@hing the ndagnktizdtianrl E O
of the free layer (a soft nanomagnet) bya spin transfer torque (STT) generated from a
spin-polarized current [21,22]. Application of spin polarized current to write bits in
nonvolatile magnetic memory hasbecome a effective approach because it promises to
reduce the unnecessary power consumption in the system in comparison to existing
electronic memory devices including conventional MRAM devic’8 4 EA OOAAAET C8
by measuring the magnetoresistanceof two opposite orientation of free layer
magnetization with respect to the fixed layer. In order to commercialize anyagnetic

tunnel junction (MTJ-based device prototypes, it is very important to achieve
extremely high ratio between the rate of success and numbesf attempts made to
switch the magnetization. Recentlyit is claimed that the strain mediated switching

[23,24] could be a more efficient approach than the STibased switching which



passively consumes more energy than it is required to operate evem alectronic
transistor. Strain mediated switching @n be achieved in magnetostrictive ferromagnet
(FM) and piezoelectric nonmagnet (NM) based heterostructue In case of magneto
elastically coupled nanomagnet fabricated on top of piezoelectric substrate, electric
field is applied in the substrate which produces highly localized in-plane (IP)
compressive strain (due to di1 coupling) and outof-plane (OOP) tensile strain (due to
dsz coupling). This mechanical strain gets coupled to the magnetization of the
nanomagnet due to Villari effect[25] which drives the switching [23]. This entire
process involves three types of energy dissipations: internal energy, mechanical energy
(stressxstrainxvolume of magnet) and electrical energy (capacitancexvoltage[26].
These energies are found to be itens ofaJ order[27]. Despite of being energy efficient
this technique is not used in MRAM because it has certain drawbacks. First of all, the
nanomagnets cannotalways be flipped by 180 which is necessary. In case of 90°
rotation, the probability of writing and storing of data is 50%. The magnetization can
flip in either side following the shape anisotropy axis of the nanostructureAt room
temperature, geometrical defects, such as voids in the nanostructures will exacerbate
switching failures [28]. Later, researchers have applied a trick to overcome these
problems by employing two step switching process. Two pairs of electrodes fabricated
in diagonally opposite position around the nanomagnet can applgequential voltage
leading towards a complete 180°switching of the magnetization. This strain mediated
scheme has larger cell foot print ands not suitable for high density data storage
application [6]. On the other hand, it is necessary to explore the speed limit forrain
mediated switching process Interestingly, the coupling between stran induced
switching and SW dynamics in nanostructures can give rise to intriguing hybrid
magnetodynamical modes in the nanomagnet, with characteristic frequencies of in the
range of high GHz frequency. This indicates that in magnetoelastic nanoscillators
strain can affect magnetization in time scales much smaller than 1 ns, which will be

advantageous of increasing the speed of the magnetoelectric devices.

1.1.3 Spin Current Induced S witching
The discovery of spin current[29-31] ignited huge research interest for designing

various prototypes of spinbased devices as reliable substitution of chargebased
devices. It is pertinent to mention here that the demonstration of the giant magneto

resistance (GMR) effect is one of themost remarkable successes of spintronic§32,33].

4



The first commercial product based onGMR was a magnetic field sensor released in
1994 [34]. In 1997, the first GMR read head for reading data stored in magnetic hard
disks was relessed by IBM[35]. GMRbased read heads replaced earlier read heads
based on the anisotropic magnetoresistance effect. Today, GMR based read heads are
frequently found in laptop or desktop computers, andother consumer electronic
devices In the 21st century, tunneling magnetoresistance (TMR)ased read heads
started to replace GMR based read heads. The typical TMR device is essentially a thin
insulating layer sandwiched between two ferromagnetic contacts[36]. Later, the
current driven magnetic domain wall (DW) movement in racetrack memonryf37], spin
current-driven spin-torque nano-oscillator (STNO)[38] and various other inventions
added new dimensions to the spintronics research. Howevethe device performance
still rely on the application of charge current in the active terminalsdllowed by passive
usage of spin current for further manipulation. Though lesser power is required in
comparison to the chargebased devices those cannot completely get rid of the
AT 601 ATAAE T &£ *TO0I A EAAOCET ¢C8 4EA JokebemnAOAOAA
the doubling of device density on a single chip in every ¥8months [39]. To maintain
the ever-growing demand of storing data by the society, it is very important to exercise
control over the miniaturization and energy dissipation by the device. Howevelthe
following example can shed light on he difficulties of designing ultrahigh density
storage device. If a chip (similar to Pentium 1V) consists of #@ransistors per cn¥ and
each spinFET consumes 20uW powegthen the entire chip will consume about 20
kW/cm 2 power [31]. This is exceptionally higher than a commercially available -®ased
chip at present. Thusthe size of spinFET and also the whole device cannot be reduced
due to this energy threshold. Later, a more radicdlranch of spintronics was developed
as Gingle spinBspintronics. Here, a single electron subjected to magnetic field dsnot
move in real space however its polarization can be switched in two opposite state® O b
OPET 6 AT A OAl x1 sG@EareGranipdldidd r s@ring da@ i Ehe form

i £ AET AOU AECEOO 6md AT A 6pd8 4EEO OANOEOAOD
involves no Joule heating. A manifestation of such progressive idea is single spin logic
[31] . However, the Boolean formalism cannot be realized unless two or more spistart

to interact. Consequentlythe exploitation of Qbits in quantum computation has become

amatter of immense research ingérestworldwide .



The idea of utilizing the pure spin current is a major breakthroughwhich promises
revolutionary development in the energy-efficient data-storage technology[40]. It is
well known that use of charge current and spirpolarized current involves flow of
charge and ensuing Joule heating leading towards unwanted power loss. This puts a
limit towards miniaturization of the magnetic recording devices, which is a setback for
the ever-growing demand of data to be used and stored by the society in the coming
days. Variousapproacheshave beenexplored relentlessly to overcome this hurdle. Most
celebrated one isthe generation and exploitation of pure spin current, which is
dissipationless and compatible with the length and time scales associated with
nanotechnology. For efficient use of pure spin current in a circuit, one needs a source
(spin battery), a conductor, a detectorand an external manipulator and researchers in
this field have been workingintensely in developingvarious componentsof a spintronic
AAOGEAA8 4EA EAAA 1T &£ OOPET AAOOAOUE xAO 0004
current from the precessing spins within a ferromagnet was injected into a nonmagnetic
conductor due to the spin bias developed in the systefd1]. Severalmechanisms have
been proposed for the creation of pure spin current such as, spin pumping (the

i AAEAT EOI AAT EAOGAA O1 AA OAODI [h2GE]ARagnbaEl O T f
effect [45-47], inverse RashbaEdelstein effect [48], spin Hall effect (SHE)49-52],
inverse SHE53] and various spintcaloric effects (which rely upon the coupling of heat
transport with spintronics: spin Seebeck effect, spin Peltier effect, spin Nernst effect)
[54-56] etc. However, this spircharge conversion cannot be directly measured in real
space and time and passive mechanisms dwve been generally used to quantify this
ATl T OAOOETT AmsEsEAEAT Aus #1171 OANKOARO DATUD (IOERA OBA
become popular[57]. SHE is an efficient and weltudied method for generation of pure
spin current, and to quantify its spincharge conversion efficiency an important
parameter, namely, spin Hall angle (SHA), has been coin&diring last two decadesthis
effect has been studied in a series of materials. Apart from semiconductd&s], metal
[59], transition metal [60], transition metal oxide[61], topological insulatorsetc. have
become excellentmaterials for the efficient generation of pure spin current. Pt, Ta and
W are the popular HMswhich are being studiedextensivelythese days because of their
high SOC strengti{57,60,62,63]. It is observed that W and Ta have larger SHA with
opposite signcomparedto that of Pt. Moreover, W and Ta areheapermaterials than Pt,

show less endency towards developing perpendicular magnetic anisotropy and exhibit

6



ET OAOAOGOET ¢ OOO0O0OA 00D Mhpse hith Ifilm GhizEnésk, wied imby 1
further affect the SHA Among these different structural phasesy  E Oer fedstve
phase with distorted tetragonal crystal structure with stronger SOC. However, stability
of this phase also depends upon the deposition conditions. The SHE generated spin
torque (SHEST) induced switching has been established to be more efficient than the
conventional SIT in MTJ[7,21]. The so called spirorbit fields (or torques), generally
originates from exchange of the angular momentum between crystal lattice and
magnetic moment, which makes it possible to switch the magnetization of a
ferromagnetic layer. ThusA 1T Ax OOAAZEAIT A 1T £ OPETI O00I-1 EAO
orbE O OT [64 AMdidh aims the development of new generation spibased data
recording and processing technology utilimg the effect of SOC. In HM/FM (or AFM)
heterostructures the current-induced torques are generally originated from the SOC
within the bulk of the HM or at the interface[65,66]. There can be two types of torque
acting simultaneously on the magnetization of the adjacent FM layer: a damptige
torque (DLT) and a fieldlike torque (FLT). However, their effective magnitudes within
the heterostructure depend upon several factors, nagly relative contribution from SHE
and Rashba effect which vary with layer thicknesf5], quality of interface in terms of
the spin-mixing conductance, spirflip probability and interfacial spin transparency
[67], and electronic properties (such as charge conductivity)[68]. There are many
sophisticated techniques available forexperimental detection of spinHall-generated
spin current, such as,non-local spin valve (NLSV) techniqug69], second larmonic
gereration [70], spintorque ferromagnetic resonance (STIFMR) [7,71], inverse spin
Hall effect measurementgstatic magnetcoptical Kerr effect (MOKE)[72], etc. However
the value of SHA reported from various techniques are found to vary by a factor of 20.
For example, incase of Pt, the reported values vary in the range of 0.0037 to 0.[&].
There are several factors involved as experimental artifacts in different techniques. One

of those is most importantly, the interfacial transparency. During the detection, the HM

s e oA s~
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HM layer, the effective torque exerted in the FM layer modulates the damping andeth
extent of modulation can be reduced if the HM/FM interface is not fully transparent.
Thus, the magnitude of spin torque extracted without considering the spirmixing

conductance, spin transparency and other interfacial effects, may contain large error.

Naturally, overlooking of spin transparency may lead to an incomplete determination of

7



intrinsic SHA. Despite of having plethora of work reported on the generation and
manipulation of pure spin current, quantification of SHA and extent omodulation of
damping (MOD) are still a matter of huge debate. Development of an alptical
detection technique based on timeresolved MOKE (TRMOKE) magnetometry for
unambiguous determination of SHA and MOD in HM/FM heterostructures may lead o
solution of this problem [73,74]. All-optical method does not suffer fromthe effect of
defects and inhomogeneitieddue to the large area averagingMoreover, magnetization
damping can be extracteddirectly from time-resolved precession data, which is more

advantageous tha other available techniques.

1.1.4 Nanomagnetism and M agnonics
Nanostructured magnetic materials offer several new functionalities, which could not

have been achieved from their bulk counterparts[75,76]. Currently broad range of real
world applications of nanostructured materials are available and continuously
emerging, exploiting many of these functionalities. High density media for data storing
[77], spinbased transistors[78], nanomagnet logid79], reconfigurable waveguide dér
energy-efficient transmission of signal[80], switching of nanomagnet for nonvolatile
memory application [6,81], spin-Hall nano-oscillators (SHNO)[82], nanobiomedicines
[83], and neuromorphic computation[84] are just a few examples of those devices
which are proposed to be designed in submicron to atomic length scaleSW-based
systems can offerexcellent scalability, which arenot accessible in electromagnetic
wavebased system €.g.photonic crystal) [85]. Additionally, it promises low energy
consumption and high data processing rate. These exciting opportunities fueled an
upsurge in the research interest during lasttwo decades and enormous efforts have
been made to develop advanced fabrication procedures and new state of the art
characterization techniques for studying the static and dynamic properties of
nanostructured magnetic materials. This journey began with pa&erning a thin
ferromagnetic film with a certain periodicity or preparing chemically grown assembly
of micro and nanostructures in monedimension. Stripes[86-88], waveguides[89,90],
nanowires [91,92], chairs of nanoparticles [93], MG with unidirectional periodic
modulation of magnetic properties are the members of thisone-dimensional (1D)
nanostructure family [94,95]. Those exhibit sme exciting phenomena such as, SW
propagation along with transmission and reflection from the artificial boundaries,

magnonic band formation with partial band gap etc. However researchers soon

8



realized that an extension to another dimensiormay provide more control points for
creation of stop bands for propagating SWSs, processing and storing of information
within lesser space etc. Most of these features originate fnm the competition between
short-range exchange coupling, longage dipolar coupling and nagnetic anisotropy.
Initially lattice of bubble domains inside a ferromagnetic film was considered atvo-
dimensional (2D) structuring which was also used in the primary stage of magnetic
recording. Bit-patterned media (BPM) was developed that utilize ta patterned 2D
arrays of magnetic bits which rely on data storage by switching the magnetic fiel{B6] .
Further progress in fabrication techniques facilitates the construction and investigation
of magnetization dynamics of nanodot array§97], nanohole arrays (or antidot arra)
[98,99], MC[100-103], spirrice structures[104], magnetic solitons[105] and skyrmion
lattices [106,107].

Based on tle structural features MCs can be broadlgategorized into three classesa),
nanodots [108,109] b) antidots [110-113] and c¢) nanecomposites including
multicomponent materials and structures[114-118]. Initially works on these structures
were limited to studying their precessional frequency and damping leading towards
possible applications in magetic storage and memory. With the emergence of
magnonics in last one decade, a plethora of study in probing theBW dynamics,
including magnon band structures band gaps and propagation characteristics have
been made. Further, multiphysics aspects of exation and control of such structures
using spin torque, voltage and other external stimuli are at the nascent stag€he
nature of SW isgoverned by the internal fields as well as the dipolar and multipolar
interactions in MC. In case of dot lattice, theSW can exhibit collective as well as nen
collective behavior while tuning the dipolar interactions. Importantly studies of spin
dynamics of 2D lattices of nanodots by varying the shape and size of the dots
[108,119,120] as well as the lattice parameterg109,121-124] have been conducted by
using TR-MOKE magnetometry, FMR technique and Brillouin light scattering (BLS)

technique.

Aiming towards the construction of ultra-high density data storage and memory devices
with advanced functionalities, researchers have started to exploreseveral new spin
textures in the third dimension (3D) of a nanomagnetic systemThe idea of breaking

mono-domain formalism along the thickness of existing 2D nanostructuresand



designing d 3D objects in micro and nanoscaleyives birth to a newOOA AE BDA AO
TATT 1 Acipasueaehi 8

1.2 Obijectives of the Thesis

The study of ultrafast magnetization dynamics from femtosecond to nanosecond time
scales & the bedrock of this thesisThe objective can be broadlydescribed as follows:
effect of laser fluence, magnetic anisotropy, nanostructuring, ngneto-elastic coupling
and spin-Hall-generated pure spin currenton the ultrafast magnetization dynamicsof

ferromagnetic systems The studied systemsare classified as follows:
(1) Ultrafast magnetization dynamics in ferromagnetic thin films

A. Effect of laser fluence on modulation of magnetization dynamics of

ferromagnetic thin films : Chapter 4describesthe study of pump fluencedependent
ultrafast magnetization dynamicsin NigoFexo thin films having different thicknesses. The
effect of increasing system temperature to Curie temperature ratio on various
dynamical entities, such as,ultrafast demagnetizaion time, remagnetization time,

Gilbert damping,and precessional frequency, is comprehensively studied.

B. Role of magnetic anisotropy on modifying the magnetization dynamics in  rare
earth -transition m etal system: Chapter 5 describes the study of precessbnal
magnetization dynamicsin GdFe thin films of different thicknesses by varying the
magnitude and orientation of the bias magnetic field from nearhiP to nearly OOP
direction of the film plane. The precessional frequency and effective damping in this
system are found to be stronglycorrelated with the development of OOPanisotropy

when the film thickness increases.
(2) Spin-wave dynamics in ferromagnetic nanostructures

A. Investigation and control of spin waves by varying lattice properties in two -
dimensional magnonic crystals made of nanodot arrays : In chapter 6 and 7, we
investigate the femtosecond laser inducedollective precessional dynamics inNigoFex
nanodot arrays arranged in different lattices by TRMOKE microscope. Here, we
demonstrate a transition from a strongly collective to a completely isolatedspin
dynamics viaseveral weakly collective dynamics by varying the interdot separation of

circular nanodots of 100nm-diameter arranged in hexagonal, honeycomb and

10

(



octagonal lattices. Further, the comparison of configurational magnetic anisotropy
originating from anisotropic dipolar interaction between the nanodots arranged in

octagonal and honeycomb lattice isvestigated quantitatively.

B. Stain induced modulation in spin -wave dynamics of a single magnetostri ctive
nanomagnet: In chapter 8, experimental demonstration of generation of hybrid
magneto-dynamical modes are presented for a single magnetostrictive Co hanomagnet
grown on a piezoelectric substrate (PMNPT). Laser inducedsurface acoustic wave
(SAW)gives rise to the periodic strain anisotropy in the nanomagnedue to Villari effect
and magneteelastic modulation of precessional dynamics isevidenced The
magnetodynamical modes are reproduced by micromagnetic simulations dnthe
spatial profiles of the modes reveal new types of hybrid modes composed of both the

SAW and spin precession inside the nanomagnets.
(3) Precessional dynamics in nonmagnet/ferromagnet heterostructures

A. Spin-Hall-generated spin torque induced modulat ion of Gilbert damping : In
chapter 9, we demonstrate an all-optical detection of spin-Hall effect (SHB in
Sub/W(t)/Co 20Fes0B20(3 nm)/SiO2(2 nm) heterostructures with varying the thickness
(t) of W. Exploiting TR-MOKE microscopywe study the modulation of Gilbert damping
of the adjacent CoFeBayer induced by the spin-current-induced spin torque from the
W layer. Thedamping modulation is significantly high, and it is correlated with the
resistivity change acrosshe -7 OIW phase transition regime with increasing W
thickness. The charge current to spin current conversion efficiencySHA for W is also

explored.
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Chapter 2

2 Theoretical Background

2.1 Introduction

The fundamental theories of magnetism have been developed by a large of group of
scientists working persistently for few centuries building up indepth understanding of
the correlation between basic magnetism, electricity and optics. In magtiem,
materials were classified into five main classes: ferromagnet, ferrimagnet,
antiferromagnet, diamagnet and paramagnet. Magnetic domain theory was developed
by Weiss in 1906 which demonstrates that a large number of atomic magnetic moments
are aligned parallel in each domain inside a ferromagnetic systenl,2]. His theory
suggests that ferromagnet and ferrimagnet have spontaneous magnetization which
makes them distinct from other materials. The interplay betwen the internal magnetic
energies plays extremely crucial role in determining their magnetic properties. The
origin of these energies is solely microscopic and is quantum mechanical in nature. In
pwcwh (AEOAT AAOC DPOI PI OAA OER DEAT 80T AGE D (
AAOGAA 11 0 AG3).Brtdly, Biopet pictued were depicted to realize the
magnetic domain formation, magnetic revesal and other properties based on
macroscopic model. Later, with the introduction of nanomagnetism, the scenario
becomes different. Many new and essentially unique properties were found within
confined magnetic systems, which differ a lot from their bulk counterparts.
Magnetization reversal could not be described by only coherent and incoherent rotation
but shows curling, buckling, fanning, corkscrew modes, quassingle-domains nature
depending upon the length scale and minimization of magnetic energieshe Stoner
Wohlfarth model for single domain system ignored any spatial nonuniformity in the

system, which becomes essential to be considered for realistic magnetic nanostructures
[4].

The time-dependent evolution of magnetization or the magnetization dynamics in such
systems becomes further intrigung. In 1935, Landau and Lifsitz proposed an equation
describing the magnetization precession. In presence of effective magnetic field

magnetization can survive any external perturbation by exhibiting a precessional
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motion to reach to its equilibrium state [5]. Interestingly, ferromagnetic resonance was
observed by Griffith in 1946 [6]. Kittel derived a formula to model the relationship
between precessional frequency and magnetic field in a ferromagnetic system, which
has close similarity with Larmor precession in atomic level[7]. Gilbert introduced a
damping term in the equation derived by Landau andLifshitz, to realistically describe
the natural energy dissipation during magnetization motion [8]. Further, these
simplified models for uniformly magnetized system were reconstructed and
approximated in presence of several external actors, such as, development of
nonuniform spin textures due to spatial confinement, magnetic anisotropy, large
perturbation field, opening of additional energy dissipation channels, application of spin

torques, coupling between magnetic and nonmagnetic nies.
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Figure 2.1: (a) Semiclassical representation ofpin wave SW) in a ferromagnet: the ground
state, chain of precessing magnetic moments and theéSW (top view). (b) Motion of the
magnetization around the effective magnetic fieldSchematics of (¢ perpendicular standing SW
mode (PSSW) and magnetostatic surfac&W mode (MSSW)within ferromagnetic thin film. (d)
The dispersion relation for different types of magnetostatt SWs modes.

The phenomena related to magnetization dynamics can be classified based on their
characteristic time scales. The fastest process is the fundamental exchange interaction
occurring within about 10 fs. The spirorbit coupling (SOC)and related prenomena
occur in the time scale of 10 fs 1 ps. The lasefinduced ultrafast demagnetization takes
place within few hundreds of fs. The fast remagnetization covers the time span oflD

ps which is followed by the slow remagnetization, precession and damm over ps to ns

time scale The relatively slower processes are vortex core gyration, core switching
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(time scale few tens of ns) and domain wall motion (time scale few ns tts time scale)

(as shown in Fig2.1).

In this chapter, the background theories for understanding the fundamental static and
dynamic magnetic phenomena appeared at different length andime scales are

discussed.

2.2 Magnetic Energy

In application of any external perturbation a magnetic system rgond according to

effects of several magnetic energies present in the systd@9].

2.2.1 Zeeman Energy
In a magnetic system having volum#&/, the interaction of magnetization M) to external

magnetic fieldH is described by the Zeeman energy:

%EZ -8 A0 i ¢8pQ
6

Here dv is the volume element and this equation states that whel and H are parallel

to each other the energy minimum

2.2.2 Exchange Energy
Exchange interaction between the neighbouring spins is responsible for strong and long

range magnetic order. It is Columbic in nature and can be described only from quantum

mechanical point of view. Heisenberg exchange Hamiltonian can leepressed ag3]:

(ABZ0 3 i ¢8¢q

E
Here Sis the spin operator and is the isotropic exchange integral. In the continuum

model the exchange energy can be expressed[&6]:

%! §14QAO i cs8oq
6
m is magnetic moment andAis the exchange constant,
! ECO,Sc jc8tq
A
here a is the lattice constant. Apart from this direct exchange, thhe are systems with

indirect exchange,e.g. (1) RudermanzKittelzKasuygYosida (RKKY) exchange, where
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the metallic ions are coupled via itinerant electrong11], (2) superexchange, where the
exchange is mediated via different notmagnetic iors [3], (3) anisotropic exchange
interaction (also known as DzyaloshinskiMoriya interaction or DM interaction) [3],
where the spin orbit interaction plays a major role and often leads to canting of spins by

small angle.

2.2.3 Dipolar Energy
For 3d transition metal the magnetization distribution is almost spherical in the atomic

level and theenergy between two dipoles can be expressed §&2] :

. ‘ p O 8 O 8

here t 8, mi and rjj are Bohr magneton, magnetic dipolar moment and distance between
two dipoles respectively. This energy plays an important role in a number of
phenomena such as formation of domains, demagnetizing field and spin wa\&Ns)in

the long wavelength regime.

2.3 Magnetic Anisotropy

Sometimes, in magnetic systems there are some preferential directions along which it is
easier to magnetize the sample. Those directions are called easy axes and this effect is

known as magnetic anisotropy[12].

2.3.1 Magnetocrystalline Anisotropy
In some materiak, spatial arrangement of electrons in the orbitals i€losely associated

with the crystallographic structure. The SOCplays a vital role in assigning certain
crystallographic directions along which the material exhibit magnetocrystalline

anisotropy. The anisotropic energy in cubic structure can be expressed @d2]:

=

O O U | | | | Ol | | E &
The anisotropic energy in hp structure can be expressed as:

O O U IQ& 000 0 U Q&P Q& E ¢
Here Ko, K1, K2, K3, K& are anisotropy constants. 1, {2 and J 3 are the three components
of magnetization direction.[ ( ) is the angle betweena (c) axes with magnetization

vector in the hcp strucure. This kind of anisotropy is generally a material property.
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2.3.2 Shape Anisotropy
In confined magnetic structures, the shape of the elements can generate some

preferential directions for the magnetization to align in order to achieve minimum
energy configuration. This shape anisotropy can be described by the energy expression
given below which results from the dominant demagnetizing effect or the dipolar

interaction in the micro and nanostructures[9,12]:

0 g I'g Qu <
For example, in case of an ellipsoid,

T T "-8” ¢80
where, Mvis the bulk value of magnetizationD is the demagnetizing tersor.

op o P T
Thus the shape anisotropy energy per unit volume is,

"0 ¢t d gral P p

2.3.3 Surface and Interface Anisotropy
The broken symmetry at surfaces and interfaces of magnetic thin films and multilayers

often induces an effective anisotropy in the system. In a ferromagnetic thin film, the

anisotropy energy per unit volume can bexpressedas[13]:
0 v OEH P ¢

cL
o ¢po

where d is the thickness,K\¢ff is the effectve volume anisotropy constant involvingthe

0 0

magneto-crystalline terms as well as the demagnetizing termKeff is the effective
surface or interface anisotropy constant. There are competing volume and surface
anisotropies where the latter exhibits an inverse dependence on the thickneskof the
system andpreferably orients the magnetization of the sample towards out of lane.
Surface (or interfacial) roughness modifies the magnetocrystalline surface anisotropy

by breaking the symmetrynear the atoms located at that plane.

2.3.4 Strain Induced Anisotropy
If there is a change in the dimensions of a specimen when its magnetizatisnvaried -

that is known as magnetostriction. The magnetoelastic interaction also causes the
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inverse effect,i.e.application of a stress changes the magnetization, which is called the
Villari effect. In presence ofstress generated in magnetic nanostrcture via Villari effect

or lattice mismatchat the interface[3], the free energy can be expressed as:
00 O O B 1

where the three terms correspond to anisotropy energy, elastic energy and
magnetoelastic energy. The amount of strain generated terms of length elongation or

contraction will be:

ror

o x
— —_ W¢ i+
q

Qlo

QN

where 15 is the isotropic magnetostriction and| is the angle between spontaneous
magnetization and direction of length contraction or elongation. IK is the stress applied

then energy expression becomes:
. . o -
o , Q-+ i P o

2.3.5 Perpendicular Magnetic Anisotropy
Due to the following reasons magnetization in nanostructures may inclined towards

out-of-plane (OOP) exhibiting perpendicular magnetic anisotropy(PMA): reduced
coordination symmetry, altered electronic structure, localized epitaxial strain at the
interface, electronic bandstructure interactions and competition between several

magnetic energies present in the systerfil].

2.4 Magnetization Dynamics

In presence of an external magnetic field, the magnetic moments of a magnetic material
experience a torque which induces precessional motion about the direction of the
external field. In addition, the moments try to align themselves along the external fobl
to minimize the Zeeman energy (Fig2.1). Effectively, they execute a damped spiral
motion about the field direction, which is referred to as precessional magnetization
dynamics. The net behavior of dynamic magnetization is phenomenologically illustrated
by the LandauLifshitz-Gilbert (LLG) equation of motion. As previously mentioned, the
LLG equation is a torque equation which was first introduced by Landau and Lifshitz

[5], and later Gilbert modified it by inserting a Gilbert damping ternj8].
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From a semiclassical approach, it can be described that spin angular momentum

operator Sexperiences a torque associated with an electron spin:

o

5 1 CP X
The magnetic moment of an electron is related to the spin momentum as:

4 Py
Similarly, if M is placed in an effective magnetic fieldHer, it experiences a torque given
as:

I o

The discrete arrays of magnetic moments become magnetization fields in the
continuum limit and the equation of motion of the magnetization becomes:

s rd &
il 1S
Qo T S
Physically, the above equation features aontinuous precession which meanghat the
system is nondissipative. Practically the precessioral amplitude decreases with time
and the tip of the magnetization vectorfollow a spiral trajectory around the effective
field. Hence, introduction of a damping term is inevitable. Landau andfshitz suggested
a damping term and the damped LL equation reads as:

ol
Q0o

Later, Gilbert introduced another damping term into the LLequation resulting in the so

A =4 4 g & p

called LLG equation as:

%‘) rda l|J_ ! %o C& ¢
Here, | —, Is Gilbert damping coefficient.r and Ms are gyromagnetic ratio and
saturation magnetization of the system.

T (I I I C& o

H. is the Zeeman fieldHexis the exchange field andHq represents the demagnetization

field originated from the dipolar interaction of magnetic surface and volume charges.
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The field Hani includes different types of anisotropic fields described above andHve

corresponds to magnetoelastic interaction.

2.5 Ferromag netic Resonance and Macrospin Model

The idea of macrospin model originated from a system where all the spins exhibit
uniformity and coherence, and the entire magnetic moment can be expressed by a giant

spin.

If a ferromagnetic system is placed under a stable bias field and an alternating magnetic
field applied orthogonal to each other, then the entire system starts precessing by
absorbing power from the oscillating field. This ferromagnetic resonance occurs in

much higher frequency than the Larme precession frequency.

2.5.1 Kittel Formula
C. Kittel explicitly defined the role of demagnetizing field in the equation of motion

under resonance condition[7,11]. The precessional frequency can be expressed as,

1 ¢‘:Q‘r O 0O 00O O 0 0O O & T

Here Ny, Ny, N; are the demagnetizing &ctors which are also associated with magnetic

anisotropy of the system.

For a sphereNx=Ny=N,=1/3.

For out-of-plane magnetized thin film,Nx = Ny =0 andN,= 1.
For in-plane magnetized thin film,Ny = N;=0 andNx= 1.

2.5.2 Spin Waves
A ferromagnetic specimen of unit volume at absolute zero will have net magnetic

moment of M = . s, where N is number of atom per unit volume andis is Bohr
magneton. Slight increase in system temperature can flip a spin from stable
configuration in presence of a magnetic field. Due to the exchange coupling, the
neighbouring spins also try to flip. However, the exchange energy cost associated with
the reversal of one spin is reduced by spreading the disturbance over long wavelength
and thereby the degree oimisorientation of any two neighbouring spin is minimized.

The idea of SW was introduced by Blocfil4]. The formation of SW is a fundamental
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Similar to phonon and photon in sonic and photonic crystal respectively, magnons can
carry and process signal which is already disssed before in this thesis. Having smaller
wavelength at the same frequency, the usage of spin wave is more advantageous than

electromagnetic wave in miniaturized devices.

Depending on the wavelength and range of interaction, SWs can be categorized in
exchange dominated, dipoleexchange dominated or dipole dominated SW#n the long

wavelength regime, the phase difference between consecutive spins is rather small, and
the SW energy is primarily dominated by dipolar energy and the SWs are referred to as
dipole dominated or magnetostatic SWs. On the other hand, the short wavelength SWs

are governed by exchange interaction and is known as exchange SWs.

In 1961, Damon and Eshbach first reported the magnetostatic or dipolar SW&7] . If the
magnetic field and the wavevector lie in film plane parallel (perpendicular) to each
other, then the dipolar coupled wave is known to be magnetostatic surface wave mode
(or backward volume mode). There is another type of SW oale where the propagation
is along IP but the applied field is alongOOPdirection. This is magnetostatic forward
volume mode (MSFVM). The frequency, amplitude and nature of dispersion depend on
the anisptropic properties of the dipolar coupling[18]. TheDamon-Eshbach (DE) mode

exhibits positive dispersion which can be expressed as follows:

1 ¢ Q [ 00 1“0 c“0 p Q - c& v

Here q is the in-plane wave vector andd is film thickness. Other parameters have their
usual meaning. Magnetostatic backward volume waves (MSBVW) show negative
dispersion which indicates that the group and phase velocities are in opposite direction.

The dispersion relation is provided below,

(13 ” ” ITH p 'Q
1 ¢“Q | O0 ruT & o

MSFVM posses a positive dispersion with having magnetization directed towards OOP,

e P Q

0 ———5— & X

¢‘'Q 7 O T1*U O 1 o)
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There are SW modes where the dipolar interaction and exchange interaction, both are
responsible to originate these modes. The SW wavelength is of the order of the
exchange length. The spectrunof dipole-exchangeSWsin an unlimited ferromagnetic

medium is given by the HerringsKittel formula [19]

"o 7, Q J4 7, 9 4 13
1 ¢ Q I (@) 5N (@) 5T

0 i Q& & Y
Here Ais the exchange constant.

In a magneticthin film with finite thickness (d) the SW spectrum is modified and the

above relation can be expressed as:

“n o~ S0, G0,
T ¢ Q I O sn O 5n 1TO0nRo & w
Hereq is the continuously varyinglP wave vector and Fpp is the matrix element of the
magnetic dipole interaction.

An exchange dominated SWs can propagate across the thickness of the sample and form

standing waves. Those are called the perpendicular standir®yV(PSSW) modes,

(I ” Q I‘ " @ 1‘ “ 1)
] ¢tQ 7 (@) ) O 50 ™“U C&o M
Here the wave vector can be written ag)  — where p is the quantum number of the

SWs.

Depending upon the confinement or the feature dimension present in theamomagnetic
OUOOAT h OEA 37 AAT AQGEEAEO NOAT OEUAA T O
xAl 18 AOA O Al i PAOGEOEIT AAOxAAT OAOGAOAI
precession amplitude and phase is a matter of huge interest in the mamagnetism
community. The structural confinement influences the frequency dispersion, band
structure formation etc. in the nanomagnet arrays, especially in periodically patterned
magnonic crystals (MCs) [15,16,20]. Similar to photonic and sonic crystal the band

structure of MCs consists of severdrillouin zones. The manipulation of SW properties
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can be facile bystructural engineering, tuning the external bias field, or controlling the

electric field, applying spin torque etc.

2.6 Ultrafast Phenomena

The time-resolved dynamics of magnetic material reveals interesting phenomena which
take place in femtosecond to nanascond time scale and have great significance from
physics point of view (Fig. 22). These phenomena have been studied extensivelyoth

from macroscopic and microscopic perspectiveyy a large number of researchers.

2.6.1 Ultrafast Demagnetization
In thermomagnetic recording before 1990s, technical applications of Curipoint

writing on a ferromagnetic film was a solidifying idea[21,22]. The speed by which the
ferromagnetic film can lose the magnetization and acquire it again in presence of a
pulsed laser sets a fundamental limit on the data rate. It was a known fact that the laser
beam hitting the sample produces a heelectron gas which thermalizes with the lattice
within a few picoseconds in magnetic as well as nonmagnetic systems. Much less was
known about the interaction between the electron gas, lattice and the spin system
causing reduction of magnetization due to magnon excitation. Physically such a fast
magnetization change is not trivial since the optical transitions presege the electronic
spin. In the transient hot electron regime, spin populations are modified due to spin
dependent electron scattering in femtosecondime scale Due to the lack of appropriate
experimental tools, the possibility of creating transient states with new magnetic
properties was thus a open field worthwhile of active research. In 1996, Beaurepaiedt

al. first reported the experimentally determined time scale for ultrafast
demagnetization in a Ni thin im by using optical and magneteoptical pump-probe
techniques [23]. The results were described by a model including three interacting
reservoirs, i.e. electron, spin, and lattice.Since then huge effort has been made to
explore the physical origin of this phenomenon in several ferromagnetic systems. There
are various theories proposed for this, however the underlying mechanisms remained a

subject of intense debate till date.
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2.6.1.1 Three temperature model

The pioneering work byBeaurepaireet al.on ultrafast demagnetization in a thin film of

Ni by using magneteoptical technique [23] demonstrated the existerce of femtosecond

dynamics during light-matter interaction. They adopted a phenomenological model

which takes into account the thermal distribution between electron, spin and lattice.

4EEO EO ETIT x1
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distribution [24]. After the approach of a pump pulse, the electron temperature

increases rapidly followed by the same trend by the spin temperatur&Vithin the dipole

approximation, the optical transitions preserve the electronic spins. Thus the spin

polarization of the emerging electronic distribution is the same as in the ground state.

When scattering takes place, the majority and minority spins tendo homogenize

leading to an increase of spin temperature after a finite time. This causes ultrafast

demagnetization. Later, the energy dissipation from electron and spin baths to lattice

bath gives rise to the fast remagnetization. The following model wassed to describe
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Figure 2.2: The time scale of ultrafast phenomena is shown. Schematic of ultrafast
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the role of the different typesof interaction processes:
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where G, G, andG are the electronic, spin and lattice contributions to the speai heat

of the magnetic system, respectivelyGi, Gss, and Gy are the electronlattice, electron
spin, and spirlattice interaction constants. The laser source tern®(t) is applied only to
the electronic terms since the initial heating process occurs oylin the electron bath.
Solving the coupled differential equations allows for reproducing the transient
reflectivity as well as magnetization dynamics profiles, but does not describe the
microscopic origin of the processes involved. In 2007, Dalla Longst al. derived an
analytical solution based on this model to explain their experimental results. They
neglected the spin specific heat and assumed an instantaneous rise of the electron
temperature upon laser excitation in their work [25]. Later, this approach becomes

popular and was adopted by many other groupg26] .
2.6.1.2. Elliot -Yafet (EY) scattering

Immediately after the discovery of ultrafast demagnetization, a plethora of theoretical
and experimental works were reported investigating the mechanism responsible for
this novel phenomenon. Among those, application of Ellietafet (EY) scattering
mechansm gained huge interest[25,27]. In 2005, Koopmars et al. tried to find
correlation between the ultrafast demagnetization and Gilbe damping [28]. Their
work was based on the scattering mechanism proposed much earlier by Elliot and Yafet
which considers the scattering between the electron and the impurityor phonon
present in the system just after the arrival of pump pulse. These processes were
facilitated by the SOGwhich transfers angular momentum between electron and lattice.
Before excitation, the electron and spin baths remain in equilibrium. Immediately after
the excitation, the electronic system goes in to nonequilibrium but the spin system
remains unchanged.Once the phonon takes away the angular momentum from the

electron, the demagnetization takes place mediated by the flipping of uncompensated

31



spins. Later, researcher tried to find the reason behind the fast demagnetization of
transition metals (TM) and their alloys and slow demagnetization of rare earthRE)
metals. A compact differential equation based on EY scattering was used to describe the

ultrafast magnetization dynamics:

Q4 ,Y,"Y i OY &
qo Yim P Al Ok 't
YO ® C® v

where ast is the spinflip probability and if it increases then demagnetization will be
faster (e.g.ass is larger for Co, Ni but smaller for Gd)R is a materiatspecific scaling
factor for the demagnetization rate. It was predicted that if the demagnetization is
governed by thermalizaion of electron then with increasing excitation energy
demagnetization time would have decreased, which is not the real situation. In the
pump-probe experiments, total number of involved photon is less, thus nethermal

processes was thought to be not rgmonsible for ultrafast demagnetization.
2.6.1.3 Coulomb scattering (EY -like mechanism without considering phonon bath)

M. Kra0 ret al. demonstrated the underlying mechanism of ultrafast demagnetization in
ferromagnetic materials due to an EYlike mechanism which is based on electron
electron Coulomb scattering29]. This scattering mechanism is nobf quasi-elastic type.
This indicates that the available phase space for transitions fromthe minority to
themajority bands is greater than for electron-phonon scattering The electronic
distributions in the ferromagnet before excitation are assumed to be Feni-Dirac
distributions governed by the lattice temperature and band structure. The minorityand
majority energy dispersions are spin splitresulting in a nonzero magnézation at
equilibrium. Nonequilibrium electronic distributions in the bandsare created due to the
ultrafast optical excitation process Deposition of energy by the pump photorfiorces the
electrons to undergo intrabandas well asinterband Coulomb scattering.Assumptions
about the dipole matrix elementsreveal the optical excitation processcannot modify
the magnetization. Thus ultrafast demagnetization takes place when interband

scattering processes between the opticallyenergized electrons results in the
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repopulation of electrons from the majority to the minority bands. The fast

remagnetization occurs due to energy transfer to the lattice bath.
2.6.1.4 Relativistic quantum electrodynamic processes

Other contemporary work by Bigd et al. claimed the relativistic quantum
electrodynamics to be responsible for occurrence of early stage phenomena in
femtomagnetism[30]. There is a prominent difference between the coherent magnetic
responses from the polarization free decay associated with the dephasing of the charges
within very short time scale. Once the photon field of laser interacts with electrons and
spins, it undagoes an angular momentum transfer process withirless than ~50 fs.
Later, the relaxation between electron and spin systems leads to the ultrafast
AAT AcT AOGEUAOCEI T8 4EEO EO Al OET AT EAOAT 686 bOI
Ol 1100 EDODOOHPBAOA i

Several proposed mechanisms wereproposed to explain this temporal regime.
However, the following points surfacing from experimental results retained the

celebrated debate about theeal physics behindultrafast demagnetization,
A.Origin of THz emission associated withthe process was not clearly known

B. It was hard to find the correlation between Gilbert damping and demagnetization

time.

C. Sometimes electromagnon interaction is found to be dominant than electron

phonon interaction.

D. Nonlinear dependence and difference between the charge and spin thermalization

time.
2.6.1.5 Laser induced spin -flip

A theory came upbased on theab initio calculations by solving many-body problem. At
the very beginning of lightmatter interaction, the angularmomentum of light is thought
to be modified. Though light does not take away the total angular momentum changed
in the system, but some part of it leads to the quenching of magnetizati¢®l,32]. Thus,
light can act as an angular momentum reservoir. This theory is based on quantum

mechanical approach and very hard to realize as light absorbed aaeh single site does
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not only involve the driving optical pulse but also the emitted light from other

neighboring sites.SOds believed to have definite role in this proces33,34].
2.6.1.6 Superdiffusive spin transport

Later, a semiclassical model for femtosecond lasémnduced ultrafast demagnetization

governed by thespin polarized excited electron diffusion in superdiffusive regime was

proposed by M. Battiattoet al. This model considers that eergized electrons undergo

transport process in ballistic and diffusive form [35]. Standard diffusive processes

governed by Brownian motion are representedby the variance of the displacement of

the particle distribution growing linearly with time. The electron motion of
superdiffusive processes is distinct because it igime dependent and goes from a

ballistic regime in short time to normal diffusive regime for long times. This
furthermore emphasizes that a standard diffusion model isnappropriate to explain the

electron motion on the fs time scale. In this process, t®@1 OA1T OZAEOOG6GN CAT AO/

presence of distributed source of excited electrons is:
B oo W DY a % o ® o

Sxtis the electron source term.

After obtaining the density of second and third generation electrons, the entire process

can be summed up and a coupled transport equations can be derived as:
_— —% O "V Y ¢® X

ntt js the electron density andz, is lifetime. The main idea behind this mechanism is the
passive demagnetization due to transport of spins in space experiencing multiple
electronic collisions. Later, many experiments were carried out to physically prove the

existence of thissuperdiffusive spin current[36,37].

2.6.2 Magnetic Damping
The control of damping in a magnetic system allows one to speed up the relaxation

process and accelerate the approach of magnetization to equilibrium in reversal
processes. This is of huge importance in magnetic recording technology. Memory pixels
in MRAMmust havea high damping. Theastest magnetization reversal is achieved by

tuning the critical damping where the required time is about one period of precession.
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Besides that, low damping materials are equally important due to their application
potential in SW propagation based devices and to reduce write current in MRAM

devices.

Magnetic damping can be of two types: intrinsic damping and extrinsic damping
[38,39]. Intrinsic damping in a magnetic material with perfect crystal structure mainly
originates from the itinerant electrons and SOC There are several modal which
describe the nature of intrinsic damping in a magnetic system:@ exchange interaction
model, breathing Fermi surface model etc. Extrinsic damping of the system can be
caused due to introduction of multiple energy dissipation channels during thepsn
precession. Phonon drag40], eddy current[38,41], doping[42] or capping [43] with
another material, injection of spin current[44], magnon-magnon scattering[45], and
controlling the temperature of the system[46] are few processes which can externally
modulate the damping. In optical methods, the excitation energy of the pump beam can
enhancethe damping by increasing electronic temperature to Curie temperature ratio
[47]. Inversion symmetry breaking at the interface can lead to modification of Gilbert

damping [48].
2.6.2.1 Intrinsic damping

Here we have briefly described the three main mechanism associated with intrinsic

nature of damping in the magnetic system.
(A) Spin-orbit coupling

Spin angular momentum and orbital angular momentum can be correlated in terms of
good quantum number’Q & , . In ferromagnetic resonance, initially the spins get
excited and transfer energy to orbital degrees of freedom, whilg starts to precess.
Electron-lattice scattering leaves the electronic orbital in low energy states and keeps
altering the orbital moment, while the spin moment is unperturbed. This was explained
by Kambersky in 1976 by using a SOC torque correlation model taking into accouhée
intra-band and interband transitions [49]. For SOC strengthyj, at low and high

temperature, the intrinsic dampingis proportional with 3 andwu2.

(B) Phonon-drag mechanism
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Magnonphonon scattering is another possible mechanism for Gilbert damping. It seems
to be larger in magnetostrictive magnet. Suhlet al. demonstrated the magnon relaxation

by phonon drag. The expression for phonon Gilbert damping is given beld®0];

| — —— where s is phonon viscosity,B> is magnetceelastic shear constanty
EO 91 O1 ¢O6 disiPdisGdn tudh AT A
(C) Eddy current

Eddy current can be important for the thicker ferromagnetic films particularly which
are goal conductors.The mechanism behind this is: screening of electromagnetic wave
by the conduction electrons. Sometimes eddy current gets associated with the rf
exchange field in ferromagnetic resonance measurements and enhances the linewidth
even in the absace of damping. Electrical conductivity £) and skin depth are two
important factors, which can control the extent of this effecby the way of exchange

conductivity mechanism[38,41]. The damping can be expressed as;

i‘) |-> .l.u '
PR G, Q cCo Y

where, c is the velocity of light,d is the film thickness,Ms is saturation magnetization

andr is the gyromagnetic ratio.
2.6.2.2 Extrinsic damping

Extrinsic effects can modify the damping of uniformly precessing spins within the
magnetic systems in several ways. Presence of magnetic inhomogeneity can cause
generaion of large number of local resonance fields which, in turn, gives rise to other
nonuniform modes causing decoherence of the uniform one. Spin current generated
spin torque can modulate the damping in heterostructures with heavymetal
(HM)/ ferromagnet (FM) interfacing. Spin pumping is another mechanism where

angular momentum transferred from the FM to HM causes enhancement of damping.
(A) Two-magnon scatteing

Inhomogeneous magnetic properties (such as interfacial roughness in ultthin films)
can resultin scattering of magnons. Thehe uniform mode can get scattered taother

nonuniform modes, which is usually referred to as twemagnon scattering (TMS)
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[38,51]. Conservation of energy can allow this scattering. However, due to the loss of

translational invariance, momentum does not remain conserved. Th&aumber of

O
m/
(@}

degenerate magnons is proportional td 2 when microwave frequency,d © mh AT A

TMS eventually decreases linearly to zero with decreasing microwave frequency.
(B) Dry friction

During collective motion in presence of rf field a part of spinresemble can depart from
the path of uniform motion and align according to the local potentialThenit is dragged
out by the exchange coupling withneighbouring magnetic moments. It causes energy
loss of the uniform motion even if it is slow[38]. Thus, rf hysteresis leads to zero
frequency loss and is known as dry friction. This mechanism requires large anisotropy
energy with arbitrary direction. This process is more relevant for RE ions but not

observed forTM.
(©) Magnetic inhomogeneities

Generally inferromagnetic resonance FMR) measurements, global excitation takes into
account the effect of superposition of local resonance in case of long wavelength (small
g) variation in magnetic properties [38,39]. This arises mainly due to defects in large
area averaging and is different in nature from TMS. Magnetostatic contribution plays an

important role in affecting the magnonrenergy dispersion.
2.6.2.3 Theoretical modeling of damping

Theoretical models for extraction of danping were developed during 1970 t01980, and
these models are extremely important to describe a general picture of different

damping mechanisns.
(A) s-d exchange relaxation

Intrinsic damping can be described in terms of SOC Hamiltonian. In presence of phonon

and magnon, conduction electrons can experience incoherent scatterings. The loss of

AT Aocu AT A 1171 AT OKIAAGEIITTAA AL A AIAA OBASOAA AU E
7EAT OPET 1 &£ OA38 Al AAOGOI 1T EO-spindelakediEfaioo AA OfF
exhibiting a spin-flip [52]. This is possible due to presence of SOC. Classical picture-of s
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mutually coupled via sd exchange field. If damping is not q@sent, then both will
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precessin phase. However, the spin mean free paths for both the electrons are different
and finite. This introduces a phase lag and spnrelax towards the effective field. The

contribution to Gilbert damping is proportional to rate of spin-flip.
(B) Fermi surface breathing

In FMsthe shapes of the individual layers for up and down spins of the Fermi surface
are known to vary when the magnetization rotates. Thus, uniform precession of
magnetization gives rise to oscillation of Fermi surfacg3]. This involves the relaxation

of itinerant electrons due to repgulation of the surface. The rpopulation of levels
shifted with respect to the chemical potential ibserved as a deformation of the Fermi
surface This dissipative process akes place mostly by the more probable scattering
within sub-bands of the same spin index. This process leads to overall dephasing of
Fermi surface oscillation and precessing magnetization, and develo®0OC dependent

Gilbert like damping in the system.

2.7 Magneto-Optical Kerr Effect (MOKE)

Magneto-optic interactions may serve either for sensing the magnetic state of a medium,
as for memory applications, or for modulation of the light. In 1877, Kerr observed
magneto-optic effect when a reflected light changedts polarization after interacting
with shiny magnetic pole piece[54]. Later Kundt observed that this effect is even
enhanced in the presence of a ferromagnetic surfac5]. Magnetooptic Kerr effect
(MOKE) demonstrates that when the linearly polarized Ilight interacts with
ferromagnetic material in presence of a magnetic field, polarization becomes elliptical

with major axis of the ellipse rotated.

2.7.1 MOKE Geometries
Depending upon the relative orientation of magnetization vector to the sample surface

and plane of incidence of light, Kerr effect can be divided into three categories (F&3):
when the magnetization lies perpendicular to the sample surface but paralleb the
plane of incidence of light, then the effect is known to occur in polar geometry. If the
magnetization lies in sample plane and also parallel to the plane of incidence of light,
then the geometry is longitudinal geometry. These two geometries occboth for p- and
s-polarized light. On the other hand, if magnetization lies in the plane of sample but
perpendicular to the plane of incidence then it is called Transverse MOKE geometry and
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it occurs only for p-polarized light. In transverse geometry, theeflectivity changes only
when the magnetization reverses. The schematic for three geometries is presented in
Fig. 2.3.

M M

" 4
1

Polar Longitudinal Transverse

Figure 2.3: (a) Geometry of the Kerr rotation («) and Kerr ellipticity (Rr<). (b) Schematics of
polar, longitudinal and transverse MOKE geometries are shown.

2. 2.7.2 Origin of Kerr effect

When light traverse through a medium, the generated electric field sets electrons into
motion [56,57]. The left circularly polarized (LCP) light drives leftcircular motion of
electrons. Similarly, te right circularly polarized (RCPB light leads to right-circular
motion. If there is no magnetic fieldpresent, the radii of these two circular motions
become @ual. This results in zero difference in the dielectric constats. However, in
presence of themagnetic field, the electrons will feel an additional Lorentz force due to
the external magnetic field. This willaffect the radii of the right and left circular path.
This will lead to a finite difference in the dielectric constants ofboth the polarized
modes. The amplitude anghaseof each component is altered upon reflection. So, the
reflected beamdo not remain linearly polarized, but becomes an elitically polarized.
This gives riseto the Kerr effect. The angle of thenajor axis of the polarization rotated
from the linear polarization axis, isknown as Kerr angle, [ k. If r and k denote the
parallel and perpendicular electric field vector componentsof the reflected light with

respect to that of the incident light, then Kerr rotation ( k) and ellipticity (Rr<), which are

proportional to the magnetization of the sample, can be expressedas, TQ -.

As Kerr effect is mainly originated from the notion of electron which couples electron
spin via spin-orbit interaction according to the quantum mechanical description.The
movement of electronsin presence ofthe electric field vector of light creates an

effective magnetic field vector potentia] which develops an complex interaction
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between the spin and incident light. This potential can be expressed as, 1, s and
N being the electron spin and the electric fieldrespectively. For ferromagnetic
materials, the effectis prominent because ® the unbalanced population of electron
spins [56] . However, the effect is present in all materials except in nonmagnets, because

of the presence of equal amount of up and down spins canceling the effect.

2.8 Spin and Spin Qurrent

4EA NOAT OO0iI 1 AAEAT EAAI DPOIi PAOOU 1T &£ £O1T AAI A
known. The mental picturedepictsOEAO OOPET 8 OADPOAOAT OO ATl cOI £
with the particle during spinning about its own axis However, this classical picture is

inadequate and oversimplified to describe the quantum mechanical property.

2.8.1 Spin Polarization
)T NOAT 6001 1T AAEAT EAO OOPEI 6 AAT AA AGDOAOOAA
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where ,, is the Pauli spin matrix given by:

m p mn  Qr p T

The wave function related to spin degree of freedom can be written as:

iR ah e ¢& p

The probability density is:

" 7 i i O o c8 ¢
Similarly charge density can be expressed as:

" i 7 1ol i c8 o
and spin density as:

" i 7 imY i 8 1

In terms of spinors, the spin charge can be described as below,
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The polarization vector (p) of a spin charge of electron is a real pseudovector three-
dimensional space. For an entireensemble if the majorityof spin belong to a particular
state, then the beam is polarizedOn the otherif they are equally distributed within the

statesthen it is unpolarized.

2.8.2 Spin Current
Now suppose in a system carrier density ia and probability densities for up and down

states area? and b?, then the chargedensity and spin density become

~
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where n is the total number of elements. Thus, ithe current densities of each spin

states can be described by,

(e ‘Eus L Cd 1
Charge current density and spin currehdensity will be,

U W G ¢® p
0 — b G ® q

The units of charge current and spin current are not the same. In S| system the unit of

charge current is A/m2. The unit of spin current is>0.

When spins with opposite polarity get deflected in wo opposite directions then the
OAOOI OAT O OPET EI AAT ATAA EO ETT x1 AO OOPET A
in to four different kinds: pure spin current, partially spin polarized current, fully spin

polarized current and unpolarized current(see Fig2.4).
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Figure 2.4: Variety of spin current: Unpolarized current, spin polarized current and pure spin
current.

2.8.3 Hall Effect
E. Hall discovered this effect il879 [59]. This effect describes that itharge current is

applied in a material in presence of a transverse magnetic field, an electric field is
developed within the material perpendicular to both the applied fields. Thereare the

following varieties of Hall effect(Fig. 2.5)
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Figure 2.5: Hall geometries: (a) ordinary Hall effect, (b) anomalous Hall effect and (c) spin Hall
effect.

2.8.3.1 Ordinary Hall e ffect

An example can describe this effect betterf-or a simple metal with only one type of
charge carrier (.e. electrons), the Hall voltage(VH) can be estimated by using the
Lorentz force.A piece of metal havinglimension Lxbxd, is placed in magnetic fieldy. If
charge current (of electric fieldE) is applied along x direction then the Lorentz force

acting upon the electrons is:
O O Qo || ¢® o
Now accumulation of charge in the top and bottom surface will generate a Hall voltage,

‘006

£00 & T
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Where | = nevbd n is number of particle,v is velocity and other symbols have usual
meaning.If j is considered as appliedcharge current density then the Hall coefficient
can be expressed as,

O

Y s

C® v

In Si unit this becomes Y —.

2.8.3.2 Anomalous Hall effect

In ferromagnetic system additional contribution to Hall voltage comes from the
anomalous Hall effect(AHE) [60]. Here, presence of external magnetic field is not
required. Due to the application of charge current spin dependent scattering leads to
deviation of electrons with opposite spin polarity in opposite directions. Since the
material is ferromagnet it has difference in majority and minority spin population in the
bands. Thus the number of electrons with either kinds of spin polarity accumulated
after deviation will be larger than the other. This will ceate an additional charge
imbalance, which is proportional to the magnetization of the material and is different
from ordinary Hall effect The total Hall resistance then inthe material will have two
contributions: R4 = RiB+RaM. Here Ry and Ra are the ordinary and anomalousHall
coefficients. The AHE is of two typesi.e.intrinsic and extrinsic effects. It is worth to

mention here that quantized version ofintrinsic AHE is known as quantum Hall effect

(QHE).
2.8.3.3 Spin Hall effect

In presence ofcharge current in some of the materials, the spins with opposite polarity
get deflected in two opposite directions creating a spin imbalance. Without application
of any external magnetic field this spin imbalance originates a spin currentkf. This
phenomenon is known as spin Hall effec{61]. As this current is transverse to the
applied electric field E, then L.E= 0. There is no Joule heating associated with pure spin
current as the net amount of accumulated electrons are same #&ither side of the
material surface. There are two types of spin Hall effect: intrinsic effect is caused by
Rashba spin-orbit interaction. The extrinsic effect arises from the spin dependent
scattering. There are two explicit mechanisms responsible for thedccurrence of

extrinsic spin Hall effect:
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(1) Skew scattering mechanism

N. F. Mott in 1929 suggested that polarized electron scatters asymmetrically due to SO
coupling [62]. When as itinerant electron passes through the vicinity of electric field
produced by impurity or scattering centers, || o [is felt by the electron in its own
frame perpendicular to the scattering plane. NowB is inhomogeneous over space and
sign changes when the electron with different polarity deflects from different sides of

the impurity. The force of deflection due to Zeeman effect depends on polarity of spin.
(2) Side jump mechanism

When SOC is acting on a system the symmetry is low. Hence a travelling electron not
necessarily retains a straight line path and either deflects with an angfeor shifts with

A PAOE 3U A EdADs n2éhAnBiO Bad Butelg quantum mechanical nature.
An anomalous velocity ¢) of electron occurs which is spin depndent,
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His Pauli Hamiltonian in presence o$pin-orbit interaction.
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HereEis electric field, A is the spin polarity andP is momentum vector.

2.9 Magneto-Electric Generation of Spin Wave

The emerging £E A1 Arainirofics®OA AT O xEOE OEA OOOOAET 6011
involves rotation of magnetization of a magnetostrictive sdf layer on exertion of
mechanical strain produced by applying a voltage across an underlying piezoelectric

layer [64]. The electric field of the charge current generates strairwithin the
piezoelectric material, which is completely or partially transferred to the
magnetostrictive soft layer and rotates its magnetization by the Villari effect. However,

the manipulation of magnetization can also be achieved without application of charge

current and exploiting the electric field associated with femtosecond ker. In the
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following sections, we have discussed the magnetlectric generation of SW modes in a

magnetostrictive nanomagnet fabricated on a piezoelectric substrate.

2.9.1 Generation of Surface Acoustic Wave in a Ferromagnetic Material
Two mechanisms cangenerate periodic strain in a ferromagnéc thin film/patterned

array by a ultrafast femtosecond laser pulse. In the first case, for a ferromagnetic thin
film grown on a piezoelectric substrate, thealternating electric field in the laser can
generate a periodic (compressive and tensile) strain in the material viadsz and/or d3;
coupling. In the second case, for a patterned ferromagnetic array grown on a substrate,
the periodic differential thermal expansions of the two materials after shining a pulsed
laser can generate periodic strain [65].The former mechanism requires a piezoelectric
substrate and the latter does not.These phenomena give rise to surface acoustic waves
(SAWSs) which can be probed by another pulsed laser from the variation of time

resolved reflectivity.

For the case of SAW generated by electric field&) of the laser on the piezoelectric

substrate with piezoelectric coeficient dzz, the strain amplitude is:
- Q0 ® w

If a nanomagnet is nowpatterned on the piezoelectric substrate the thermal strain in

the nanomagnet due to differential thermal expansion would be approximately,:

- Y ,Lp P m

wherefEO OEA OEAOI Al A@bPAT OET 1 7Ai tAefofiehatie] O

rise., is generally a factor much smaller than unit. For an epitaxially grown thin film
on the substrate, there is a possibility of forming welbdefined bonds at the interface and

the above formula can be simplified as:

- | | 3Y C®p

If there is substantial temperature rise due to the periodic heating by the laser pulse,

then sufficient strain will be generated by the SAW.

2.9.2 Strain Induced Magnetization Dynamics o f a Magnetostric tive Nanomagnet
on Piezoelectric Substrate
When a nanomagnet is patterened on a piezoelectric, substrate the strain amplitude

generated in the nanomagnetcah A AP OAOOAA A Us =Yk AheteivisEAG O
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SAW. The SAW will induce periodic strain anisotropy in the nanomagnet via Villari
effect (application of stress can change the magnetization due to magnetoelastic

interaction) if it is a magnetostrictive material. The amplitude of this anisotropy will be,

o -..h xEAOA 2?2 EO 1 ACi AOiI OOOEAODEI1T Al AEEEAE/
anisotropy is periodic in nature it can be expressed as
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determined from the following formula:
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lattice constants in casef periodically patterened nanomagnet arrays.

Now, the component of the magnetic field due to strain in thigh direction is:

0 . 0..,08 0 ¢c0 04 O &
) - — T
) 0 G

where mi(t) is the ith component of thenormalized magnetization(spatially averaged)at
time t. This field will simultaneously affect the effective field present in the system. Thus
the magnetization dynamics in the nanomagnet in the presence of a bias magnetic field
(including other interaction fields, if any) and the periodic strain due to the SWs leads

to generation of hybrid magnetedynamical SW modes.

By employing TR-MOKE microscopy, the timeresolved Kerr rotation and reflectivity
oscillations can be recorded due to the temporal variation of the intensity and
polarization of light interacting with the sample. There can be additional contsutions
to the periodic stress fromthe differential thermal expansions of FM and piezoelectric
material due to periodic heating by the pumpgaser. However, the relative contribution

from this mechanism to he effective strain may differ.
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Chapter 3

3 Experimental and Numerical Methods

3.1 Introduction

Sample fabrication is an indispensible part of rapid development in the spintronics
technology. The miniaturization of gadgets solely depends on the efficiency and
sensitivity of on-chip device fabrication with ultra-high packing density and choice of
raw materials. This demand expedites the development of various fabrication
techniques for preparing samples down to nanoscale regime with high precision. The
samples can be grown by following bottorrup and top-down approaches [1]. The
former approach relies o1 chemical processes tosynthesize series of nanopatrticles,
nanowires etc. However, using this process it is often difficult to obtain highly ordered
and monodispersed structures which are essential components for device fabrication.
Top-down approach is lasically used to construct nanodot array, antidot array, MCs, Bi
MCs, nanostripes, quasicrystals and several other microand nanostructures by
pattering magnetic thin films and multilayers. It is extremely important to optimize the
steps of fabrication procedure to achieve high quality interfaces while involving
different kinds of materials and to get very sharp edges while fabricating narrow sized
elements avoiding structural distortion. Recently a combination of both tomlown and
bottom up techniques isbeing used as per convenience. In this chapter, the working
principle of magnetron sputtering, electron beam (ebeam) evaporation and ebeam
lithography will be discussed which have been used to grow high quality ferromagnetic

thin films, ferromagnet/nonmagnet heterostructures and nanostructures.

The next challenge is to probe the static and dynamic properties of the thin fims,
heterostrucrures and micro and nanostructures. The topographical and elemental
quality can be studied by using scanning electron mioscope (SEM), energy dispersive
X-ray (EDAX), X-ray diffraction technique (XRD), atomic force microscope (AFM) etc.
Study of the spin textures, magnetization and stray field distribution, developed in 2D
nanostructures are conducted using magnetic forcenicroscope (MFM) and static MOKE
magnetometry etc. The welknown techniques employed to measure th magnetization

dynamics in time domain, frequency domain and waverector domain are TRMOKE,
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FMR and BLS spectroscopy [2]. There are several other technigugased on lightmater

interaction or electrical perturbation, which can excite and detect the magnetization
dynamics with appreciable spatistemporal resolution. In this chapter the features of
TR-MOKEmagnetometry will be discussed in detail which has en used to study the

ultrafast magnetization dynamicsof the samples.

Micromagnetic simulation is an efficient tool for studying a wide variety of magnetic
phenomena including magnetization reversal and dynamics. Researchers have
developed a series of mimmagnetic simulators, such as, object oriented micromagnetic
framework (OOMMF), LLG, NMAG, MuMax3, VAMPIRE, Boris etc., which are extremely
efficient and useful to simulate the magnetization dynamics associated with
complicated magnetic textures with conenient user interface and excellent
visualization. In this chapter the overview of OOMMF [3], LLG [4] and MuMax3 [5] is
demonstrated. Moreover, to extract and visualize the spin precession amplitude and

phase maps of SWs a home build code DotMag [6] hagebeaised.

3.2 Sample Preparation

Here, we give the overview of the technigues which are used to grow and fabricate the

samples studied in this thesis.

3.2.1 Sputtering
In sputtering the positive ions in the plasma of an inert gas bombard a negatively

charged targetmaterial, dislodge and ejectneutral atoms, and deposit those on top of a
substrate (see Fig3.1) [7]. The primary requirement is of an anode: the chamber walls,
substrate, substrate holder and a cathode: the target material. The plasmanautral
gas ceated and stabilized within thevacuum chamber by a high voltage power supply
contains atoms, ions, electrons and photons. The electrons accelerate away from the
negatively charged target and produce more secondary electrons and ions in the
diffused plasma by multiple collisions with the neutral atoms. Some of those secondary
electrons are trappednear the surface of the targetmaterial by the applied magnetic
field which causes the electrons to travel in a cyclic path (magnetron sputtering). The
path of the trapped electrons iscomparatively longer than the separation between the
electrodes so that the electrons can continue colliding. This proceissperformed under

high vacuum of around 1& Torr or better. The positively charge ions in plasma get
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attracted towards the target and eject target atoms. Those atoms finally traverse
towards the anode (mainly substrate) maintainingtypical line-of-sight cosine path and

deposit on top of the anode.

Sputtering technique has two major categories: dc and rf sputtering. In the former one,
conductive materials are used as target. There is less probability of electrons being
accumulated near the target srface causing a shielding effect. However, the problem
can be major for a dielectric or electrically insulating target. Use of an alternating or
radio frequency (ac or rf) power supply can avoid the problem of charge accumulation
and the the deposition § continued. The plasma can be sustained lsymultaneously
accelerating and reversing the direction of the electrons througharge distances so that
they gainsufficient kinetic energy required for ionizing the sputter gasduring collisions.
This will be possible if the frequency of the rf field is high enough. This eliminates the
need for secondary electrons from the target to sustain the plasma. Using proper
electrode configuration (dc or rf), optimizing the pressure of ions with ion gauge and
controlling the deposition rate monitored by a quartz crystamonitor, high quality thin
films with single or multilayered thin films and heterostructures can be deposited using

magnetron sputtering.

Substrate

Plasma

Primary

magnetic
field Cathode
(Target)

Magnets

Figure 3.1: Schematic representation of the sputtering technique.
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3.2.2 E-Beam Evaporation
This is a physical vapor deposition (PVD) technique, where an intendéeam ofelectrons

is generated from a filament via thermionic emission ands steered by the electric and
magnetic fields towards the source material. The collision with electron beam causes
heating of the source material. It vaporizes after reaching the boiling point within a
vacuum environment [8]. The surface atoms having suffient energy traverse the
vacuum chamber and can be used to coat a substrate placed above the evaporating
material (see Fig.3.2). Since thermal energy is very low, the pressure in the chambeyr
maintained in a way so thathe mean free pathremain lesserthan the distance between
the electron beam source and the substrate. The "line of sight" arrival of material is
required when masking is employed to generate a pattern in the substrate. Generally

the low arrival energy is also advantageous for sensitivaubstrates.

Deposition chamber

Substrate holder

g Substrate
Deflecting
Vapor magnet
e-beam
Targetle
o Water Focusing

cooled

: magnet
crucible

Thermionic
filament

‘ igh vacuum area

Figure 3.2: Schematic diagram of doeam evaporation technique.
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3.2.3 E-Beam Lithography
E-beam lithography (EBL) is asophisticated technique for creating the extremely fine

patterns, much smaller than that can be visualized by the naked eye or even optical
microscope. The techniquesimply performs a scanning of electron beamsacross a
surface covered with a resist fm sensitive to those electrons. Thisdeposits energy to
make an imprint of the desired pattern in the resist [9]. The main features of this

technique are,
1. It is capable of fabricating nanostructures with very high resolution down to nm scale.

2. It is a flexible techique, capable of workingwith a variety of materials and different

patterns.
3. Being expensive and complicated it needs sophisticated handling

The higher resolution is achieved because the high energy electron beam has much

shorter wavelength than light. There are few steps followed in this technique,

1. A clean substrate is spitoated with a positive ebeam resist (bilayer methyl
methacrylate (MMA)/polymethyl methacrylate (PMMA), in present case). The coating

should be uniform.

2. A pattern tobe develged is drawn very carefully using some commercially available
design software like Auto CAD. Then the resist is exposed to focused electron beams
inside an SEM through the desired pattern. Accelerated electrons are used to imprint

the pattern on top of theresist.

3. The writing process in EBL is software controlled. After drawing the pattern, the
resist is developed in chemical solution (methyl isobutyl ketone (MIBK) and isopropyl

alcohol (IPA) solution) and then is rinsed in pure water.

4. Now the target material is deposited on top of the resist. Sometimes additional
capping layer can also be deposited with the material. To remove the unexposed resist,

lift off is done in acetone using ultrasonic agitation.

The schematic othe technique is shown inFig. 3.3
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Figure 3.3: Schematic diagram of the doeam lithography process.

3.3 Sample Characterization

Here, we will give the overview of the techniques which are used to characterize the
topographical properties, elemental composition and static magnetic properties of the

thin films, heterostructures and nanostructures studied in this thesis.

3.3.1 Scanning Electron Microscope
This techniqueis used to examine sample topographies at very high magnificatiorniBhe

equipment is called the scanning electron microscope (SEM) [10]. The first SEM with a
submicron probe was developed by von Ardenne. SEM magnifications can go to more
than 300,000 times. SEM inspection is often used in the analyses of package cracks,
bond failures, fradure surfaces, physical defects on commercial goods. Inside this
equipment, a beam of electrons produced after thermionic emission is focused on a
small volume of the specimentransferring energy to the spot. A pair of anodes,
electromagnetic condenser leses and scanningcoils guide and focus the beam. The
electron beam is swept across the area over the sample with raster scanning. These
primary electrons can dislodge secondary electrons from the specimen. Those are
attracted towards a positively biaseddetector or grid and finally are coverted into a
signal. The primary electron beam also results in the emission of backscattered (or
reflected) electrons which possess more energy than secondary electrons, and have a

definite direction.
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Not only secondary éectrons or backscattered electrons, the SEM signal includes auger
electrons, transmitted electrons, photons (characteristicX-rays which are used for

elemental analysis and continuunX-rays), heatand visible light. By comparing the

| Electron gun
Anode ‘
Electron
beam elondenser
lense
Scanning
colis Secondary
electron
detector

Objectivi 20
lense

. stage

3 |

Vacuum pump

Figure 3.4: Schematic diagram of SEM technique.

intensity of secondary electrons emitted during this process to the primary electron
beam, an image of the sample surface is constructed (see Bgl). We have used Model
no: FEIQUANTA 200 SEM to characterize our samples.

3.3.2 Energy Dispersive X-ray Spectroscopy
An atom in ground state contains a number of electrons moving around the nucleus

while arranged in discrete shells or orbits. As a high energy beam of charged patrticles,
i.e.electrons, protons orX-ray, bombard the sample electrons are ejected out from an
inner shell and create electron deficiency in the shell (hole). The electrons from higher
energy shells then jump to the inner shell filling the hole. The difference in these two
energy shells is emitted as ark-ray. Usually, a Si (or Li) detector is useds the energy
dispersive spectrometer to measure the energy and number of the emittedrays (see
Fig. 3.5). The individual elements are identified from the peak energy values of thé
rays while the relative peak intensities give the atomic percentage dhe elements

present in the sample.
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Figure 3.5: (a) Schematic diagram of EDX spectrometer. (b) Schatit of interaction of
accelerated electrons with sample and emission ofrays from the designatedorbit.

3.3.3 X-ray Diffraction
Max von Laue proposed that iX-rays were waves, the wavelengths must be extremely

small. Thus, the internal structure of crystalline materials can be viewed usingrays. L.

Bragg and his father W. H. Bragg discovered that diffraction could be considered as
reflection from evenly spaced planes for monochromatic -Xadiation [11]. If we

consider a crystal as a regular array of atoms separated by a distarg,eclectromagnetic

waves likexray0 EAOET ¢ xAOAT AT COE 1 h AAT AA OAAOOAC
beams form secondary waves. Due to constructive interference they traverse to at
AAOOAET AEOAAOQOEIT T O AAAT CAEQ:G— OHere[Odktife arig@ A CC 6 O
of incidence andn is an integer. In practicethe incident [ is varied between a range of

angles in small steps. R will be the angle of the reflected beam with respect to the

direction of the incident beam (see Fig3.6). Subsequently, the difaction peaks are

converted to d-spacing to identify the elements present in the sample with exact
crystalline nature. The peak positions give direct information about the crystal plane.

The X-ray tube and associated electronics produce a limited frequegaange of intense

X-rays. The filtering of the frequency isdone by using the analysis filters,

monochromators, specially tuned detectors and software.
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Figure 3.6: Schematic diagram of (a)X-ray diffraction process and (b)X-ray diffractometer.

3.3.4 Atomic Force Microscopy
Atomic force microscope (AFM) is a type of scanning probe microscope where a sharp

probe is used to scan over a surface instead of light. With continuodsvelopment,the
efficiency of this technique spatial resolution has increased significantly and a
resolution down to tens of nm has been obtained [12]. The surface topography can be
recorded for a wide range of materials, such as, thin films, biological membrane,
polymer, semiconductor, ceramic, composite, glass etc. This technique can be exploited
to study adhesion, corrosion, etching, friction and polishing of a surface as per
requirement. By using this method not only one can image the surface topography but

also @an measure the force in nandNewton scale.

The tip is attached to a flexible cantilever. When it approaches the sample surface it gets
deflected due to effect of the intrinsic force of the sample (such as, van der Waals force,
capillary forces, electrostaic forces, chemical bonding and magnetic forces)ausing
vibration of the cantilever. The sample is placed on a piezslectric (PZ) controller
which helps in performing the raster scan. A laser beam is pointed on top of the tip,
which actually senses the dflection of the tip after being reflected and captured in a
four quadrant photodiode (see Fig3.7). The information is acquired in terms of voltage.
There is a feedback mechanism that enables the PZ scanneképthe tip at a constant
force while obtaining the height information or at constant height for obtaining the
force information. Depending on the sample surface and the acting force between the
probe and the sample, AFM can be operated in any one of the three modes: contamt-

contact and tappirg modes.
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The contact mode is generally static mode where the tip approaches in close contact
with the surface maintaining a constant repulsive force between the tip and the surface.
Here, low stiffness cantilevers are used to achieve a larg#eflection signal while
keeping the interaction force within the safe limit to avoid any damage or scratch over
the sample surface. In norcontact mode the tip scans over few tens of angstroms above
the surface and relatively weaker force is required forhe tip. The surface topography of
the sample is measured by determining the change in frequency, amplitude and phase
of the vibrating cantilever. The tapping mode is the most popular one. Here, the
cantilever oscillates near its resonant frequency with thénelp of a PZ crystal. The tip is
then brought close to tap the sample surface. The irregular contact between the tip and
the surface causes an energy loss which is recorded and the images of topography is

extracted and processed with the help of software.

4 quadrant photo detector

Laser source
Laser
AFM Cantilever
1

eedback _
contre

Figure 3.7: Schematic diagram of AFM technique.

3.3.5 Magnetic Force Microscopy
In magnetic force microscopy (MFM) the magnetic texture formed within a magnetic

sample can be probed by studying the magnetic intactions between the tip and the
sample. It is mostly associated with the AFM setup and it has two operating modes,
static and dynamic mode. Necessarily the tip is coated with a thin magnetic layer having
high coercivity for better sustainability. Thetip can sense the magnetic forces along
with the atomic and electrostatic forces near the surface due to the interaction between

the components of stray fields. During the measurements to get a better MFM image it is
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recommended to take AFM image also. ©a the surface topography is recorded the tip
is then lifted up and scanned again over the sample surface at that particular height to
sense the outof plane stray fields. Then the magnetic signal is obtained in terms of
voltage which is extracted and proessed by the software to provide information about

magnetic texture.

3.3.6 Vibrating Sample Magnetometry
Magnetization of a material can be measured directly or indirectly by observing any

other physical quantity. There are several methods available for the quéfication of
static magnetization of a magnetic material with required sensitivity, such as, inductive
method, force method, magneteoptical method, electrical method etc. In inductive
method voltage generated through electromagnetic induction is monitad to find the
magnetic flux change in pickup coils. This, in turn, provides the change in value of
magnetic induction, which can be used to find the magnetization of different materials.
This method is employed in vibrating sample magnetometer (VSM), flgate
magnetometer, vibrating coil magnetometer andextraction magnetometer etc. VSM is a
very popular technique to measure the magnetic properties of thin layers and small
crystals of various kinds according to the applied magnetic field and theemperature
[13]. Measurement of magnetic moment as small as ~ ¥®emu is possible. The working
PDOET AEPI A T &£ 63- EO AAOGAA 11 OEA &AOAAAUBO I
flux through a coil with N turns, an electromotive force (E) is induceth the coil:

o . Q0
Vo9 0%

Ais the area of the sample an® is magnetic induction.

The following relation candescribe the relation between magnetization and the induced

electric field:
0 . QD 2
0 0— lo]
Qo

asB =t o (H+M).

The magetic sample is mounted on a vertical nonmagnetic plastic/quartz rod
connected to a piezoelectric transducer and is placed in a constant uniform external

magnetic field (see Fig.3.8). The transducer converts a sinusoidal electric signal
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(generated by an ascillator/amplifier) into periodic vibration. As the sample is vibrated,
it introduces perturbations in the external magnetic field. These perturbations are

sensed by the pickup coils. Magnetic flux piercing the coils will change the induced emf:
0  4G0aD00 "00E (o o
where w and z are frequency and amplitude of vibration, respectively. Thegyis distance
between two pick up coils,Nc is the number of pick up coils andsis geometric factor of
the sample. For particular coil geometry, the emf generated in coils will depend on
several factors,i.e.the amplitude and frequency of vibration, extenal magnetic field and
the magnetic moment of sample. With proper manipulation, one can deduce the value
for magnetization from emf. With varying magnetic field hysteresis behavior of the
sample can be measured. By varying temperature, Curie temperaturee® temperature
and compensation temperature for ferre, antiferro- and ferromagnetic material can be

determined.
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Figure 3.8: Schematic diagram of VSM.

3.3.7 Static Magneto-Optical Kerr Effect Technique
For static MOKE measurements we have adopted the longitudinal MOKE configuration

[1,2]. A continuous laser beam generated from H&le laser of wavelength of 632.8 nm is
employed to probe the magnetization. After passing through a Glafhompson (GT)

polarizer the light becomes fully polarized and generally S polarized part is tremitted
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through the optics. The beam is chopped at RHz frequency by using an optical
chopper. Then it is steered bya set of mirros and passed through a pair of lens
arrangement. L1 (focal length: 25 mm) and L2 (focal length: 150 mm) maintain the
collimation and expand the beam. The beam is incident normally at the back aperture of
the microscope objetive (MO1- magnification ~ 20X) by totally filling it and becomes
obliquely focused on the sample to a micronsized spot(see Fig.3.9). The sample is
mounted between two polepiecesof an electromagnet Thiscan provide maximum of 5
kOe field in thelP configuration. A white light is also focused on the sample via the same
objective for viewing purpose. The reflected beams are collected by MO2. Later, the light
is divided into two parts using a glass slide (GS2) and a fraction is sent to the CCD
camera to locate the laser spot onto the sample. The other part is sent to the optical
bridge detector (OBD) which can sense and distinguish the change of polarization and
intensity of the laser. There is a polarized beam splitter (PBS) inside OBD which splits
any light into two orthogonal components. Then a couple of photodiodes (A, B) adopt
those components and convert into electrical signal. In absence of magnetic field the
balanced condition (A = B) of OBD is obtained by rotating the axis of the PBS slightly
away from the 45°. The calibration factor is also measured by rotating the PBS by(aFf

as per convenience) oreither sides of the balancegosition in the rotational scaleand
the dc output of the detector is the used to extract the calibration factor. In presence of
magnetic field the magnetization in the sample is manipulated and theofarization of
OEA T ECEO AEAT CAO8 4EOOh OEA AAOGAAOI O 11 06AO
difference signal (Az B) is measured in a phase sensitive manner by using a leik
amplifier. The frequency of the chopper is fed to the lockh amplifier in order to set a
reference. The output signal is converted to Kerr rotation by multiplying the calibration
factor. To obtain hysteresis loop, théP field is varied from positive to negative direction
(monitored in terms of current or voltage of the power supply) and the change in

magnetization is recorded using labview software.
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Figure 3.9: Schematic diagram of static MOKE microscope in longitudinal geometry.

3.4 Experimental Setup for Magnetization Dynamic s Measurements

TR-MOKE magnetometry is a stateof-the-art technique for studying ultrafast
magnetization dynamics starting from femtosecond to nanosecond time scale in which a
series of phenomena, such as, ultrafast demagnetization, fast and slemagnetzations,
magnetization precession and damping occur [1, 2, 120]. In this section we have
provided overview of the two different variants of TR-MOKE techniques based onfs

oscillator and amplified laser systems.

3.4.1 Time-Resolved Magneto-Optical Kerr E ffect Microscopy
Time-resolved magnetoeoptical Kerr effect microscope based on & oscillator system

has three consecutive laser units: diode laser, diode pumped solid states¢ést (DPSS
Millennia) and Ti:sapphire femtosecond laser(Tsunami). These units have extremely
complicated working principles and require vary delicate handling. The CW output from
an array of diode lasers is used to pump the DPSS system which excites the laser cavity
to emit IR laser.Thenits frequency doubledoutput (green laserwith wavelength of 532

nm) is fed in the fs oscillator cavity in order to pump the gain medium and finally the
femtosecond laser pulse (with around 800 nm wavelength, 80 MHz repetition rate and
80 fs pulse width) is produced. Below, we will preide a brief overview of

correspondinglaser units.
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3.4.1.1 Millennia

This unit is a specially designed high power pump laser from Newport (Sr. NalJ80 PS,
Newport). It consists of two main parts: power supply unit withFCbarmodule and the
X-cavity of Millennia [21]. The power supply unit with FCbarmodules is a high power,
long-l EEAAQEI A 0001, EOAG OAOEAO EEAAO Al Obpi AA
delivery of laser beams through the suitably designed fiber optics to the laser head
inside the Millennia. Diode laser contains twd=-Cbarmodules forming the heart of the
power supply. The extremely sophisticated fiber coupling technology provides a lot of
advantages, such as, most of the power from the diode arrays are efficiently fed to the
laser head without producing any significant heating and losing the stability. The bars
are also fieldreplaceable avoiding the realignment of the cavity. These modules are
operated in notably less power so that the ideal operating condition is maintained wit
ensuring long lifetime. Similar to all other diode lasers, these modules are attached to
thermo-electric cooler (TEC) for stabilizing the temperature. Beside that, the whole unit
contains microprocessor based control log, power module and forced aircooling unit,
and hence, watefrcooling is not necessary anymore. The-&avity of Millennia contains
the optical resonator, neodymium yttrium orthovanadate crystal (Nd:YVO4), guiding
optics, lithium triborate (LBO) crystal, output beam telescope, electronindicator and
mechanical shutter. The pump laser fromFCbar modules is fed to the cavity and
generates infrared beam (wavelength: 1064 nm) from the Nd:YVO4 crystal. This beam
is focused to the LBO crystal which produces output beam of wavelength 532 nm, by
second harmonic generation. This noncritically phase matched crystal is housed in an
oven that maintains the crystal at an optimum temperature. The cayi end mirrors in
the frequency doubling limb has highly reflective coatings for IR and green light, and
hence, the latter can be generated in reflected pass and first pass. Then the light exists
through a dichroic output coupler. The whole system offers ultrdow noise of <0.04%
rms in an exceptionally short cavitylength. The laser head is watecooled andfiltered
water is recirculated from a properly customized chiller (from Polyscience) through
external tubing. The power of the output beam we use to pump the fs oscillator system
is about 8 W for our system.

3.4.1.2 Tsunami

Tsunami (from Spectraphysics) delivers continuously tunable output of nearlR

wavelengths ranging from 690 nm to 1080 nm with pulse width of about 80 fs [22]The
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Tsunami laser head contains the Ti:sapphire rod and the optics, such agut coupler
(IC), rod focusing mirrors,guiding mirrors, beam folding mirrors, a high reflector (HR),
an output coupler (OC),dispersion control elements andtuning elements that form the
resonator cavity. Ti:sapphire, a crystalline material, is the lasing medium in Tsunami.
This is prepared bydoping the sapphire crystal (A¥Os) with titanium ions (Ti3*). The
electronic ground state of the T3+ ion is splits into acouple of vibrationally broadened
levels. Absorption transitions takes placeover awide range of wavelengths from 400
nm to 600 nm, however fluorescence transitionsoccur from the lower vibrational levels
of excited state to he upper vibrational levels of the ground state. Although the
fluorescence bandspreadsfrom wavelengths as short as 600 nm to greater than 1000
nm, the lasingaction is possibleonly at wavelengthslarger than 670 nm. This is due to
the overlap between longwavelength side of the absorption bandand the short-
wavelength end of the fluorescence spectrum. A high inversion density comes from
having a high pump inensity and the pump illumination in a Ti:sapphire lasesshould be
collinear with the cavity mode for a relatively long laser rod. The pump light is focused
to a narrow line within the rod. Then oscillating laser mode is focusedas well as
overlapped within the same volume. This is known as longitudinal pumpind-urther
collimation and exparsion is done with the output beam to maintain thenormal size.A
ten-fold cavity longer than that in a CW laser imecessary for the mod&cked laserin
order to allow it to run at repetition rate of near 80 MHz.Astigmatism in the Tsunami
output beam is virtually eliminated by carefully choosing the rod length and angles of
the cavity focus mirrors. However, astigmatismcan still remain within the laser rod. A
concave focusing mirrortuned at the proper angleintroduces astigmatism in the pump
beam that matches with the Tsunami cavity mode. The result is a laser with high
conversion efficiencyas well asappreciable beam quality. The acousteptic modulator
(AOM) offers reliable modelocked operation at laser stadup (see Fig.3.10). It also
allows the laser to operate for extended periods without shutdowns. The AOM is driven
by a regeneratively derived rf signalAsthe c-axis of the rod is aligned coplaar with the
polarization of the electric field within the cavity with birefringent Ti:sapphire rod, an
uninterrupted tuning is achieved Here the Ti:sapphire rod and the birefringent filter
plates or prism surfacesconsist ofa total of ten Brewster's angé surfaces Eventually,
the polarization and the cavity lossesire largely determined by the orientation of those

surfaces. The fs Tsunami laser is wavelength tuned using a prism sequence and aBjit.
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changing the slitwidth one cantune the bandwidth (hencethe temporal width) of the
output beam. Prismpairs are used tointroduce a net negative intracavity GVD in the fs

system.
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Figure 3.10: Schematic diagram of the Tsapphire laser cavity (Tsunami).

3.4.1.3 Second harmonic generator

The Model 3980 of second harmonic generator (SH&pm SpectraPhysicsis designed
accordingly which can act as a frequency doubler (and/or pulse selector) having the
fundamental beam emitted from Tsunami as input [3]. The working principle of this

frequency-doubler unit is described below:

Polarization of light in the dielectric material is not only proportional to the electric
field but also can be expanded to higher order nehnear terms. Second harmonic
generation is a coherent optical process of radiation of dipoles in the material and it
depends on the second term of the expansion of polarization. The dipoles oscillate with
the applied electric field of frequencyd . Then it radiates electric field of 3 as well as).
This is possible inanolA AT OOT OUI 1 A OO EAMO H N O AAB&RA BBBY) [
is an efficient nonlinear optical crystal which is used to produce the second harmonic
of the fundamental pulse in this mechanism though it is also capabbf generating third,
and higher harmonics of laser. So the nedR input light comes out as neatJV light. The

key features of this crystal are, wide transmission region starting from 190 nm to 3500
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nm, large effective SHG coefficient, broad phaseatching range from 409.6 nm to 3500
nm, wide temperature-bandwidth of about 55° C high damage threshold high optical
ET 1T CAT AEOU -S4 énd gopd medhanigattand physical properties, while it
does not need any heating arrangement. BBO is much mordi@ént than LBO in terms
of conversion efficiency. The efficiency is inversely proportional to the crossectional
area of the beam. Thus, the beam waist is reduced before incidence on the crystal by
using a telescopic arrangement made by a couple of leass To minimize pulse width
broadening due to GVD of the fundamental pulse, it is necessary to use a thin SHG
crystal to obtain short output pulses without employing another compensating crystal.
This crystal is hygroscopic, and thus, kept inside a sealetylinder with AR-coated
windows and filled with an index-matching fluid. There are mirrors which have control
over both horizontal and vertical movement of the input beam and to focus the beam at
the centre of the SHG crystal so that maximum power can belhgeved at the output. The
orientation of the crystal can be tuned externally. Traversing through the crystal, the
diverging residual fundamental beam and its frequency doublectounterpart travel
collinearly. The fundamental beam is vertically polarized whreas the frequency
doubled part is horizontally polarized. Those beams are again collimated and are
steered to the beam splitter prism which separates the second harmonic from the
fundamental part. The coated surface of prism reflects the fundamental beato routing
mirror. The frequency doubled component diffracts through the two Littrow prisms
which correct the horizontal displacement and beam shape distortiorof the output
beam caused by SHG crystaFinally, the residual fundamental beam and its secah

harmonic exit through two different output windows.
3.4.1.4 Dexription of the two -color pump-probe setup in collinear geometry

The Spolarized fundamental beam from the output of Tsunami is split in to two parts
using a 70:30 beam splitter (see Fig.11). The most intense part of the beam is fed into
the SHG and after frequency doubling we obtain the pump beam. The other part is
attenuated as per requirement and is guided to the retrgeflector (RR) by using a set of
three mirrors. After the optical aignment of the probe beam before the RR, a couple of
mirrors are used to guide the beam towards the MO. In the middle of this path the
collimation is retrieved and beam diameter is slightly expanded with a telescopic

arrangement. A pair of lenses (L1 and 2) of focal lengths 75 mm and 200 mm is
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arranged to make the beam diameter ~ 5 mm so that it fills the baekperture of the MO.

A GT polarizer is placed in the path to confirm the polarization of the probe beam. Then
another mirror steers the beam towardsthe beam combiner which is a 50:50 beam
splitter. The pump beam is guided to the beam combiner after necessary attenuation of
the beam intensity. A specified filter is used to exclude the part of the fundamental beam
mixed in the pump beam. The linearly plarized beam is then chopped at about 2 kHz
frequency by a chopper controlled by a controller unit. The combined beam falls
collinearly on the MO and is tightly focused on the sample surface maintaining perfect
overlap. The sample is mounted on a holder ated on the top of a computer controlled
piezo-electric scanning xy-z stage With the help of the MO (40X, N.A. = 0.65) and the z
travel of the piezoelectric stage the probe beam istightly focused to a diffraction
limited spot size (~ 800 nm) at the sample. The pump beam is spatially overlapped with
the probe beam aftertraversing through the same MO ira collinear fashion The probe
beam is placed at themiddle of the pump beam, where thdatter is slightly defocused
with a spot size of ~1 pm due to the chromatic aberration. A viewing arrangement is
made using a white light which is focused on the sample via the same MO. A CCD camera

is used to visualize the sample part and the position @gump-probe on the sample.

The beams reflect back through the same MO. A fraction of the beam is fed into the
camera. A filter is used to block the pump beam and allow the probe to be incident on
the OBD. The working principle of the OBD is already desbed in section3.3.7. The
signal (Az B) from the OBD is calibrated to obtain the precise value of the Kerr rotation.
On the other hand, the sum (A + B) gives the total reflectivity signal showing the

dynamics of the electronic state of the sample as welk the acoustic modes.
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Figure 3.11: Schematic diagram of custorbuild TR-MOKE microscope setup with collinear
pump and probe geometry. Mmirror, BSbeam splitter, L-lens, OBDoptical bridge detector, F
filter, A-attenuator, Gglass slide

3.4.1.5 Routine alignments

The stability and path of output beam depend very much on the temperature, humidity,
and dust level in the ambience. Some times within few weeks interval a significant walk
out of the fundamental beam within the cavity of Tsunami might be observed, resuig

in a change in the entire optical path and the pumprobe overlap. In this setup, there
are few places where regular care should be taken to align the individual purgrobe

beams.

(1) Stability of fundamental laser and optimization of Tsunamiz The power,
wavelength, and FWHM of the fundamental beam is monitored on daily basis. To check
the stability of the cavity, there is a controller with LED indicator where number of bars
indicates the extent of cavity alignment. If any deviation from the standardeading is
observed there are respective knobs in Tsunami by tweaking which the wavelength,

FWHM and power can be adjusted.

(2) Alignment before RRz If the incident beam is not parallel to the axis of the RR then
the reflected beam does not maintain theonstant height and shifts from the desired

path. Three mirrors are placed by adjusting which the probe beam can be made parallel
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to the horizontal plane, while maintaining the vertical height of the beam before
entering and after exiting the RR. The RR mmoved to and fro to check whether the
probe spot is shifting its lateral and vertical positions with respect to a reference point

on the beam height.

(3) Alignment after RRz After the RR, the overlap of the pump and probe beams is
checked on the beam colminer. There are mirrors to adjust their vertical and horizontal
positions of the beams on the combiner. If the alignment is correct, both the beams will

follow the same path after being combined.

(4) Making the beam collinear through My The beam paitions at the back aperture of
MO is very important. Any misalignment of the beams is adjusted by changing the tilts
of the respective mirrors. Monitoring the pump and probe spots falling on to a substrate
by a camera, the alignment can be recovered. Alsane can place a screen in front of the
MO and by moving the MO back and forth and by monitoring the positions and shapes of
the two beams it can be checked whether the beams are coaxial with the MO and with

each other

Pump ]

Chopper

Figure 3.12: A photograph of TR-MOKEmMmicroscope in the laboratory of Prof. Anjan Barman at
the S.N. Bose National Centre for Basic Sciences, Kolkata, India.
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(5) Alignment of the OBD- This alignment is adjusted by superposing the badadleflected

beam from OBD with the incident beam with the help of a mirror.

After adjusting the optical components, the timeesolved reflectivity data from a test
Stsubstrate is recorded and its relaxation rate is compared with the standard data to

verify the alignment condition.A photograph of the setup is shown at Fig. 3.12.

3.4.2 Non-Collinear Time -Resolved Magneto-Optical Kerr Effect Magnetometry
This setup is based on an amplified femtosecond laser system where fundamental beam

having wavelength of 800 nm and pulse width of about 40 fs is generated by using a
regenerative amplification method. The laser pulse is again split using beam splitter.
Onre part of this fundamental laser beam is attenuated and collimated to use as the
probe beam. Another part is frequency doubled using a second harmonic generator and
is used as a pump beam to excite the electron and spin dynamics in the sample. The
pump and probe beams and made to incident noollinearly on the sample surface
using wavelength specific lens arrangements. The probe is incident normally on the
sample plane and so that the reflected probe beam can be used to detect the time
resolved Kerr rotation in the polar geometry in addition to the simultaneous detection

of time-resolved reflectivity signal.

The procedure of generation of amplified femtosecond laser pulse is extremely
sophisticated and complicated. The entireamplifier (Libra) system from Coherent
consists of the following units: ultrafast oscillator (Vitesse)diode-pumped solid state
pump laser (DPSS, Evolution), regenerative cavity, stretcher and compressor grating
arrangements, synchronization and delay generator etc. In the followingibsections we

will discuss those units briefly.
3.4.2.1 Vitesse

Vitesse is a compact DPSS (Verepumped ultrafast oscillator that produces
modelocked sub-100 fs pulses at 80 MHz repetition rate with an output power of about
200 mW at 800 nm wavelength [2]. Three main units are associated with it: the laser

diode system, Verdi and the Verdpumped ultrafast laser unit (VPUF).

(A) Laser diode system The Verdi is pumped by the continuous output produced by

laser diodes. Power supply box for laser diodeontains commercial power supply, two
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laser diodes, electrical circuits, monitors and cooling fan. Light generated by laser diode
assembly is transported by fiber array package (FAP) and is used to pump the gain
medium of Verdi. The main component of diodéser assembly is FAP | and FAP I, each
of which contains a laser diode bar capable of efficiently converting the electrical energy
to optical energy. It is desirable to operate the FAPs at low temperature and sufficient
drive currents. The wavelength ofemitted light is temperature dependent. Proper heat

sink and cooling fans are there to maintain the optimum temperature.

(B) Verdi- This resonator consists ofunidirectional single-frequency ring cavitywith the
facility of intra-cavity second harmonic geeration to produce multi-watt level green
(532 nm) output. Intra-cavity etalon enables the single frequency selectivity. This pump
OAOT 1 AOI-DOIERD OROECT 6 xEAOA T ECEO OOAOAI
(Vanadate) gain medium. Verdi absorbs ergy from 808 nm input and produce strong
single line emission of 1064 nm which is later frequency doubled. As it is known that an
optically pumped laser rod can act as a lens, it is important to maintain the temperature
of Vanadate to minimize the thermalfocusing and hence the astigmatism. The LBO
crystal which is also used here for frequency doubling can act as an output coupler. The
tower temperature for this crystal is maintained at 150°C in order to have 90° phase
matching between fundamental beam (164 nm) and second harmonic (532 nm). After
exiting the resonator, the 532nm-beam is steered by a mirror towards the VPUF. A
Piezoelectric transducer driven lever controls the tilt for maintaining optimum pump
beam alignment into VPUF, and hence, this sgsh is known as power track mirror

arrangement.

(©) VPUF- Ti:sapphire is the active medium in this laser unit and multiple negative
dispersion mirrors (NDMs) provide negative dispersion for producing sublO0 fs
pulses. Modedocking is automatically achieed using Kerr lensing. For suitable material,
irradiation of high intensity laser beam can create distortion of the atoms due to high
electric field. This effect is known as optical Kerr effect which can affect the refractive
index of the material. Thus, dr a laser beam having higher intensity at the central part
actually can set a gradient of refractive index in the material. This lensing narrows the
beam waist and a slit is used to allow only narrow modécked beams after blocking
the CW laser and findy it provides the real driving force for further and continuous

mode locking. Depending upon the wavelength of laser and refractive index of optical
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components, different portion of a beam can travel with different velocities. This causes
group velocity dispersion (GVD) which introduces reshaping of pulse or spectral chirp
(either positive or negative). Also, due to Kerr lensing, frequency components of a pulse
get phaseshifted differently. This is called seHphase modulation (SPM) which causes
temporal chirping leading towards pulse broadening. To compensate these GVD and
chirping, multiple NDMs (which are basically FebryPerot etalons) are employed to

bring the net GVD of the cavity down to zero.
3.4.2.2 Evolution

Evolution-30 is a diodepumped Q-switched Nd:YLF laser capable of producing averag
energy more than 20 mJ for 52-hm-beam having 1 kHz repetition rate [25]. The

components are described below:

(A) Power supply and laser diodez Evolution employed laser diode pumping to excite
the lasergain medium. High efficiency results in low power electrical and cooling utility

requirement with promising 1000s of hr lifetime.

(B) Nd:YLF gain mediung Nd:YLF or Nd:LiYF4 is used because of long uppstate

lifetime (470 microsecond). It provides eficient energy storage for highpulse energy
operation at low repetition rates. Its low thermal lensing and natural birefringence
avoid loss of beam quality. An intracavity polarizer gives freedom to select 1047 nm or
1053 nm transitions during pumping. The output beam of Evolution is frequency

doubled part of 1053 nm laser.

(C) Acousto-optic Q-switching z If a transparent material (here silica) is subjected to
ultrasonic vibration, the photo-elastic effect couples the strain field of ultrasonic wave
to the refractive index of the material. Now if laser falls on the grating created by this
effect, then a part of the light is diffracted in different directions. This energy loss is
sufficient to destroy the Q of the cavity. Generally a PZT is used to convekectrical
signal to ultrasonic sound. The laser can be returned to the high Q statier switching
off the voltage applied ofthe transducer. If the ultrasonic vibration is stopped, then

fused silica block emits Q switched laser pulse.

(D) Frequency doubling componentz A nonlinear crystal, e.g.LBO, is used as output
coupler to frequency double the Q switched beam. A heater maintains the tower

temperature usually at 327.5°F (164°C). Though this crystal can efficiently work at the
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temperature range between 157°C and 171°C range for noncritical phase matching with

1053 nm laser and it emitsabout 527 nm in the output.
3.4.2.3 Working principle of Libra

The physical phenomena that are associated with the regenerative amplification of

femtosecond laser within Libra [26] are described briefly in the following section:

(A) Chirped pulse amplification(CPA)z This is a technique for amplifying an ultrashort
laser pulse up to extremely high pulse energy with the laser pulse being stretched out
temporally and spectrally prior to amplification. Sometimes highly intense laser beam
can lose its energy within a very short path length due to unwanted sefbcusing. CPA
can avoid this obstacle Initially a weak but short duration pulse is generatedThe peak
power is reduced significantly after stretching.The pulse isthen amplified without any
self-focusing. Finally, the amplified pulse is compressed to its original pulse duration.
Libra employs CPA to stretch a weak pulse by 10,000 times with the hetp a grating

and amplifies by a factor of 18by using Ti:sapphire crystal.

(B) Pulse stretching and compressing A diffraction grating which reflects different
wavelength of a beam at different angles can introduce varying delay for varying
wavelengths. This stretches or compresses the pulseemporally. In a stretcher grating
the in-build configuration is such that the higher frequency components (blue side of
the spectrum) have to travel far and are time delayed with respect to redder
components. The pude thus has a positive GVD due to this stretching and is known as a
positively chirped pulse. In a compressor grating the scenario jast opposite. The bluer
frequency components are made to travel faster in order tocompensate the delay with

respect tothe redder part and thus the pulse achieves itdesired temporal width again.

(C) Regenerative amplification(RGA)z For a Ti:sapphire crystal absorptive transition
takes place between 406600 nm. However, the short wavelength side of the
fluroscence spectum merges with this transition wavelength. Thus, the actual range of
lasing becomes limited in the IR range. This crystal has large gain bandwidth, which is
exploited for pulse amplification. In the RGA cavity of Libra, Ti:sapphire crystal rod is
used toamplify a single nJ pulse (selected from modecked train of seed laser emitted

from Vitesse) to mJ pulse. This amplification for single pass within the crystal is very
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small. RGA cavity offers a multipass travel to the seed laser so that a very high a¥er

gain can be achieved.

Here, we have described the operation of several optical components involved during

the amplification process:

(1) Stretching operation z The entire path traversed by the beam starting from Vitesse

output up to RGA cavity is desthed below,

SM1- SBS Fl - SM2- SG- SM3- SM4- SM3- SG- SM5- SM6- SG- SM3- SM4- SM3- SG
- SM7- SM8- SM9- SM10- RGA cavity.

There will be four points of reflected light visible on the grating surface after completion
of this path. See Fig3.13for the beam path.

(2) RGA operationz RGA cavity employs a-fold configuration as follows:
RM1-PC1- RWP-RI1- RM2- RTS- RM3- RP- RI2- PC2- RM4.

Here, RM2 and RM3 pass the pump beam (green) but reflect the seed laser. RP reflects

and transmits the beam depending upon the polarization. The repetition rate of

amplified laser is generally much lower than that of the seed laser. In the RGA cavity the

injection and ejection of pulses are controlled bymanipulating their polarization. The

outpuO 1T £ 6EOAOOA EO Al 036 bHil AOEUAA DOl OAs8
polarized light. It allows the pump beam to pass. Thus RWP, a quarter wave plate, which

is employed with an endb O PAA [ EOOT O O1 AT OAIT A PAOGO OEA
polarized or vice-versa. There are two Pockels cells (PCs) which rely on Pockels electro

optic effect and changes or produces birefringence in an optical medium in application

of the electric field. When voltage is appliedm PC, it acts as a quarter wavelate. Then

again the doublepass mechanism is used to rotate the polarization of the beam by 90°.

The detailed operating procedure is described below

A7TEAT OEA -h¢O X80 BITIAESEUAA AAAI EO OAMEI AAOGAA
cavity (see Fg. 3.13)4 EA D OI OA OEAT Al OAT A PAOOAOG OEA 2

The pulse execute one round trip without being amplified (or with slight

Al b1 EEZAEAAQET T q OEOI OCE OEA 270 AFRinAlly, fhisl AOEUA

pulse reflects from the surface of RTS in Brewster angle, out of the RGA cavity.
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B7EAT OEA -th¢O330 BITITAMOEUAA AAAI EO OA&EI AAOGAA
cavity 4 EA BOI OA OEAT Al OAT A PAOGOAO |bmebiatady7 0 AT A
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After appropriate number of round trips, voltage is applied to PC2. This makes the pulse

@6 DIl AOEUAA xEEAE OA&EI AAOO EOI i OEA 243 00O«
(3) Compressing operation Z The path of the beam in the compressor part is

summarized below:
CM1z CDIz CG- CM2- CM37 CG- CM4- CM5z CG- CM3- CM2z CGz CDIz Output.

Again there will be four points of reflected light visible on the grating surface after

completion of this path.

Figure 3.13: Schematic diagram of top view of Libra having separate stages: CPA unit including
seedlaser, RGA with pump laser and compressor unit.
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3.4.2.4 Optimization of the amplified p ulse

Efficient amplification depends on precise coordination of timing of seed source,

amplifier pump source and amplifier PCs. Synchronization and delay generator (SDG

Elite) [27] provides digital control of the timing signal and required voltages to operate

the RGA cavity. It accepts input from the seed laser and pump laser, whereas it supplies

a trigger signal for each PC at an adjustable delay. Additional delay signals are also

DOl OEAAA &£ O 1T OEAO AgPAOEI AT OO AO béde OOAOGC
pump laser frequency or an integral divisor. The system includes a Gate input which is

addressable to each channel individually.

Except the timing between the stimuli, bandwidth of the seed laser is extremely
important parameter to monitor. Seeding the RGA cavity with the beam having
insufficient bandwidth may cause permanent optical damage. Strong signal from a pair
of photodiodes located at the stretcher compartment indicates that the seed laser has
sufficient bandwidth. SDG monitors these paramets and shows error message once
any fault occurs. After efficient generation of amplified pulse the pulse width of the
beam can be optimized by user externally. A fine tuning of the compressor delay stage,
containing mirrors (CM2-3), can be performed by emote control. For drastic change in
pulse width, angle of both the gratings can be tuned manually (especially by the

engineer or service person)A photograph of the laser system is shown in Fig. 3.14.
3.4.2.5 Second harmonic generator

The SHG is used wh the amplified laser system (Model: HarmonicHGST) to generate
the pump beam of 400 nm wavelength for our pumyprobe experiment. The working
principle is similar to SHG (model: 3980) described in section 3.3.1.3. This model can
also generate the third harmonic with wavelength in deep UV regime, from the

fundamental beam.

Next, we have compared the specifications of the lasers generated by the fs oscillator
and amplifier laser systemsin Table 3.1 Usually these systems offer a range of these
parameters depending upon the model number and their internal configurations.
However, we are currently using the laser systems with the following optimized values

as output.
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Figure 3.14: A photograph of amplifiedlaser system installed in the laboratory of Prof. Anjan
Barman at the S. N. Bose National Centre for Basic Sciences, Kolkata, India.

Table 3.1 Important features of the lasers optimized for our systems are described

here.
Specification Oscillator -based laser Amplifier -based laser

Wavelength (nm) ~800 ~800

FWHM of power spectra ~12 ~30

(nm)

Pulse width (fs) ~80 ~40
Repetition rate 80 MHz 1 kHz

Pulse energy 25 nJ 4mJ
Average output power ~2W ~4 W
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3.4.2.7 Description of the two color optical pump -probe setup in n oncollinear

geometry

The Spolarized fundamental laser beam from the output of the amplifier (Libra) is
guided by a set of five mirrors before being split into two equal parts using a 50:50
beam splitter (see Fig.3.15). A portion of this fundamental laser beam is fed into the
SHG and after frequency doubling}(= 400 nm) we obtain the pump beam. The other
part of the fundamental laser beam) = 800 nm) is heavily attenuated and a very weak
part is used as the probe beamThis beam is steered by a number of mirrors into a
motorized scanning delay stageNewport, with motion controller: model numb&PS30})
with retro -reflector (RR) for introduction of a variable time delay. Before entering into
the RR the probe beam is cathated using a pair of planeconvex lenses of focal lengths
10 cm and 15 cm and its bearnwaist is reduced to ~5 mm. The probe beam coming out
from the RR is guided to the sample using few mirrors before being focused on to the
sample surface by using a pleo-convex lens of focal length. A GT polarizdlGTH5M,
Thorlabs) with extinction ratio of 100000:1, is placed in the path of the probe beam to
ensure high degree of polarization of the incident probe beam. Three iris are kept in the
path of the probe beamto monitor the vertical and lateral shift of the probe beam on a

regular basis.

Libra

Chopper+#" :
a1 9B ﬁ-m" 13 A2

M8

.

\ Y Jay stage
4 reflector

Figure 3.15: Schematic diagram of the optical pumyprobe setup with amplified fs laser unit.
The experimental geometry is showrnn the inset.

M7
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The pump beam is guided on to the sample by usirg set offive mirrors which are
adjusted to compensate the optical path lengthw.r.t. the probe path. A variable
attenuator is used for adjusting the probe power falling on to the sample. Thramp and
probe beams are made to incident nomollinearly on to the sample surface. The pump
beam is kept slightly defocused on the sample surface to avoid any damage of the
sample by the high irradiation by the pump power. The probe beam is tightly focad on
the sample surface and placed carefully at the centre of the pump beam so that the
dynamics is probed from the uniformly excited part of the sample. The pump and probe
AAAI EAOA OPi O OEUAO 1T &£ ¢mm 1 AT A pmnat (18 4
on the top of a translational xy-z stage. A viewing arrangement is made using a white
light source and a CCD camera for monitoring the overlap of the pump andprobe beams
as well as their locations on the sample surface. The pump beam is blocked after
reflection. The reflected probe beam is split into two parts with a beam splitter. One
part is fed directly into a Si detector which measures the total reflectivity. The other
part is fed into another GT polarizer (analyzer) and a Si detector, which measurdse
Kerr rotation of the probe beam. The analyzer is set at a very small from the extinction
so that it measures the Kerr rotation on a minimal background of reflectivity. The bias
magnetic field is applied by using permanent magnets in the desired configation. The
pump beam is the chopped by using an optical choppéfhorlabs, MC2000B and the
detector signals for measuring reflectivity and Kerr rotation are measured by two lock

in amplifiers (SR830, Stanford Research System) in a phase sensitive manmsing
reference beam from the optical chopper output. The temperature and humidity is the

pump-probe laboratory are maintained at22°C and 30% respectively
3.4.2.8 Routine alignments

The regenerative cavity remains stable if the temperature, humidity red dust level in
the air is maintained carefully. However, after few months a significant movement of the
laser path at the output of Libra is generally observed resulting in a change in the entire
optical path. In this setup, there are few crucial placewhere special care is taken to

align the pump and probe beams on a regular basis.

(1) Monitoring of the parameters at the output of Libraz The power, wavelength, and
FWHM of the fundamental laser beam (800 nm) is monitored on a daily basis. There is

no external control provided for the user to align the cavity on a daily basis. If any
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significant deviation from the standard values is observed then involved alignment of

the cavity is necessary.

(2) Alignment before RRz The beamshift from the output of Libra can be checked by
monitoring the position of the beam in the couple of irises before RR. Any unwanted
shift can be adjusted by tweaking the tilt of mirrors placed before these irise$he RR is
moved to and fro by the delay stage to check any shift borizontal and vertical position

of the probe spot.By moving the RR in between two extreme ends on the delay stage the
beam position can be checked using a height tool or the iris placed after RR. Beam

movementcan bestoppedby using the set of mirors placed before the RR.

(3) Alignment after RRz There are three iris through which the probe beam can pass
maintaining the desired horizontal and vertical positions.Any unwanted deviation of

the probe beam in the path can be adjusted by the set of mors placed after RR.

(4) Alignment of the pump beamz There is no external control of the SHG unit and
usually the pump beam remains stable. Any slight misalignment of the pump beam is
adjusted by changing the tilts of the respective mirrors placed in theump path. The
coarse overlap of the pump and the probe spots on the sample surface is achieved by
monitoring them on a CCD camera, whereas the fine adjustment is done by maximizing

the reflectivity signal at the zero delayposition of RR on delay stage

(5) Finally, the alignments of the two detectors are checked by viewing the probe spot
position at the centre of the sensor by using an IR viewer. After adjusting the optical
components, the timeresolved reflectivity data from a test Sisubstrate isrecorded and
its relaxation rate is compared with the standard data to verify the alignment condition

and pump-probe overlap.

A photograph of the TRMOKE setup is shown in Fig. 3.16.
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Figure 3.16: A photograph of the optical pumpprobe setup based on an amplified fs laser
system in the laboratory of Prof. Anjan Barman at the S. N. Bose National Centre for Basic
Sciences, Kolkata, India.

3.4.2.9 Measurement of t ime-resolved dynamics

A fine tuning isrequired before starting the measurement. The reflectivity signal from a
reference sample {e.Si (100) substrate) is usually monitored. The pump and probe
fluences are chosen to be about 10 mJ/chand 2 mJ/cn? by adjusting average power
with the help of attenuators. By moving the stage to the position from negative delay
towards positive delay, a sharp rise of the reflectivity signal is observed. A careful
monitoring helps to find this zero delay position (when the RR is moved with smaller
steps) where the pump and probe pulse gets temporally overlapped causing
enhancement of the transient signal. Further movement of the RR in the direction of
positive delay causes an exponential decay of the signal. Nature of this decay provides
us information about the pump-probe alignment with the movement of the delay stage.

If necessary, the overlap of pump and probe beams on the sample surface can be
improved by adjusting the mirrors in the pump path Sometimes a faster decay indicates
movement of probe beam with RRwhich is not desirable. Then the optical alignment of
the probe beam before entering into the RR should be improved by following the steps
described in section 3.3.2.7. The full timeesolved reflectivity signal is measured again

to check the decay constan
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Figure 3.17: The representative data for timeresolved reflectivity of Si and timeresolve Kerr
rotation for a NigoFex thin film obtained from the two different setups: (a) TRMOKE
microscope using the fs oscillator and the (b) noncollinear optical pumprobe setup based on
amplified fs laser.

Figure 3.17 shows the representative timeresolved reflectivity data for Si(100 samples
obtained with decent alignment using two different setups taken for 2 ns. We have
fitted the decaying portion of the curve with an exponential function to extract the
decay time to be slightly greater than 200 ps. In this condition we have measa time-
resolved Kerr rotation data from a reference 20hm-thick NigoFex (Py) thin film
deposited using ebeam evaporation technique. We fitted the data with a damped
sinusoidal function. The decay constant of time varying amplitude of Kerr rotation is
about 1.0 ns and the precession frequency is obtained around 9.0 GHz for the applied
bias magnetic field of ~1.0 kOe. The extracted damping coefficients for both the films

are found to be ~0.0009.
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3.5 Numerical Methods

The macrospin theories developed for continuous magnetic medium based on the
macrospin formalism, consider the magnetization throughout the sample to be uniform.
The magnetization dynamics is studied by solving the nolinear differential equation,
i.e. LandauLifshitz-Gilbert (LLG) equation, after linearizing it under small angle
approximation. However, the real physics is much more nontrivial. In case of confined
magnetic structures, the demagnetizing field arising from the unsaturated magnetic
dipoles at the finite boundaries play a crucial role in controlling the static magnetic
texture and the ensuing magnetization dynamics. The situation becomes more complex
with the samples having nonrellipsoidal geometries when analytical solution becomes
even morenontrivial. Several numerical and analytical methods have been developed to
provide deep insight about the experimental results obtained from these nanoscale
magnetic systems in all three dimensions. However, experiments encounter severe
challenges due tovarious limitations in the available fabrication and characterization
techniques. Consequently, theory faces stern challenges to reproduce (or predict) the
real situation due to the lack of appropriate approximations and boundary conditions
used for nanogale magnetic systems having both shortand longrange interactions.
Thus, the development of micromagnetic modelling and computdsased numerical
simulation have become necessary. In micromagnetic simulations, the sample is
discretized into a number of ells, each of which consists of a macrospin. Those
macrospins experience shorrange exchange and longange dipolar interactions as
well as the effect of other existing fieldsWith proper modeling strategies, numerical
simulations can have several advamiges over the experimental and theoretical
approaches. Choice of proper evolver to solve the differential equations, sample
discretization method and consideration of all the relevant energies, can lead to a
successful numerical solutions. In the followingsections, we will discuss few of these
important aspects before describing the micromagnetic simulatorsie. OOMMF, LLG,

MuMax3 etc.) used for the numerical calculations presented in this thesis.

3.5.1 Free Energies of Ferromagnetic Material in Micromagnetics
The total energy of a micromagnetic systernan berepresentedby the Gibbs free energy

(Ewot). This depends on the magnetization, external field and some other material

parameters. Ewt contains all the macroscopic i(e. Zeeman and magnetostatic energies)
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and microscopic {.e.exchange and magnetocrystalline energies) energy terms and thus

can be expressed as:
O O O O © o8

E;, B4, Ec and Ex are Zeeman energy, demagnetization energy, exchange energy and
anisotropic energy, respectively. In micromagnetism this expression can be written as
[28],

0 1 gy gﬂsﬂ 6 no o o 0 p

+ QU oR)
where Hz is the Zeeman fieldHq is the demagnetizing field,A is the exchange stiffness
constant andK; is the first order magnetocrystlline anisotropy constant.a is the unit
vector parallel to the easy axis andi is the space and time dependent unit vector of
magnetization. The aim of micromagnetic theory is to find the magnetization in
equilibrium:
I ad 0 o8 ao ofp
Brown proposed an equilibrium condition based on the calculation of variational

derivative of free energy with respect to the magnetization:

e
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In equilibrium the magnetization lies parallel toHes, which can be expressed as:

cO
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The torque 4 g becomes zero.

The energy landscape of micromagnetic systems may contain many local maxima,
minima as well as saddle points. Sometimethe equilibrium in local minimum is
achieved by a dynamic descriptiorof the path via energy landscapes. The form of LLG
equation found to yield an accurate description of the time evolution of a magnetization

of fixed magnitude in presence OHe:
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In micromagnetics, when a system is discretized into a finite number of cells the
material parameters, i.e. A, K, and Ms are assumed to be constant within a single

element. However the spatial variation in the magnetization is expressed in terms of

node based discrete approximation:
To 0o 0-0 0 -0 4 oP p
where si denotes the basis function of theit" cell. Further, the effective fields are

calculated from the derivative of the total energy with respect to the local

magnetization.

Zeeman energy can be expressed as:

0 Ig Qu O0-0pf Of="0OrQU oP ¢
Anisotropy energy can be expressed as:
(0] L p F& - QU op o
Exchange energy can be expressed as:

(0] ono— QU oP T

Magnetostatic selfenergy energy can be expressed as:

0 ngl'Qu O 6r N — QU oP v

3.5.2 Different LLG Solvers and Evolvers
For the vast majority of geometries and problems, differential equations cannot be

solved with analytical methods. However, it becomes easier with the help of
discretization methods to approximate the equations which can be solved numerically.
There are two popular approaches to @ampute such approximations and to solve LLG

equation in micromagnetics: finite difference method (FDM) and finite element method
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(FEM). In FDM, differential equations are approximated with difference equations.
AEAOA O&ET EOA AE E£EA Ghvathkes Giid ikl Bn® eq@diond &d O OE A
solved by matrix algebra techniques. The domain is divided in space and time and the
approximations of the solution are calculated at the space or time points. In the
simulation, the system is discretized into certan number of cuboidal cells (N) with fixed

dimensions due to which sometimes the edges and corners of the nanbject cannot be

replicated properly. The FEM requires the discretization of the spatial domain with

OZET EOA A1 AT AT 008 Tomohve Mg (robker®, inibalyEsarmeCsinbld OET T 8
equations model these finite elements and then assembled into a larger system of
equations that helps in modeling ofthe entire problem. In 2D problems triangles and
rectangles, while in 3D problems tetrahedral ad hexahedral elements aregenerally
used.Moreover, a mixture of elementshaving different typesis possible which helps to

the reproduce the exact size and shape of the micrand nancobjects. This affects the
computational storage capacity and time whih are proportional to the N while

computing the demagnetizing field from the magnetic volume and surface charges. Fast
adaptive algorithms can speed up the process on regular grids for FDM using FFT or
multipole expansion, which is inapplicable for FEM wh irregular mesh structure.

Based on these two approaches there are several codes or packages available [29].

Some of the FDM based codes are OOMMF, LLG, MuMax3, MicroMagus and Boris etc. On

the other hand, NMag and Magpar are popular FEM based codes.

For solving numerical problems presented in this thesis we have used: OOMMF, LLG

and MuMax3. Before proceeding for the simulation, it is extremely important to gain

ETT x1I AACA AAT OO OEA b DHoe&erespobsible driupdatifg tie%OT 1 O A
magnetization configuration from one step to theother. The following table shows the

evolvers, which these micromagnetic simulators offer:
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Table 3.2 The evolvers for three FDM based simulators are listed.

Name of the Method Evolver
code
OOMMF FDM Euler, RungeKutta, SpinXfer and CG Evolver
LLG FDM Euler, Rotation matrices, PredictorCorrector,

GaussSeidel stable method

MuMax3 FDM RungeKautta (i.e.RK45, RK32, RK12, RK1)

All the above mentioned codes utilize the LLG equation according to continuum
micromagnetics. Thus, calculated results are valid for time scales > 1 ps and dimensions
> 1 nm. Appropriate modeling strategies are imperative for performing reliable
numerical experiments. The choice of evolver also depends on the nature of problem,
which is discussed in the following sections with an overview of the simulators

mentioning their features and functionalities.
3.5.2.1 OOMMF

OOMMEF is a public domain micromagnetics program developed at the National Institute
of Standards and Technology (NIST)y M. J. Donahue and D. G. Porter [3]. The code is
written in C++ and Tcl/Tk language. It covers a wide range of platform: Unix platforms
and various versions of Windows. It utilizes an ODE solver to relax 3D spins on a 2D
mesh of square cells while usingFFT to compute the seHmnagnetostatic field.
Anisotropy, applied field, and initial magnetization can be varied point wise and
arbitrarily shaped elements can be modeled. The system can also be discretized in all
three dimensions. For being FDM softwaret has less flexibility than the FEM software

in replicating exact geometries for the objects with curved surface. All the calculations
performed in OOMMF are at T = 0 K. The problem is specified with all the necessary
input parameters and initial conditon0 E1 A Z£EI A xEOE 081 E /&S
geometry is given in terms of an image or by defining its geometry in terms of set of
equations and the sample dimensions are provided in the script. The intrinsic energies
such as exchange energy, magnetocrgdline energy can be specified by providing the

numerical values of exchange constant, anisotropy constant and its direction of
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anisotropy field in the Cartesian coordinate. All the material parameters,e.damping,

saturation magnetization and gyromagnet ratio are provided in Sl unit. It is extremely

important to set the proper evolver in the script. There are two types of evolvers: time

evolvers to take care of LLG dynamics and minimization evolvers to locatke local

minimum in the energy surfaceby using direct minimization techniques. Evolvers are

mainly controlled by their compatible drivers (i.e.time and minimization drivers). The

drivers provide a magnetization configuration to the evolvers with an indication of

advancing the configuration by od OOAD | A1 01 AAI 1T AA OEOAOAOQEI
when a simulation stage (or run) is completed using specified stopping criterion in the

input MIF file. For preparing magnetic ground state the minimization evolver is

generally used to obtain reliabé results. The convergence criterion in the simulation is

created by setting the stopping value of oh/dt or time. At the stopping time the

maximum value of dn/dt across all spins reduces below the set value. The maximum

torque should go well below 166 A/m then. The finial magnetization state obtained as

OEA OcOi 6T A OOAOA8 EO OEAT OPAAEEEAA AOG O
simulation file. Providing an external perturbation in terms of additional field the
magnetization dynamics is simulated. The time dependent components of
magnetization, magnetic field and energies can be extracted in the output file with

0811 #h O8I EAZS 10 081 0&5 & OIf AOO8 /1/--& AlC
condition (PBC) in different dimensions for simulatingrealistic systems with finite and

smaller sample geometry.
3.5.2.2 LLG Simulator

M. R. Scheinfein is the designer and licensor of this commercial simulator [4]. It has

three modules of functionality which are specified in terms of defining the solution.

Those maintain consistency with the Windows eventriven programming interface.

These modules are described below,

Z )Y)I OO DPEAOAd 4EEO EO OEA AT1 00711 ET OAOE&E
parameters and designing customized simulation. Though it imneases the risk of input

errors, the process is user friendly. As a counter measure LLG performs exhaustive

error checking. Since the program solves the LLG equations using finite differences for
exchange energies and fields, as well as boundary elements imagnetostatic self

energies and fields, the object must be defined as a grid. This simulator uses rectangular
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pixels on a Cartesian grid. After setting up the environment, LLG initializes all of the

arrays to start computing the demagnetization field capling tensors. It calculates the

field for any boundary conditions. As the simulation phase begins the user is prompted

to store the simulation parameters in several files.

E 3Ei Ol AOETT DPEAOAg )1 OEEO DPEAOA OEA AAOEC
solution of the differential equations (LLG Simulation Sheet).

E 2A0EAx DPEAOAd 4EEO DPEAOA iphyingBemiioughd OE A x E
graphically animated movie (LLG Movie Viewer) or the user can view a domain or field

file in the viewer control.

As mentioned earlier, LLG supports four integrators tsolve ODE. The most primitive
one is an Euler Cartesian method, which is the fastest but least accurate. The 'Rotation
Matrices method is the integrator of choice for solutions where damping is greater than
0.5. This is used to study the magnetic groundate configurations in our systems. The
Cartesian PredictorCorrector integrator is the most accurate and also faster when
damping is about 0.01. The GausSeidel Stable method is a senimplicit first -order
integration scheme. The integration time steps gabe much larger on fine grids using
this method.

Interestingly, the temperature effects can be introduced in the LLG simulation, which is
internally provided in terms of a random field. Study of quasistatic magnetization
reversal is more authentic here. n LLG, the effect of spin polarized current, charge
current, and several other effects on the magnetization dynamics can be incorporated
easily for single layered or multilayered structures. In this thesis the results are
obtained using the 2.50 version oL LG simulator which works with a single processor

and currently unable to perform parallel computation.
3.5.2.3 MuMax3

MuMax3 is another open source, GPU accelerated micromagnetic simulation program,
which requires high performance graphics card such as5TX series. GRUased
acceleration provides speeding up by one to two orders of magnitude as opposed to
CPUbased micromagnetic simulation. With explicit help of NVIDIA GPU this program
can be run in Linux, Windows and Mac platform. A Vansteenkiset al. have published

the design and verification of this code in 2014 [6]. It is written in dedicated scripting
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languages Go and CUDA. The simulation is performed in weésed user interface and
OEA 1 OODPOO EO 1 ACAET AA ET &I OF 1 £ O/ 6&8 AAOA
In this simulator, an object is specified in terms of shape and dimension within the
script or can be provided externally in form of an image. Being FDM software, it
discretizes the objects into 2D or 3D grids of orthorhombic cells of equal size.
Volumetric quantities (M, K etc.) are defined at the middle of the cells, whereas coupling
guantities are specified at the faces of the cells. Some of the material parameters and
external stimuli can be set spaceand time-wise. Their magnitudes can be varied with

an extra term of f(t)x g(x,y,z), i.e.time dependent function multiplied by continuously
varying spatial profile. The geometry, once defined in terms of x, y, z coordinate, can be
rotated, translated, scaled with Boolean operation like AND, OR, XOR, etc. MuMax3
offers severd types of RungeKutta methods to solve the LLG equation with different
convergence criteria and error estimation. Out of those, RK45, RK23 and RK12 give
freedom to choose automatic time steps to keep error per step close peset value.
Importantly, MUMA@oc DOT OEAAO A OOAI Agd &A&O1T AGETT OEA
the system. This function prevents the precession term in LLG equation to act upon the
system and effective field points only towards decreasing energy. However, the system
may often reacha saddle point of the energy landscape. The evolver RK23 is more
efficient to set a ground state while usig the relaxation condition. MuMix3 can
determine the evolution of the reduced magnetizatiorm(r, t), which has unit of length.
Any physical phenomem can be represented in terms of effective field, effective
magnetization and torque in the program. For example, time derivative om(r, t)
AAAT | AIOHL Efas contributions from: LL torque, Zhangli spin-transfer torque

and Slonczewski spirtransfer torque. This simulator can deal with numerous problems
related to magnetic anisotropy, complex interactions (such as, Heisenberg exchange
interaction, DM interaction etc.), temperature dependent variations and many more. To
make the numerical experiments nore realistic, a system with finite geometry can be
repeated with the help of periodic boundary condition (PBC) and simulation can be
performed using macrogeometry approach. This is different from what is generally
being used in OOMMF. The user can actlyaset the number of repetition in which the

image can be copied in each side of the simulation box.
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Figure 3.18. shows different 2D and 3D magnetic nanostructures simulated using

Mumax3 software and visualizel using Muview.
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Figure 3.18: Ground state magnetization configuration of 2D structures- (a) dot, (b) antidot, (c)
nanoring, (d) antinanoring and 3D structures- (e) vortex, (f) skyrmion, (g) tetrapod and (h)
sphere, simulated using MuMax3 and vislized using Mwiew software.

3.5.2.4 DotMag

Study of magnetization dynamics and nature of spin wave is incomplete without the
spatial mapping of the power and phase profiles of the resonant modes inside a
nanostructure. This mapping gives an explicit idea about comparison between relative
spin precession amplitudes and phases of different SW modes and helps to visualize
their spatial variation throughout the system. The above commercial and nen
commercial codes do not readiliy offers to calculate th&€W mode profiles. Hence, our
research group have dveloped a code DotMag, to investigate these features [5]. After
simulating the magnetization dynamics using the abovenentioned simulators, one can
obtain the output files in terms of time varying magnetization ((x, y, z, t)). The
oscillations may correspond to a number of modes superposed on each other having
definite powers and phases. Thus, it is not trivial to extract the spatial information of
any individual resonant mode from only the dynamic magnetic images of the system.
The FFT of such timeesolved spatially averaged magnetization curve gives the
frequency spectrum, which may show several weltesolved resonant modes. DotMag
takes the lead here. It performs a discrete Fourier transform of the time dependent

magnetization by fixing one of the spial co-ordinates with respect to time. Generally,
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the simulations performed without discretizing the z dimension, consider an average
demagnetizing effect and all other possible effects on spatial distribution of SWs in the
entire cell. If there is discetization along zdirection, then after fixing the zcoordinate

at a particular value (z = &), a discrete Fourier transform of0 afudihd s with
respect to time is performed to yield p  "®uhn OO ahuihd . The fixed

value of the zcoordinate can be chosen to at any point from the top to bottom surface of

the system. Finally, the program plots the (x, y) spatial distribution of the power

0 M ¢ftd and phase% M ¢ito of the SWs at chosen frequencies on ah surface

according to the following relations:
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where f, is the frequency of a resonant mode. The power is presented usually in terms
of dB and phase in radian. MATLAB is used to run and control this code, and the output
is obtained with the plot of space dependent power and phase at discrete frequencies.
The frequency resolution necessarily depends upon the total simulation time and the

spatial resolution of calculated power and phase maps depends upon the discretization

of sample (or number of cells) during micromagnetic simulation.
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Chapter 4

4 Laser Controlled Spin Dynamics of
Ferromagnetic Thin Film from Femtosecond to
Nanosecond Time scale

4.1 Introduction

Recent developments in magnetic storage [1] and memory [2] devices heavily rely on
increasing switching speed and coherent switching of magnetic states in ferromagnetic
thin films and patterned structures. Operating speeds of information storage devices
have progressed into the subgigahertz regime and controlled switching in individual
layers of magnetic multilayers and heterostructures has become important. The
relaxation processes involved in magnetization dynamics set natural limits for these
switching times and data transfer rates. In the context of precessional magnetization
dynamics, the natual relaxation rate against a small perturbation is expressed as
Gilbert damping (1) according to the LandadLiftshiz-Gilbert (LLG) equation [3,4]. This
is analogous to the viscous damping of mechaniehictional torque and leads to the
direct dissipation of energy from the uniform precessional mode to a thermal bath in
the case of zero wavevector excitation. Gilbert damping originates from sporbit
coupling and depends on the coupling strength and band width of the 3d ferromagnet
[5]. The damping can beraried by various intrinsic and extrinsic mechanisms including
phonon drag [6], eddy current [7], doping [8] or capping [9] with another material,
injection of spin current [10], magnonmagnon scattering [11], and controlling the
temperature of the system[12]. The intrinsic and extrinsic natures of Gilbert damping
are primarily studied by using ferromagnetic resonance (FMR) technique. When the
magnetization is aligned with either the inplane or outof-plane applied magnetic field,
the linewidth is proporti onal to the frequency with a slope determined by the damping
coefficient. This is the homogeneous or intrinsic contribution to the FMR linewidth.
However, experiments show an additional frequencyndependent contribution to the
linewidth that corresponds to inhomogeneous line broadening [13,14]. A statef-the-

art technigue based on pumpprobe geometry has been developed and rigorously
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exploited for measuring the ultrafast magnetization dynamics of ferromagnetic thin
films during the last few decades [15,1p Using the timeresolved magneteoptical Kerr
effect (TRMOKE) technique, one can directly address the processes which are
responsible for the excitation and relaxation of a magnetic system on their
characteristic time scales [17z19]. Generally, during he pump-probe measurements,
pump fluence is kept low to avoid nonlinear effects and sample surface degradation.
Some recent experiments reveal that nonlinear spin waves play a crucial role in high
power thin-film precessional dynamics by introducing spirwave (SW) instability [20]
similar to FMR experiments by the application of a higinf power [21]. The coercivity
and anisotropy of the ferromagnetic thin films can also be lowered by pump fluence,
which may have potential applications in heatassisted magnéc recording (HAMR)
[22]. Recent reports reveal that the damping coefficient can be increased or decreased
noticeably in the higher excitation regime due to the opening of further energy
dissipation channels beyond a threshold pump power [285]. Not only relaxation
parameters, but also a frequency shift due to enhancement in the pump power has been
observed [20]. However, experimental evidence for a large modulation of Gilbert
damping along with the frequency shift and temporal chirping of the uniform
precessional motion is absent in the literature. This investigation requires a suitable
choice material be chosen, and here we have chosen Permalloy N or Py
hereafter) because of its high permeability, negligible magnetorystalline anisotropy,
very low coercivity, and large anisotropic magnetoresistance with reasonably low
damping. Also, due to its negligible magnetostriction, Py is less sensitive to strain and

stress exerted during the thermal treatment in HAMR [22].

In this chapter, we use femtoseand amplified laser pulses for excitation and detection
of ultrafast magnetization dynamics in a Py thin film. Pump fluenedependent ultrafast
demagnetization is investigated along with fast and slow remagnetization. Our
comprehensive study of the picoseaod dynamics reveals the transient nature of
enhanced Gilbert damping in the presence of high pump fluence. Also, the thverying
precession is subject to temporal chirping, which occurs due to enhancement of the
temperature of the probed volume within a \ery short time scalefollowed by successive
heat dissipation. This fluencedependent modulation of magnetization dynamics will

undoubtedly find suitable applications in spintronic and magnonic devices.
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4.2 Experimental Details

20-nm-thick Py film was depositel by using electrorbeam evaporation technique (SVT
Associates, model: Smart Nano Tool AVEO1l) (base pressure = 3 x 1@ Torr,
deposition rate = 0.2 A/S) on 8 x 8 mmsilicon (001) wafer coated with 300-nm-thick
SiQ. Subsequently, Enm-thick SiQ is deposited over the Py using rf sputterdeposition
technique (base pressure = 4.5 x 10 Torr, Ar pressure = 0.5 rmorr, deposition rate =
0.2 A/S, rf power = 60 W). This capping layer protects the surface from environmental
degradation, oxidation and laser ablaon during the pump-probe experiment using
femtosecond laser pulses. From the vibrating sample magnetometry (VSM) we have
obtained the saturation magnetization Ms) and Curie temperature {¢) to be 850

emu/cc and 863 K, respectivelyf26].

To study the ultrafast magnetization dynamics of this sample, we have used a custem

built TR-MOKE magnetometer based on optical pumprobe technique as shown in Fig.

1t8p j Agqs (AOAn OEA OAATT A EAOITTEA j1 E tmnm
fs) of amplified femtosecond laser pulse generated from a regenerative amplifier system

(Libra, Coherent) is used to excite the dynamics while the fundamental laser pulske %

gnnm Tih OAPAOEOEIT OAOA E p E(Uh DPOI OA xEAOE
resolved polar Kerr signal from the sample. The temporal resolution of the
measurement is limited by the crossAT OOAT AOET 1T AAOxAAT OEA pOI b

120 fs). The probe beam having diameter of about 100 pm is normally incident on the
sample whereasthe pump beam is kept slightly defocused (spot size is about 300 um)
AT A EO 1 Al BEwti©Odoimal tg tie sample plane) incident on the sample
maintaining an excellent spatial overlap with the probe spot. Timeesolved Kerr signal
is collected from te uniformly excited part of the sample and slight misalignment
during the course of the experiment does not affect the pumprobe signal significantly.
A large magnetic field of 3.5 kOe is first applied at a small angle of about 10° to the
sample plane to saturate its magnetization. This is followed by reduction of the
magnetic field to the bias field value I = in-plane component of the bias field), which
ensures that the magnetization remains saturated along the bias field direction. The tilt
of magnetization from the sample plane ensures a finite demagnetizing field along the
direction of the pump pulse, which is further modified by the pump pulse to induce a

precessional dynamics within the sample [17]. In our experiment a-Bs time window is
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used, whidh gives a damped uniform precession of magnetization. The pump beam is
chopped at 373 Hz frequency and the dynamic signal in the probe pulse is detected by
using a lockin amplifier in a phase sensitive manner. Simultaneous timeesolved
reflectivity and Kerr rotation data were measured and no significant breakthrough of
one into another has been found. The probe fluence is kept constant at 2/er? during

the measurement to avoid additional contribution to the modulation of spin dynamics
via laser heating.Pump fluence ) was varied from 10 to 55 mfdcm? to study the
fluence dependent modulation in magnetization dynamics. All the experiments were

performed under ambient condition and room temperature.

4.3 Results and Discussions

When a femtosecond laser pulsenteracts with a ferromagnetic thin film in its
saturation condition, the magnetization of the system is partially or fully lost within
hundreds of femtosecond as measured by the timesolved Kerr rotation or ellipticity.
This is known as ultrafast demagetization of the ferromagnet and was first observed
by Beaurepaire et al. in 1996 [27]. This is generally followed by a fast recovery of the
magnetization within sub-picosecond to few picoseconds and a slower recovery within
tens to hundreds of picosecond, known as the fast and slow remagnetization. In many
cases the slower recovery is accompanied by a coherent magnetization precession and
damping [17]. In our pump-probe experiment, the sample magnetization is maintained
in the saturated state by applicabn of a magnetic fieldH = 2.4 kOe before zero delay.
Right after the zeradelay and the interaction of the pump pulse with the electrons in
the ferromagnetic metal, ultrafast demagnetization takes place. The local magnetization
is immediately quenched within first few hundreds of fs followed by a subsequent fast
remagnetization in next few ps [27]. Figure 4.1(b) shows ultrafast demagnetization
obtained for different pump fluences. Several models have been proposed over two
decades to explain the ultrafastdemagnetization [16, 2831]. Out of those a
phenomenological thermodynamic model, called three temperature model [27, 32, 33]
has been most widely used, where the dynamics of these spin fluctuations can be

describes as:

v L os 0T ot — b b
v 9 T T ¥ T
O a3 0 P
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This is an appoximated form based on the assumption that the electron temperature
rises instantaneously upon laser excitation and can be applied to fit tirmesolved Kerr
rotation data taken within few picosecondstime scale The whole system is divided into
three subsystems: electron, spin and lattice system. On laser excitation the hot electrons
are created above Fermi level. Then during energy rebalancing between the
subsystems, quenched magnetization relaxes back to the initial state. The two
exponential functions in the above equation mirror the demagnetization given by
demagnetization time {er.sp) for energy transfer between electronspin and the decay of
electron temperature (Zeiat) Owing to the transfer of energy to the lattice. In addition to
these characterigics time constants, the spirlattice relaxation time also can be
extracted by including another exponential term in the above equation if the spin
specific heat is taken into account [34]g is the Heaviside step function and(t) stands
for the Gaussianfunction to be convoluted with the laser pulse envelope determining
the temporal resolution (showing the cross correlation between the probe and pump
pulse). The constant,A; indicates the ratio between amount of magnetization after
equilibrium between electrons, spins, and lattice is restored and the initial
magnetization. A is proportional to the initial electronic temperature rise. The
magnitude of both parameters increases with laser fluence. We have observed that with
increasing fluence the demagnetiation time has been negligibly varied within a range
of 250+40 fs. The weak or no correlation between the pump fluence and the
demagnetization rate describes the intrinsic nature of the spin scattering, governed by
various mechanisms including ElliottYafe mechanism [35]. Another important
observation here is that the delay of demagnetization processes which is the time delay
AAOxAAT pOi P DPOI OA j #0111 xEAOE AO EAI £ | AQEI
of the ultrafast demagnetization, becomes shortedue to increase in pump fluences. A
plausible explanation for this is the dependence of delay of demagnetization on the
electron-thermalization time which is eventually proportional to electron density or
pump fluences [36]. On the other hand, fast remagtization time has been found to be
increased noticeably from 0.40 + 0.05 ps to 0.80 + 0.05 ps within the experimental
fluence range of 1655 mJ/cme. The larger is the pump fluence, the higher is the electron
temperature or further the spin temperature. Therefore, it is reasonable that

magnetization recovery time increases with the pump fluence.
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Figure 4.1: (a) Schematic of experimental geometry. In the inse3 is shown as inplane
rotational angle ofH, (b) pump fluence dependence of ultrafast demagnetization; Solid lines are
fitting lines. Pump fluences F) having unit of mJ/cn? are mentioned in numerical figure. The
Gaussian envelope of laser pulse is presented to describe the convolution. (c) Repréagve
time resolved Kerr rotation data with three distinguished temporal regions forF = 25 mJ/cn?.
(d) Angular variation of precessional frequency atH = 1.1 kOe for 26nm-thick Py film. 3 is
presented in degree. (e) Representative timeesolved reflectivity data with varying pump
fluence. The solid red lines indicate the exponential fit.

Figure 4.1 (c) shows the representative Kerr rotation data foF = 25 mJ/cn? consisting

of three temparal regions, i.e.ultrafast demagnetization, fast remagnetization and slow
remagnetization superposed with damped precession within the time window of 2 ns.

We process the magnetization precession part after subtracting a -Bxponential

background to estimate the damping and its modulation. The slower remagnetization is

mainly due to heat diffusion from the lattice to the substrate and surrounding. Within

I 00 AgpPAOEI AT OA1T I OAT AA OAT CA OEA OI 1 x OAIl /
T 0 O B he @ecessioaBdyndmics is described by phenomenological LLG

equation,
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where r is the gyromagnetic ratio,M is magnetization, is Gilbert damping constant and
Herr is the effective magnetic field consisting of several field components. The variation
of precessional frequency with the angle between sample plane and bias magnetic field
direction is plotted in Fig. 4.1 (d), which reveals that there is no uniaxial anisotropy
present in this sample.

The decay of the reflectivity signal is fitted with an exponential function as shown in Fig.
4.1 (e). The decay time is found to vary from 0.55 ps to 1 ps within the experimental
fluence range. This characteristictime scale represents the relaxation time of the
electron temperature. The energy deposited by the pump pulse, in terms of heat within
the probed volume, plays a very crucial role in modification of local magnetic
properties, i.e. magnetic moment, anisotropy, coercivity, magnetic susceptibility, te.
With increasing fluence the precessional frequency experienced a red shjgo, 25].
Thus, at the onset of the precessional dynamics (about 10 ps from zero delay), for
relatively high fluence, the initial frequency {i) will be smaller than its intrinsic value
(in absence of any significant heat dissipation). As time progresses and the sample
magnetization gradually attain its equilibrium value, the precessional frequency
continuously changes, causing a temporal chirping of the damped oscillatory Kerr
signal. The frequency shift can be estimated from the amount of temporal chirping [37].
Figure 4.2 (a) shows the background subtracted timeesolved Kerr rotation data

(precessional part) for different pump fluences fitted with a damped sinusoidal function

with added temporal chirping, — 6Q OEE“Q ®® K ,whereA z fi, band
are the amplitude of the magnetization precession, the relaxation time, the initial
precessional frequency, chirp parameter and initial phase, respectively. At this point,
we are unsure of the exact nature of the dampingge.it may consist of both intrinsic and
extrinsic mechanisms and hence we term it as effective damping parameteref) which
can be extracted using the following formula [38],

p
“0
C

%)

|
r 1O
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r = 1.83 x10 Hz/Oe for Py andMet is the effective magnetization including pump

induced changes aH = 2.4 kOe. This formula is exploited to extract effective damping

parameter precisely in the moderate biasiéld regime.
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Figure 4.2: (a) Background subtracted timeresolved Kerr rotation data for different pump
fluences atH = 2.4 kOe. F having unit of mJ/cfris mentioned in numerical figure. Solid lines are
fitting lines. Pump fluence dependence of (b) relaxation timezj and (c) effective damping ( ef).
Black and blue symbols represent the variation of these parameters at two different field values,
H= 2.4and 1.8 kOe, respectively. Amplitude of precession is also plotted with pump fluence for
H = 2.4 kOe, (d) Variation of effective damping with irradiation fluenceR) at H = 2.4 kOe. In
order to check the possible damage in the sample as high fluence \eduhe pump fluence was
taken up to the targeted value ofF for several minutes followed by reduction of the pump
fluence to a constant value of 10 mJ/ctnand the pumpprobe measurement was performed.
The damping coefficient is found to be unaffected bye irradiation fluence as shown in (d).

The variation of relaxation time and effective damping are plotted with pump fluence in
Fig. 4.2 (b) and (c). Herez decreases with fluence while damping increases significantly
with respect to its intrinsic value within this fluence range. We have repeated the
experiment for two different field values (2.4 and 1.8 kOe). The slope of fluence
dependent damping remains unaltered for both the field values. We have also observed
increase in relative amplitudes of precesion with pump fluence as shown in the inset of
Fig. 4.2 (c). To verify the transient nature of damping we have performed another set of

experiment where the probed area is exposed to different pump fluencesi) for several
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minutes. After the irradiation, the precessioanl dynamics is measured from that area
with fixed probe and pump fluences 2 and 10 mJ/c# respectively. We found that
damping remains almost constant for all the measurements (as shown in Fig. 4.2 (d)).
These results demonstrate that the elnancement of damping is transient and only exists
in the presence of high pump fluence but dropped to its original value when the pump

laser is set to initial fluence.

The bias field dependence of precessional dynamics at four different pump fluences is
studied to gain more insight about the origin of fluence dependent damping. First, we
plotted the average frequency fgrr) with bias field which is obtained from the fast

Fourier transformation (FFT) of the precessional data in Fig. 4.3 (a). The experimehta

data points are fitted with the Kittel formula,

Q L 00 1“0 8

Mert is the effective magnetization of the sample. Figure 4.®) shows that effective
magnetization does not vary much within the applied fluence range. So, we infer that
with increasing fluence there is no induced anisotropy developed in the system which
can modify the effective damping up to this extent [23]. Theariation of relaxation time
with bias field for four different pump fluences are plotted in Fig. 4.3 (c). Relaxation
time is increased with decreasing field for each case but for the higher fluence regime,
those values seem to be fluctuating. This dependee ofz on field was fitted with Eq.
(4.3) to extract damping coefficient at different fluence values. The damping coefficient
in our sample does not vary with frequency. Thus within the experimental field and
fluence regime it shows intrinsic nature andhence, we may now term it as the intrinsic
damping coefficient Jo [39,40]. The extrinsic contributions to damping mainly come
from magnetic anisotropy field, twomagnon scattering, multimodal dephasing for

excitation of severalSWmodes, etc., which are ngligible in our present case.

Figure 4.3(d) shows the variation of] o with pump fluence, which shows that even the
intrinsic damping is significantly increasing with pump fluence [20,41]. For generation
of perpendicular standingSWmodes the film needs to be thick enough. Though the film
thickness is 20 nm here, but within the applied bias field range we have not found any
other magnetic mode appearing with the uniform Kittel mode within the frequency

window of our interest. Also, br 20-nm-thick Py film, the effect of eddy current will be
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negligible [42]. The overlap between spatial profile of focused probe and pump laser
spot may lead to the generation of magnons that propagate away from the region that is
being probed. Generallyenhancement of nonlocal damping bysW emission becomes
significant when the excitation area is less than 1 um. Recently J. \&tual. showed that
propagation of magnetostatic spin waves could be significant even for probed regions of

tens of microns in sizd43].
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Figure 4.3: (a) Bias field dependence of precessional frequency fér= 10 mJ/cr?. The red solid
line indicates the Kittel fit. (b) Pump fluence dependence of effective magnetizatioM{) of the
probed volume. (c) Bias field dependence of relaxation timez) for four different fluences. F
having unit of mJ/cn? is mentioned in numerical figures. Solid lines are the fitted data. (d)
Variation of intrinsic Gilbert damping (] o) with pump fluence.

Also, by generatingSWtrap in the pump-probe experiment modification of precessional
frequency in ferromagnetic thin film due to accumulation and dissipation of thermal
energy within the probed volume has been reported [44]. During our experiment the
overlap between probe and pump spot is maintained carefully and Kerr signal is
collected from the uniformly excited part of the sample so that slight misalignment
during the course of experiment does not introduce any nonlocal effects. We will now
substantiate our results with some theoretical arguments which involve the calculation

of electronic temperature rise in the system due to application of higher pump fluence.
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The electronic temperature (T¢) is related to absorbed laser energy per unit volumeH)
acording to the following equation [45],
Y Y

q

O ®
where, v is the electronic specific heat of the system andpo is the initial electronic
temperature (room temperature here). Here we have used as 0.99 mJ/cc.K for Py,
considering the contribution from Ni as 80% and from Fe as 20%. First, we have
estimated E; according to the optical parameters of the sample by ugy the following
equation,

~p Q "Op YY"

'O 1 ,Q ™ T&)

11 Iyl

u ¥

where, d is sample thicknesspyis optical penetration depth (~17 nm for 400-nm pump
laser in 20-nm-thick Py film), Ris the reflectivity of the sample (0.5 measured for the Py
film) and F is applied pump fluence. By solving Egs. (4.5) and (4.6) we have observed
that amount of deposited energy is 1.72x19 mJ/cc to 8.64x1@ mJd/cc within our
experimental fluence range of 10 to 50 mJ/c Initial T.ET AOAAOGAO AOT 1T B py
K. Even after 10 psTe (460-1660 K for fluence applied from 10 to 55 mJ/cr) remains
well above T as estimated from the decay of reflectivity signal as shown in Fig. 4.1 (e).
In this experiment the precession has been initiated after almost 10 ps and the time
resolved data has been recorded for 2 ns time window. We believe that the substantial
increment first in electronic and then lattice temperature and its gradual decay during
the precessioanl period play important role in modulation of damping [4548]. The
sample remains in its magnetized state even if the electronic temperature exceeds the
Curie temperature. Importantly, ratio of the system temperature,T (as decay of
electronic temperature is strongly correlated with rise of lattice temperature)to Tc is
affecting the magnetization relaxation time which fundamentally depends on
susceptibility. Accordingly damping should be proportional to susceptibility which is
strongly temperature dependent [42]. Various procedures for exciting precessional
dynamics in ferromagnets show the different mechanisms to be responsible for

exploration of different energy dissipation channels. The sphphonon interaction
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mechanism, which historically has been thought to be the main contribution to
magnetization damping, is inportant for picosecond-nanosecond applications at high
temperatures such as spin caloritronics. But for laseinduced magnetization dynamics,
where spin-flips occur mainly due to electron scattering, quantum LandadLifshitz-
Bloch equation is sometimes explited to explain the temperature dependence of
damping by considering a simple spirelectron interaction as a source for magnetic
relaxation [49]. This approach suggests that increasing ratio between system
temperature and Curie temperature induces electro-impurity led spin-dependent
scattering. Even slightly belowT. a pure change in the magnetization magnitude occurs
which causes the enhancement of damping. Also our experimental results reveal that
the precession amplitude and damping have been subjectéd a sudden change foF >
30 mJ/cm?. Energy density deposited in the probed volume is proportional to pump
fluence. For higher fluence, the temperature dependence of the electronic specific heat
plays major role. The increase in the electronic specificelat value with temperature
may lead to longer thermairelaxation time. We infer that relative balance between the
energy deposited into the lattice and electron system is also different for higher fluence
regime compared to that in the lower fluence regimeThus, the system temperature
remains well above Curie temperature foiF> 30 mJ/cn?, during the onset of precession
for t | pnt BDO8 4EEO [ AU 1T pPAT Ob AAAEOEIT T AI A
magnetization relaxation process over nanoseconds time scal8ometimes within very
short time scale the spin temperature can go beyond the Curie temperature leading
towards formation of paramagnetic state but that is a highly nomequilibrium case [50].
However we believe that in our experiment, even for the highidence limit and in local
thermal equilibrium the ferromagnetic to paramagnetic transition is not observed.
Repetitive measurements established the reversibility of the damping parameter and
bias-magnetic-field dependence of precessional frequency confirmderromagnetic

nature of the sample.

Pump fluence also eventually modulates the precessional frequency by introducing
temporal chirping in the uniform precession. After immediate arrival of pump pulse,
due to enhancement of the surface temperature, the nehagnetization is reduced in
picosecond time scale which results in chirping of the precessional oscillation. The
initial frequency (fi) is reduced with respect to its intrinsic value at a constant field. But

when the probed volume cools with time, the spis try to retain their original
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precessional frequency. Thus, within a fixed time window, the average frequencigqr)
also undergoes slight modification. In the high fluence regime, significant red shift is
observed in bothfrrrandfi. ForH = 2.4 and 18 kOe, modulation of frequency is found to
be 0.020 GHz.cRimJ for frrrand 0.028 GHz.caimJ for fi, from the slope of linear fit (as
shown in Fig. 4.4(a)). Thdreris reduced by 7.2% of the extrapolated value at zero pump

fluence for both the fields.
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Figure 4.4: (a) Pump-fluence dependence of precessional frequencies fét = 2.4 and 1.8 kOe.

Red and black symbols represent the variation of average frequencigH) and initial frequency
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different magnetic field values. (c) Variation of temporal chirp parameter with bias field for four

different pump fluences.F having unit of mJ/cneis mentioned in numerical figure. Dotted lines

are guide to eye.

On the other handfi is decreased by 8.7% of its zero pump value for the highest pump
fluence. The temporal chirp parameter,b shows giant enhancement within the
experimental fluence range (Fig. 4.4(b)). Ford = 2.4 kOeb has increased up to ten times
(from 0.03 GHz/ns to 0.33 GHz/ns) in this fluence limit which implies an increase in
frequency of 0.66 GHz. Within our experimental scan window (2 ns), the maximum
frequency shift is found to be 4.5% for = 55 mJdcm?2. For another bias field H= 1.8

kOe), the enhancement of chirp parameter follows the similar trend. This ultrafast
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modulation is attributed to the thermal effect on the local magnetic properties within
the probed volume and is inferred to be reversile [37]. We have also plotted the
variation of b with applied bias field for four different pump fluencies. It seems to be
almost constant for all the field values in moderate fluence regime (as shown in Fig. 4.4
(c)). But for F = 40 mJ/cn?, data points are relatively scattered and large errors have

been considered to take care of those fluctuations.

Similar experiment is performed for 50-nm-thick Py film where another SW mode is

observed with the uniform precessional mode. In order to exact the decay time and
Gilbert damping of the precessional oscillations quantitatively, the sum of multiple
damped sinusoidal functions is applied and the time variation of Kerr rotation angle

{ PBx) can be expressed as
— 0Q OEd Qo & 6Q OE¢ Qo B ¥

Here the symbols have usual meaning.
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Figure 4.5: (a) Background subtracted timeresolved Kerr rotation data for different pump
fluences atH = 2.4 kOe. Solid lines are fitting lines. (b) Bias field dependence of precessional
frequency for both Kittel and PSSW modes are shown. Pump fluence dependentépeffective
damping (] ex) and (d) precessional frequencies. Dotted lireare guide to the eye.
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This is used to fit the transient magnetization curves shown in Fig. 4.5 (a). The field
dispersion of precessional frequencies reveals that the lodwequency mode (1) is the
uniform Kittel mode whereas higher frequency mode f¢) is perpendicular standing
spin-wave (PSSW) mode (Fig. 4.5 (b))Experimental data points are fitted using the

following form of the Kittel formula;

~ = — 0 .,O— 8— 0 &)
C U Q L Q
where Aex is the exchange stiffness constant of Py. From the fitting we obtain the order
of PSSW modea) = 1. The decay timesz; and z2) for both the mode decrease gradually
as the pump fluence increases. Thus the effective damping show clear increrhanthe
applied fluence range Fig. 4.5 (c). However, the slope is higher for Kittel mode with
respect to PSSW mode. It is previously discussés this section that the deposited
energy within the probed volume is inversely proportional to the film thickness. Thus at
a constant fluence the rise in electronic temperature and hence system temperature for
50-nm-thick film will not be as high as for ®-nm-thick film. This may be the reason of
moderate enhancement in the effective damping observed in 5@m-thick film. The
precessional frequency decreases slightly with increase in fluence and the maximum

modulation is found about 0.5 GHz.

4.4 Conclusions

In essence, a fluencelependent study of ultrafast magnetization dynamics in Py thin
film reveals very weak correlation between ultrafast demagnetization time and Gilbert
damping within our experimental fluence range. We obtain large enhancement of
damping with pump fluence. From the bias field as well as pump fluence dependence of
experimentally obtained dynamical parameters we have excluded all the possible
extrinsic contributions and observed a pumpinduced modulation of intrinsic Gilbert
damping. Also, fom repetitive measurements with different pump irradiation we have
shown that the pumpinduced changes are reversible in nature. Enhancement of the
system temperature to Curie temperature ratio is believed to be responsible for
increment in remagnetization times and damping. The temporal chirp parameter has

been found to be increased by up to ten times within the experimental fluence range,
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while the frequency experiences a significant red shift. From application point of view,
as increasing demand for fagr and efficient magnetic memory devices, has led the
scientific community in the extensive research field of ultrafast magnetization

dynamics.

Our results will further enlighten the understanding of the modulation of magnetization
dynamics in ferromagneic systems in the presence of higher pump fluences. Low
damping materials are preferred because it is easier to switch their magnetization in
expense of smaller energy, lower write current in spin transfer torque magnetic
random-access memories devices andbnger propagation length of spin waves in
magnonic devices. On the other hand, higher damping is also required to stop the post
switching ringing of the signal. The results also have important implications in the
emergent field of altoptical helicity-dependent switching [51z53]. In this context, the
transient modulation of Gilbert damping and other dynamical parameters in
ferromagnetic materials are of fundamental interest for characterizing and controlling

ultrafast responses in magnetic structures.
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Chapter 5

5 Role of magnetic anisotropy on the ultrafast
magnetization dynamics of Gd -Fe thin films
with different thicknesses

5.1 Introduction

The possibilities of manipulating magnetic system without applying external magnetic
field have gained considerable research interest during last two decades due to their
potential applications in magnetic storage devices. The familiar examples include api
polarized current induced spintransfer torque (STT) switching [1], electric field
controlled magnetic devices [2] and aloptical switching (AOS) of magnetization in
ultrafast time scaleusing ultra-short laser pulses [3]. Optical control of magnetic arer

by femtosecond (fs) laser pulses has developed an exciting and expanding research field
as it explores faster way for magnetization reversal in supicosecond (ps) time scale.
This was not achieved from the precessional switching of the magnetization presence

of an orthogonal external magnetic field. A realistic switching time, which can be
achieved in such process, is in the order of 100 ps and is determined by the strength and
duration of the magnetic field pulse [46]. There are three fundamentaleffects of
ultrafast stimuli on a magnetic system, namely, ultrafast demagnetization, AOS and
laser-induced spin precession and damping. Since the first report on the ultrafast
demagnetization in Ni films by Beaurepaireet al, the mechanism behind this hsa
become a topic of intense debate [7]. Unlike the transient change in magnetization
described by ultrafast demagnetization, Stanciet al. demonstrated a complete reversal
of magnetization in rare-earth (RE) and transitionmetal (TM) alloys employing optcal
stimuli in absence of an external magnetic field [8]. Albptical helicity dependent
switching (AO-HDS) thus promises rapid increase in writing speed for magnetic
recording devices [3]. This has widely been studied in the last decade for various
magnetic thin films including perpendicularly magnetized multilayers, synthetic
antiferromagnets and different ferromagnetic alloys [9, 10]. The dynamics of the

magnetization precession gives a direct access to study the magnetic anisotropy,
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damping and preces®nal frequency of different dynamic modes, such as uniform Kittel
mode, perpendicular standing spiawave (PSSW) mode and other dispersive modes in a
continuous thin film [11, 12] and patterned nanostructures [13]. Control of Gilbert
damping by various exernal stimuli has been demonstrated [1419] which promises
their applications in spintronic and magnonic devices. The magnetization dynamics
becomes further intriguing in case of multisublattice magnets, where an important role
is played by the exchange fo angular momentum between the norequivalent
sublattices after being stimulated. Alloys of 3d TM and 4f RE metals are at the center of
attraction because they exhibit tunable magnetic properties with the change in
stoichiometry [20-24]. This behavior with a strong magneteoptic effect makes them
particularly interesting for magneto-optical recording when they exhibit perpendicular
magnetic anisotropy (PMA) [25, 26]. Another aspect of technological interest is higher
magnetostriction with IP anisotropy which makes them applicable in magnetostrictive
memory [27, 28], sensors and actuators. Among such RBM alloy systems, it is
observed that thetime scaleof magnetization dynamics is dependent on the exchange
interaction and the balance of angular momentum beveen the RE and TM sublattices,
particularly when they display antiferromagnetic coupling [20]. This gives an excellent
opportunity to study element-specific response of the materials using-ray probes [21].
GdFe based ferrimagnetic alloys are potentiakandidate for magneteoptic media,
bubble memories and those are scientifically rich due to the antiferromagnetic coupling
between the Gd and Fe sublattices. Thus, substantial efforts have been made to explore
the composition dependent nature of ultrafastdemagnetization and remagnetization in
this system aiming towards the decrease in switching time [22]. On the other hand, role
of higher magnetic field in the study of magnetization dynamics has been explicitly
observed by Becker and colleagues in the ctext of RETM alloys [29]. The role of RE
concentration and pump fluence on the Gilbert damping have also been reported for
these alloys [30, 31]. Substantial research work has been performed to study the
magnetic domains [32] and spin reorientation transition with external perturbations
[33, 34] for amorphous GdFe thin films. However, a systematic investigation of
magnetization dynamics as a function of film thickness with special emphasis towards
understanding of the dynamic modes and their damping belvéor has not been reported

so far for GdFe system.
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This paper aims at systematic investigation of ultrafast magnetization dynamics
in Gd-Fe thin films with different thicknessesviz.,20, 50 and 100 nm employing time
resolved magnetoeoptical Kerr effect (TR-MOKBE technique with two color pump-probe
geometry. Here, we report the overall ultrafast demagnetization time and
remagnetization times of GdFe system. The bias magnetic field dependence of
precessional frequency of the Kittel mode for lower tlikness and several standing SW
modes in the higher thickness regime is studied for different field orientation. The
frequency dependence of damping of the Kittel mode and decay constants, for both
Kittel and PSSW modes has been explicitly demonstrated. TB®OP magnetic anisotropy
is found to be developed in these films with increasing thickness, which influences the
magnetization dynamics significantly. Importantly, the tunability of the orientations of
magnetization with applied field for different thicknesses of GeFe films has also been
shown from the field-dispersion relations. It should be noted that, all the experiments
are performed at room temperature which is below the compensation point of the
considered GdFe films and hence we essentially probehe net ferromagnetic moment
of the system instead of considering the magnetization of the individual sublattice and
the antiferromagnetic coupling between them. The mutual energy transfer mechanism
between the PSSW modes and the uniform Kittel mode is regied for Gd-Fe thin films

showing evolution with magnetic field strength.

5.2 Experimental Detail s

GdFe thin films of thicknessed = 20, 50 and 100 nm were deposited by electreheam
(e-beam) evaporation at room temperature on Si (100) substrates with kEkground
pressure better than 2x106 Torr. The growth rate of the films was set at around 0.3
nm/sec employing an alloy target of equiatomic elemental composition Gd and Fe. The
substrate was rotated at a constant speed of 10 rpm in order to ensure the imrmity in

thickness. 3nm-thin layer of Cr was deposited as a capping layer.

The ebeam evaporated Ge-e films are amorphous in nature [33] and the
stoichiometry (using energy dispersiveX-ray spectroscopy) has been recorded in Table
5.1, which showsthat the films are Ferich irrespective of their thickness. The

roughness of the films was measured by atomic force microscopy (AFM) and found to
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be about 1 nm for all three films. The IP and OOP hysteresis loops for the-lgdfilms

measured from vibrating ample magnetometry (VSM) are shown in Fig. 5.1 (a) [35].
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Figure 5.1: (a) Hysteresis loops measured by using VSM in OOP and IP configuration for film
thickness, d = 20 nm, 50 nm and 100 nm. The nature of magnetization reversal is more
prominently shown in the plots provided at insets. (b) Schematic of experimental geometry
used in TR-IMOKE microscopy. (c) Timeresolved Kerr rotation data showing three different
temporal regimes for 20-nm-thick Gd-Fe film for tilted configuration of magnetic field. Blue
solid lines are fitting.

The values for the extracted magnetic properties have also been recorded in Table 5.1.
Lesser coercivity Hc) indicates the soft magnetic characteristic of the samples, which
reverse the magnetization at a low field (listed in Table 5.1). It is worthy to mention that
the lower values of Hc essentially confirm the state of saturation with uniform

magnetization far the magnetic field values applied in the dynamic measurements.

The remanent magnetization Mr) measured in the IP geometry is greater than that in
the OOP geometry which confirms that all the films show a predominant IP
magnetization and hence easie to saturate along the plane. The saturation
magnetization (Ms) calculated from the initial curves shows increasing trend with the
increase in film thickness which is in agreement with the previous results obtained from

ferrimagnetic thin films [35, 36]. The effective anisotropy constant Keff) is calculated by
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subtracting the area under the OOP initial curve from the IP initial curve. Hence,
positive values ofKer quantitatively indicate the presence of weak IP anisotropies in the
films. Surprisingly, the evolution of stripe domains and development of weak OOP
anisotropy with increasing film thickness were reported previously for GeFe thin films
[37]. This is unusual for magnetic films with relatively higher thickness. Though such
domain feature was notobserved from magnetic force microscopy (MFM) in the present
films with the specified stoichiometry but the decrease irKes hints about a change in
the orientation of magnetization for the thicker films. The quantitative confirmation
about the anisotropyand the direction of magnetization will be discussed further in the

light of magnetization dynamics.

TABLE 5.1. Stoichiometry, average roughnessic, Mg, Msand Kes for Gd-Fe thin films

with different thicknesses are shown.

Film Stoichiometry | Average | Hc(Oe) Mg Ms Kef
thickness (atomic %) Rough- (emufem?) (emu/cm3) | (erg/cm3)
(nm) ness IP | OOP| IP | OOP
(nm)
20 Gz 7Fes73 0.7 13| 114 | 53 20 129 1.87x10p
50 Gdio.2Feses 1.0 55| 144 | 48 4 131 1.45%10p
100 Gadhiz1Fes7.0 0.8 12| 59 59 11 148 0.49x10»

We have used a tweolor pump-probe technique in the timeresolved MOKE
experiment. Here the fundamental laser beam generated from a (Tsunami: Spectra
Tih DOl OA xEAOQOE B yn AZ£O0h 0PI O
exploited to probe the polar Kerr rotation of the sample and the second harmonic of the
pbi OA xEAOE
magnetization dynamics [12]. The time delay between the pump and probe pulse is

’’’’’ &1 O Al1l A@bAOEI A1l OGamd OEA b
OEA bDOIi B £ OAT AA RQ lage @dlidifieldi©apitied pousaturate Kha i

samples along the direction of the field (> 5 kOe) and then its magnitudeHj is varied

Physics] E @y mm OE U,

fundamental beam { E tnm 11 h B pnn AOh C

according to the experimental requirement. During this experiment the orientation of
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the H ([ 1) is varied from OOP to IP (as shown in Fig. 5.1(b)). Here, we have considered
fn = 21° 50° and 88°as OOP, tilted and IP configuration. The probe beam falls
collinearly with the pump beam through the same microscope objective (N. A. = 0.65)
and measure the magnetization dynamics from a uniformly excited region from the
sample. The detection assembly allows the measurement of Kerr rotation and
reflectivity simultaneously by avoiding breakthrough of one signal to another. The time
resolved Kerr rotation data for 20-nm-thick Gd-Fe thin film is presented in Fig. 5.1 (c).
Initially the magnetization of the entire GdFe sublattice system is aligned by the
combination of anisotropy field and bias magnetic field and its orientation is indicated
by [ min Fig. 5.1 (b). The rapid quenching of magnetization just after arrival of the pump
pulse is known as the ultrafast demagnetization [7] (regime |, Fig. 5.1 (c)). The
thermalization between electron and lattice results fast remagnetization within few
picoseconds (regime II). The heainduced changes in saturation magnetization and
anisotropy compel the magnetization to move to a new equilibrium direction. During
the cooling process, laser induced demagnetization field exerts a toque in the
magnetization and triggers damped precessional motion of the magnetization towards
the previous equilibrium directions [11]. The energy dissipation from lattice to
surrounding results in slow remagnetization and introduces a bexponential
background with the magnetization precession (regime lll). Théime scales for ultrafast
demagnetization and fast remagnetiation for 20-nm-thick film were obtained as about
300 fs and 1 ps, respectively from the fitting of experimental data by using a simplified
AoDOAOGOGETT 1 &£ O4EOAA OAI DAOAOOOA 11 AAI G
demagnetizes faster than the RE elemé and forms a ferromagnetic like state for a
short period of time due to the antiferromagnetic interaction between Gd and Fe atoms
[22, 39], which justifies the demagnetization time obtained in our system. The slow
remagnetization time is obtained about 20 ps. From the background subtracted
precessional data we obtain both the precession frequency and decay time of

precessional amplitude.

5.3 Results and Discussions

The magnitude and orientation of bias magnetic field is varied to obtain field dispersion
of precessional frequency which is equivalent to ferromagnetic resonance in the
magnetic system. We perform fast Fourier transformation (FFT) of the precessional
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data to obtain the spirwave (SW) spectra in frequency domain, fod = 20 and 100 nm
(as shown in Figs. 5.2 and 5.3). For IP configuration the reduction in precessional
amplitude leads to poor signal to noise ratio for both the samples. As the bias magnetic
field is tilted in the OOP direction the precessional amplitude increases and we
observed timeresolved Kerr rotation showing superposition of multiple SW modes. The

number of peaks varies for different magnitude and orientations of bias magnetic field.

For d = 20 nm, mostly single mode with reasonable power is observed in the spectra
whose frequency decreases with decreasingl for OOP configuration. Another lesser
intensity mode with different slope in the field-dispersion curve appears in the low field
regime for tilted configuration (see Fig. 5.2). At IP configuration the dominance of
nonmagnetic noise has suppressed the features of magnetic peaks. Hor 100 nm,
there appear three, two and single modes within our experimental field regime for IP,
tited and OOP configurations respectively (Fig. 5.3). Presence of few spurious peaks in
the spectra is found in IP configuration which disappears as the field is rotated towards
OOP direction. Mode 3 in the IP configuration and mode 2 in the tilted configuration

disappears in the low field regime.
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Figure 5.2: Background subtracted timeresolved Kerr rotation data and corresponding FFT
spectra for (a)d = 20 nm for IP, tilted and OOP configuration. The magnetic modage marked
with black arrows and also are numbered subsequently. The magnitudes of bias magnetic field
are indicated at the corner of the figures. Bias magnetic field dependence of precessional
frequency is presented for (b)d = 20 nm for tilted and OOP aafiguration. Solid lines correspond

to the Kittel fit.

To investigate the anisotropic behavior of these modes, we have fitted our experimental

data points using the following form of Kittel formula [40],
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Here, f is the precessional frequency; — is gyromagnetic ratio andg is Landeg-

factor. H, [ 1 and [ m are the parameters, already described beforéViest is the effective

magnetization, which can be expressed also as,

“0 “0 O L8

where 'O —is the OOP anisotropy field andK. is the anisotropy constant.Ms

is the saturation magnetization of the samples at room temperature obtained from VSM
measurement. [ » during onset of dynamics can be found, by solving th&llowing

equation numerically;

™0

- ¢Oi

O Eq— L)

where the IP azimuthal angle for bias magnetic field and magnetization should be same

with respect to the IP coordinates.
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Figure 5.3: Background subtracted timeresolved Kerr rotation data and correspondig FFT
spectra for (a)d = 100 nm for IP, tilted and OOP configuration. The magnetic modes are marked
with black arrows and also are numbered subsequently. The magnitudes of bias magnetic field
are indicated at the corner of the figures. Field dispersion oprecessional frequency is
presented for (b)d = 100 nm. Solid lines correspond to the Kittel fit.
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Combining the above mentioned equations, we have fitted the Kittel mode for different
field orientations of both the samples and the fitting parameters havbeen recorded in
Table 5.2.

TABLE 5.2 Parameters corresponding to field dispersion of uniform Kittel modes in the

frequency spectra of GeFe samples having thickness 20 and 100 nm, are presented.

Film Parameters obtained from fitting
thickness
I I'm g Ms K
(nm)
®) ®) (emu/cm3) | (erg/cm?3)
20 21 73 2.0 127 0.9x100
50 73 2.0 137 0.9x10
100 21 67 2.0 152 1.6x10p
50 70 2.0 152 1.6x1Cp
88 86 2.0 160 1.3x1p

The Ms values obtained from fitting differ with the saturation magnetization within
+10%. The magnetization follows mostly the orientation of bias magnetic field, though
the combined effect of anisotropy and external field controls the tilt of magnetization.
The positive sign of the anisotropy constant demonstrate an evolution of OOP
anisotropy although its magnitude is comparatively lower than the conventional PMA
systems, such as, Co/Pd multilayers, etc. [41]. Although the sources of OOP anisotropy
in amorphous RETM films are a topic of debate, previous studies on &tk thin films
explained the development of PMA in thicker Gdre films with the presence of
labyrinth -like magnetic domains, width of which increases with the increase in film
thickness along with the simultaneous reduction in domain wall width. The energetics,
derived from micromagnetic simulations elucidated the dominant role of dipolar

coupling behind the development of this anisotropy in thicker films [37].
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We fitted the higher frequency modes appeared for 16@m-thick film using the
following formula of PSSW modes [42, 43

Owé+ — 10 Wwéi—
— —  0hé+ — 1D — —— D
Here A, nand d, are the exchange stiffnessonstant, order of PSSW mode and thickness
of the film, respectively. The other parameters have their usual meaning. This formula
holds good for the experimental configuration withfy Bfm P wnJ 8 &OT 1 OEA
confirmed that mode 2 for IP and tiltedconfiguration is the 1st order PSSW moder(=1)
for this thick film. Mode 3 for IP configuration is the 24 order PSSW withn = 2. The
exchange stiffness constant is found to bé = 2.6x107 erg/cm which agrees well with
the reported values for GdFe thin films [32]. It is worthy to mention here that we also
observed a lower frequency mode in the close vicinity of the Kittel modes in the 2tm-
thick film. This mode is of magnetic origin as confirmed from its field dispersion.
However, the field dispersionof these modes could not be fitted well with reasonable
parameters. It may arise from the magnetic inhomogeneity developed in the system.
Slight change in anisotropy sometimes along the thickness of the film cannot be ruled

out. Kittel fit of this mode with Ms= 111 emu/cm3 and K. = 0.8x1( erg/cm3,justifies

the above speculation. There is possibility of inhomogeneous growth of the films with
nonuniformity in the elemental composition along the thickness [34] which can cause
appearance of modes other than Kittel mode. Moreover, the strength of thepdiar field
is more at the surface of the film due to the closure of magnetic lines of force through
the top and the bottom of the sample. This may result in neaniformity in
magnetization along the thickness, where the net magnetization at the surfaceless

compared to the middle layers and hence may display weaker domain contrast.

The biasfield dependent precessional magnetization dynamics for 58m-thick film in
tited and OOP configuration are presented Fig. 5.4. In IP configuration the signal to
noise ratio is poor in the timeresolved data. The precessional data is noisy and damps
very quickly after few tens of picoseconds, making a precise determination of the
precessional frequency from FFT spectra very difficult. In tilted configuration, we are

able to identify splitting of a peak where the higher frequency mode may have PSSW
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nature. In OOP configuration, the picosecond precession shows a single frequency
oscillation. The precessional frequencies are plotted as a function of bias magnetic field
magnitude. For tilted and OOP configuration, the experimental data points are fitted

well with Kittel formula and the extracted values ofMsis about 130 emu/cnm? and K is

about 1.15x10( erg/cm3, which indicates systematic development o©OP anisotropy.

All the modes cannot be fitted with the Kittel formula.
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Figure 5.4: (a) Time resolved Kerr rotation data and corresponding FFT spectra for tilted and
OOP configuration atH > 5 kOe for 58nm-thick Gd-Fe film. Bias field dependence of
precessional frequency at (b) tilted and (c) OOP configuration. Red and blue dots represent two
different modes. The red solid line is Kittel fit.

In order to extract the decay time and Gilberdamping of the precessional oscillations
guantitatively, the sum of multiple damped sinusoidal functions is applied [44] and the
OEI A OAOEAOEIT T 1 Mk edhOdexpebs@da®EI 1T AT CI A | 3

y—68 86 Q OEJD %o L&

where A, z;, fi, iare the precessional amplitude, decay time, frequency and initial phase

of oscillation of theith mode, andm is the mode number. This is used to fit the transient

i ACT AOCEUAOGETT AOOOAO EAEA OEAOA EO AmAA®8 AWIE OC
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other cases, a single damped sinusoidal function is applied to give a good fit to the
curves. For example, in the 20m-thick film, the intensity of a low frequency mode
(mode 2) observed for tilted configuration may not have any significant contribution to
the dephasing of precessional amplitude of the Kittel mode (model). Thus for, both OOP
and tilted configurations time-resolved data are fitted with single damped sinusoidal
function (Fig. 5.5 (a)). We have plotted the variation of decay time) with precessional
frequency in order to understand the bias magnetic field dependence of damping for
this system in Fig. 5.7.1 OOP, the decay time is found to be almost constant at 0.3 ns,
whereas in tilted configuration, decay time shows a random variation about 0.3 ns. We

have extracted the damping of these modes from the following expression [43],

Q 10 L&y
Y q
Here, | eff IS the effective damping of the system which consists of intrinsic and extrinsic

contribution. Other parameters have their usuameaning. In Fig. 5.5 (b), the variation of
damping with precessional frequency is plotted corresponding to each field orientation.
For tilted and OOP configuration, effective damping increases rapidly with decreasing
frequency and the enhancement is almaghree times from their intrinsic values. Here,
we believe that forf > 5 GHz, the bias magnetic field is high enough to suppress any
additional effects present in the sample which can extrinsically modulate the damping
[44]. Thus for tilted configuration, damping shows constant value fof > 5 GHz. As the
saturation magnetization for this sample is quite less (~130 emu/cr?) the field values

of about 4 kOe can be considered to be sufficiently high.

The damping of the Kittel mode in OOP configuration for 5@m-thick film also
increases with decrease in frequency. For 108m-thick Gd-Fe film, time-resolved data
are fitted with damped sinusoidal function consisting of multiple frequencies (see Fig.
5.6 (a)) and Eq. (5.7) has been exploited to fit the precessial oscillations. The decay
times for Kittel as well as PSSW modes for IP are in the order of 0.4 to 0.8 ns. The
extracted damping values are significantly high (s increased up to 0.2) (as shown in
Fig. 5.6 (b)). However for tilted and OOP configuration, the decay time of Kittel mode
has been increased from 0.5 ns to almost 1.0 ns within the experimental frequency
range. For the % order PSSW mode at tilted configation, the trend is opposite (shown

in Fig. 5.6) where decay time decreased with the decrease in frequency. For IP
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fitting conditions adopted with multiple fitting parameters and smaller precessional

amplitude of the higher frequency modes. Effective damping extracted for the Kittel

modes shows increasing nature with decreasing fguency and attains a constant value

at the higher field regime.
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Figure 5.5: (a) Background subtracted timeresolved Kerr rotation data and corresponding
fitting with damped sine function for d = 20 nm for tilted configuration. (b) The variation of
effective damping with precessional frequency IP and tilted configuration. The solid lines are
fits. Dotted lines are guide to eye.

The Gilbert damping parameter is mainly responsible for bringing the syste into an

equilibrium state. The effective damping parameter depends on several extrinsic

factors, including composition of the RE and TM in the sample. Due to the presence of
half-filled 4f shell in Gd, the direct spidattice excitation is absent and thedamping

occurs only through the interaction with the conduction band electrons. Hence, the

damping of Gd sublattice is found to be very low. Natural damping of Fe sublattice lies in

the vicinity of Jre = 002. In our experiments the extracted effective amping

PAOAI AOAOGO 1 EA ET OEA OfTgAuq AExEBEET Of OMN8AL
field regime [8,31]. As the samples are Fe rich, the higher values of damping of the Kittel

mode in some field orientation indicate the presence of extrinsic contoution other

than the intrinsic Gilbert damping in these films. We discuss the possibilities below.
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Figure 5.6: (a) Background subtracted timeresolved Kerr rotation data and corresponding
fitting with damped sine function for d = 100 nm for tilted configuration. (b) The variation of
effective damping with precessional frequency for IP, tilted and OOP configuration. The solid
lines are fits. Dotted lines are guide to eye. Some of the error bars may not be visible as those
are merged within the size of points indicated in the plot.

We obtained that in the high frequency regime the damping is similar for both the films
and is in the order of 0.15. As the films show roughness below 1 nm (Table 5.1) with no
identifiable feature or ripple in the surface, the contribution of roughness to the higher
damping values can probably be ruled out. Sometimes the TM film with RE doping can
contain specific regions with nonuniform RE concentration. Magnetic inhomogeneity
can sometimes cause twanagnon scattering (TMS) where the resonant FMR mode
(usually k ~ 0) scatters into other magnons having the same frequency. In the presence
of magnetic defects, magnon momentum is not generally conserved and the relaxation
parameter becomes strongly frequencyependent. Thus, the TMS causes enhancement
of damping in the lower frequency regime [44, 14]. Specifically, TMS is a bulk effect and
also its magnitude depends on the angle of the magnetization with respect to IP
crystallographic axis (if any). In our eperiments we have found that effective damping
increases as frequency decreases and with different bias magnetic field orientation the
slopes are different. This qualitatively indicates that the contribution from TMS can be
present in the damping values. Hre, the natural damping of Kittel mode for Gdre
system is expected to be less compared to the highest intensity mode. But the presence
of other modes in the system is causing additional dephasing and effectively increases
the intrinsic damping. Figure 57 shows that the decay time of the Kittel mode for 20

nm-thick film does not vary much with precessional frequency [44]. However in IP and
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tilted configuration the corresponding decrease irg of the Kittel mode (mode 1) for the
100-nm-thick film indicates an energy transfer from the uniform Kittel mode to the
PSSW mode [15]. Thug of the PSSW mode increases with increasing frequency. The
absence of PSSW modes in the lower field regime could be due to the presence of TMS,
caused by the magnetic inhomogenges in the film [34, 45]. Higher value of damping
can suppress the unwanted ringing after a precessional switching. On the other hand,
lower damping is advantageous for long distance SW propagation and smaller write
current in STT-MRAM devices. The obseed tunability of damping in the GdFe system
over a broad range by bias magnetic field variation can thus be important for the above

possible applications.
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Figure 5.7: The variation of decay time ) with precessional frequency of mode 1 (Kittel mode)
for the GdFe film with thickness,d = 20 nm in (a) tilted and (b) OOP configuration. Variation of
z for mode 1 and mode 2 for the Gdre film with thickness,d = 100 nm in (c) IP and (d) tilted
configuration is shown. The arrow indicates an opposite trend in the variation of. The dotted
lines are guide to eye.

5.4 Conclusions

A systematic investigation of ultrafast magnetization dynamics has been presented for
GdFe thin films of different thicknesses. The demagnetization time was found to be
about 300 fs for these thin films. A special emphasis has been provided to the study o
precessional magnetization dynamics as a function of magnitude and orientation of the

bias magnetic field. Our timeresolved results show a development of weak OOP
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anisotropy with increasing film thickness which is complemented by static
magnetization measurements. A large tunability of effective damping of the system has
been obtained with the variation in bias magnetic field which could be due to extrinsic
effects such as, TMS, magnetic inhomogeneity, impurity scattering and multimodal
dephasing. The pesence of higher order PSSW modes along with the uniform Kittel
mode was evidenced for the 10éhm-thick film. Inter-mode energy transfer from PSSW
modes to uniform Kittel mode is found to be a possible mechanism behind the
modification of decay times for he thicker film. The extensive study of magnetization
dynamics presented here may lead to development of magnonic and spintronic devices
based on RETM thin films.
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Chapter 6

6 Transition from strongly collective to
completely isolated ultrafast magnetization
dynamics in two dimensional hexagonal
arrays of nanodots with varying inter -dot
separation

6.1 Introduction

Magnonics is a young research field which deals with the generation and manipulation
of spin waves (SWSs) in periodically modulated ferromagnetic materials. Magnonic
Crystals [1-6] (MCs) are the magnetic analogue of photonic and phonic crystals,
which possess interesting properties arising from the frequency band structure of SWs.
The use of SWs may offer high energy efficiency, reconfigurability [7] and higher storage
density of magnetic storage devicg8]. Recent advancements imanoscience have
opened up new possibilities to tune the SWs through miniaturization and manipulation
of MCs. Various sophisticated techniques for patterning and tailoring of ferromagnetic
materials from two-dimensional thin films to zero-dimensional nanccrystals [9] and
nanomagnets [10], have been nurtured. Ferromagnetic nanodot arrays are potential
candidates for magnonic crystals as well as magnetic bit patterned media (BPM)
[11,12]. For construction of BPM, an essential criterion is to eliminate crogslk or
temporal overlapping of information between the bits. For that purpose, the magnetic
islands where the bits are supposed to be stored, must be namteractive. However, in
SW filters or logic devices [13], long wavelength collective SWs must be ded through
the patterned nanostructures where individual nanoelements maintain constant phase
and amplitude relationships with their neighbours. Both of these purposes can be
solved by perceptive usage of patterned nanodot arrays with different intedot
separations. Nanodots are capable of making some uncoupled resonators while one can
couple them through magnetostatic interactions by varying their interdot separations.

In general, in a ferromagnetic material, spins are exchange coupled. But for the ndobd
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arrays, as the interdot separation is much larger compared to the exchange length of
the material, the spins near the edges of the nanodots are exchange decoupled. The dots
experience magnetic coupling via magnetostatic stray fields and one can observ
collective behavior of the SWs through the whole array [146]. Further increase in
separation between the dots will cease the collective behavior and individual dynamics
of each dot get exposed. To explore the potentiality of these multitasking nanodats
novel computing devices, studies of their static and dynamic magnetization properties
EAOA AAAT T A A@OOAI Al u DPibpOI AO ET OEA- OAEAI
i ACTTITEAOG OAlI AGAA OI OEA AGAEOAOEIT AT A [
disseminated. Static magnetization properties of nanomagnets with different
configurations have been studied using static magnetoptical Kerr effect (MOKE)
microscopy [17,18]. On the other hand study of magnetization dynamics of nanomagnet
arrays have also been rported by time-resolved magneto optical Kerr effect
microscopy (TR-MOKE [6,14,16,19-22] ferromagnetic resonance (FMR) [18,23,24] and
Brillouin light scattering (BLS) [25-27] techniques. Beside these experimental
techniques, numerical simulations have beensed for the development of nanomagnet
based computing [28,29]. A detailed study on ferromagnetic nanodot arrays revealed
that the response of the nanomagnets to the external pulsed magnetic field becomes
non-uniform for the dot size smaller than 220 nm B0]. This may cause degradation of
signal to noise ratio in future nanomagnet based devices. The guest to overcome the
problem of miniaturization of nanomagnet based devices has motivated us to study the
precessional dynamics of the systems which consistf @ircular permalloy (NisoFexo)
nanodots of 100 nm in diameter, arranged in close packed hexagonal lattice symmetry
with varying inter -dot separation. Here, aloptical TR-MOKE microscopy is used to
excite and detect the magnetization dynamics including S$V The timeresolved
magnetization dynamics contains ultrafast demagnetization followed by two step
relaxation processes with damped precession. Though the magnetization dynamics of
nanodots having different sizes and shapes arranged in different latticeymmetries
have already been reported [6,3133] but the effect of variation of areal density on SW
spectra in hexagonal arrays of nanodots has hitherto not been investigated. We observe
a clear variation in the SW dynamics associated with a gradual transiti from a
strongly collective to a completely isolated dynamical behavior with the variation of the

inter-dot separation, which is clearly different from what was observed in square lattice
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symmetry [16,32]. Finally, when the interdot separation becomes 20 nm or greater,
the magnetostatic interaction becomes negligible, which enabled us to probe the
magnetization dynamics of a single circular nanodot of 100 nm in diameter by using an
all-optical technique. Our experimental findings, along with the numeral analyses, can
promote this kind of systems to be promising candidates for construction of magnetic

storage, memory and magnonic devices.

6.2 Experimental Details

Two-dimensional NikoFexo (permalloy) dot arrays (each with total area of 10 um x 10
pm) with dot diameter of 100 nm, dot thickness of 20 nm and with varying lattice
constants arranged in hexagonal symmetry were prepared by a combination of
electron-beam evaporation and electrorbeam lithography. The beam current used
during electron-beam lithographt EO pmnm D! Al O A AT OA OEI A
MMA/PMMA (methyl methacrylate/poly methyl methacrylate) resist pattern was first
prepared on selfoxidized Si(100) substrate by using electrorbeam lithography and
permalloy was deposited on the resist pattsn by electron-beam evaporation at a base
pressure of about 1.3 x 1T Torr. A 5nm-thick Al2Os capping layer was deposited on
top of the permalloy layer to protect the dots from external contamination in the
environment as well as degradation with time. Besides that, the capping layer secures
the permalloy surface from exposure to the femtosecondaser during optical pump
probe experiments in air. This was followed by the lifting off of the sacrificial material
and oxygen plasma cleaning of the residual resists that remained after the {dff
process. The lattice parametersaandb are variedwhilA r EO EADO AT T OOAT
the hexagonal lattice as shown in Figs.1 (a) and the unit cell is also marked in that
figure. The lattice constant a, is related to the interdot separatio8by a=d + S From
the scanning electron micrographs, we obtaied the values of &, b) as (130, 120), (180,
200), (220, 240), (260, 290), (310, 315), (390, 420), and (490, 520) whileis obtained
as 120 + 25 asSis varied from 30 to 390 nm. About +5% deviation in dot diameter and
lattice constant is observed in themicrographs. The size of the dot is chosen so that it
can accommodate the characteristic edge and centre modes precessi§6,32].
Considering the measured values &, b and r from the micrographs, we found that the

number of unit cells vary from about 72x 72 fora = 130 nm to about 20 x 20 fola = 490
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nm. For convenience, the arrays will be described only by the lattice constaat from
here on.
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Figure 6.1: (a) Scanning electron micrographs of theermalloy dot arrays with dot diameter
(d) = 100 nm, thickness = 20 nm, arranged in hexagonal lattice with varying lattice constans,
=130 nm,b=120 nm;a= 310 nm,b = 315 nm; anda = 490 nm,b = 520 nm. The dot diameter
and lattice constants are shwn in the micrographs along with the length scales. The unit cell is
marked inside the lattice. (b) Typical timeresolved Kerr rotation data for the array witha =180
nm for H= 1.3 kOe. (c) Background subtracted timeesolved data.

To study the timeresolved magnetization dynamics of these nanodot arrays we used a
custom-build TR-MOKEmicroscope [32,34]. This technique is based upon a twoolour
collinear optical pump-probe geometry. Here, the second harmonid ¢ = 400 nm, power

= 10 mW, pulse width = 100 fs) of the fudamental laser beam from a modéocked
Ti:sapphire laser (Tsunami, Spectra physics) is used to pump the sample by creating a
population of hot electrons. This causes a modification of spin population by spin
dependent dectron scattering process. The fundamental beam { = 800 nm, power =
2mW, pulse width = 80 fs) is used to probe the time varying polar Kerr rotation from
the samples. A delay stage situated at the probe path is used to create the necessary
time delay with temporal resolution of about 100 fs limited by the crossorrelation of

the pump and the probe beams. Finally, both the beams are combined together and
focused at the centre of the array by a microscope objective (N.A. = 0.65) in a collinear
fashion. Theprobe beam with spot diameter of about 800 nm is tightly focused and

I OAOI AbPAA xEOE OEA pPOIi P EAOEIT C A 1 AOCAO

Under this condition the probe can collect information from the uniformly excited part
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of the sampe. This allows us to measure upto a maximum of 65 elements for the array
with smallest lattice constant, whereas a single element was probed for the largest
lattice constant. The sample is scanned under the focused pump and probe beams by
mounting it on a piezoelectric scanning stage (y-z), which gives high stability to the
sample in presence of feedback loops. A static magnetic fieldisb i EAA AO A Oif A
i ) tp the sample plane, the irplane component of which is defined as the bias field
H. The time varying polar Kerr rotation is measured at room temperature by using an
optical bridge detector and a lockin amplifier in a phase sensitive manner. The pump
beam is modulated at 2 kHz frequency, which is used as the reference frequency of the
lock-in amplifier. This detection technique completely isolates the Kerr rotation and
reflectivity signals. Figure 6.1 (b) shows a typical raw data of timeresolved Kerr
rotation from the array with a = 180 nm. Here, the ultrafast demagnetization (region )
occurs within first 500 fs from the zero delay, followed by fast (region IlI) and slow
(region |IIlI) relaxation processes having relaxation time of 1.3 ps and 700 ps,
respectively. The precessional magnetization dynamics is observed as an oscillatory
signal an the slowly decaying part of the timeresolved data. Figure6.1 (c) shows the
time-resolved data after removing the negative delay and ultrafast demagnetization and
subtracting a biexponential background. Fast Fourier transform (FFT) is performed
over this background subtracted data to obtain the power vs. frequency plot. The
measurement time window of 1.7 ns is found to be sufficient for resolving the SW
spectra in these systems. Although the number of nanodots probed under the focused
laser spot variedfrom about 65 to 1 with increasing areal density, we have improved
the sensitivity of our equipment to the extent that even the single dot dynamics is

measured with good signal/noise ratio.

6.3 Results and Discussions

Figures 6.2 (a) and (b) show thebackground subtracted experimental timeresolved
Kerr rotation data with corresponding FFT power spectra for nanodot arrays with
different lattice constants. From the experimental data, a clear variation in the
magnetization dynamics is observed with varyag lattice constant. Damped nonuniform
oscillations consisting of multiple frequency precessional modes are observed for all
lattice constants. The corresponding power spectra (Fig.2 (b)) show the presence of
OEOAA Al AAO 37 IiasSA A®p nAdeverptioere isia sudden downshift
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in frequencies of all three modes aa changes from 130 to 180 nm, indicating a change

in the collective nature of the dynamics. Beyond this, the mode frequencies remain
nearly unaltered while the relative intensitiesand linewidths of the modes change with

the increase in lattice constant, indicating a change in the relative powers of the modes.
Foral ocwn Tih ATTOEAO AOAOOEA AEATCA 1TAAOO0O
modes are observed. While mode 1 retainiss position, mode 2 merges with mode 3 to

form a single mode. Consequently, we observe a clear transition from a collective
dynamical regime to an isolated regime of dynamics with the variation of lattice

constant.
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Figure 6.2: (a) Experimental time-resolved Kerr rotation data and (b) corresponding FFT
power spectra are shown for the permalloy nanodot lattices arranged in hexagonal symmetry
with lattice constant (a) varying from 130 nm to 490nm atH = 1.3 kOe. (c) FFT power spectra
of simulated time-domain magnetization. Mode numbers are shown in both experimental and
simulated power spectra. The red and blue dashed vertical lines indicate the positions of edge
and centre modes of a single permalloglot with diameter (d) = 100 nm and thickness = 20 nm.

We further reproduce our experimental data by micromagnetic simulations using

OOMMF software [35]. The experimental technique is based on optical excitation of
magnetization but in the simulation this s achieved by applying a pulsed magnetic field,

which reproduces the experimental conditions successfully. The details of simulation

can be found elsewhere [21]. The samples were discretized into rectangular prisms of
dimensions 2 x 2 x 20 nrAiwhere the ROA OAT AAT 1 OEUA EO xAl 1 AA]

PN

I £ PAOIAITTTU § " wuv8c¢ 118 -AOAOEAIT DBAOAI AGAC
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ratio r6 E pw8u - ( UT/ AHc = A, sktddtidh Oriaghetizati@Mi £ 60
emu/cc, and exchange stiffness constat= 1.3 x 10% erg/cm. The material parameters
were extracted by measuring the variation of precessional frequency)(with bias field

for a permalloy thin film and by fitting them using Kittel formula,

Q 2— © 0 0O 0 1“0 oD
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The exchange stiffness constantA is obtained from literature [36]. In OOMMF
simulation, at first the static magnetic configuration was obtained by applying a large
magnetic fieldto saturate the sample magnetization and then by reducing the magnetic
field to bias field value. The system was allowed to reach the equilibrium (maximum
torque m x H, wherem = M/ Ms goes well below 18 A/m). The magnetization dynamics
was simulated by @plying a pulsed magnetic field. Calculation of the spatial maps of

magnetization at time steps of 10 ps was done for a total duration of 4 ns.

Although the simulation reproduced the main observed features qualitatively (Fig5.2

(c)), the quantitative disagreement appears due to some limitations in the simulation

such as edge roughness and statistical differences in sizes and shapes between the
experimental and simulated nanodots. The average disagreement between the
simulated and experimental SW frequencies is maximum (12%) for arrays with higher

lattice constants due to the reduction in the amount of magnetic materials, which
reduces the signal/noise ratio. Finally, fom! ocwmn T 1 h AUT AT EAOC 1T £ A
diameter 100 nm is probed. The magnetization in the dot edges gets randomized and

affect the stray field distribution around the dot. This leads to the modification of some
conventional SW modes in the experimental power spectra and appearance of some

other localized mades due to the pinning in magnetization. As a reference, we have also
simulated the magnetization dynamics of a single circular nanodot of diameter 100 nm

and thickness 20 nm, which reveals two distinct precessional modes. The positions of

those two modesare shown by the dotted lines in Fig6.2 (c). It is clearly visible from

the figure that at higher lattice constants &1 ocwm 11 q@ OEA AOANOAT AU
modes of the nanodot array are nearly identical to those for a the single circular

nanodot of diameter 100 nm.

Figures 6.3 (a), (b) show the bias field dependences of SW frequencies extracted from

the experimental and simulated results fora = 180 and 390 nm, respectively. The
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simulated data points corresponding to modes 1, 2 and 3 in Fi§.3 (a) are well fitted
with Kittel formula. The simulated frequencies are quantitatively slightly different as
compared to the experimental frequencies. This is probably due to the unavoidable
contribution from the randomized magnetization at the rough edges of theats, which
could not be incorporated in the simulation. The extracted magnetic parameters from
the fits are similar to those found earlier for the permalloy thin film except for the
saturation magnetization. For the array witha = 180 nm, we obtained Mvalues as 700
emu/cc, 274 emu/cc and 153 emu/cc for modes 1, 2 and 3, respectively (F&3 (a)). As

a is increased to 390 nm, we obtaiiMs values as 655 emu/cc and 226 emu/cc for modes

1 and 2, respectively.
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Figure 6.3: Bias field dependence of precessional frequencies of different SW modes for
permalloy nanodot lattices arranged in hexagonal symmetry with (ag = 180 nm, (b)a = 390
nm and (c) single permalloy dot with diameter = 100 nm ad thickness 20 nm (triangular
symbols: experimental data, circular symbols: micromagnetic simulation results, solid line:
Kittel fit) are plotted as a function ofH.

In ref. 6 we already showed that for the array witha = 130 nm,Msvalues were obtained
as 860 emu/cc and 560 emu/cc for modes 1 and 2, respectively. For a comparison, we
simulated the dynamics of single circular permalloy nanodot with 100 nm diameter and
20 nm thickness and the field dependences of its precession frequencies are shown in

Fig. 6.3 (c). The extractedMs values from the Kittel fit of the field variation of the centre
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and edge modes of the single nanodot are 672 emu/cc and 243 emul/cc, respectively.
From the above results, we understand that when the nanodots are densely packead
an array (@ =130 nm), they show a strongly collective magnetization dynamics and the
uniform mode (mode 1) is showing a behavior similar to the precessional mode of a
continuous thin film (Ms = 860 emu/cc). As we increase the intedot separation, we
enter into weakly collective dynamics and the effective saturation magnetization for the
resonant modes reduces due to the reduction in the intedot interaction field, and as
we increase the interdot separation furthertoal ocwn T 1 h xA A&é@&@AO
dynamics of isolated dots with effectiveMsvalues similar to that of a single nanodot. The
degradation in precessional signal quality with decrease in areal density introduces line
broadening in the FFT spectra. So the simulated data points in F@§3 (b) qualitatively
follow the trend of experimental results but there is quantitative disagreement between

the two.

We have further simulated the power and phase maps of various observed SW modes
by using a home built code [37] as shown in Fig.4. Thespatial profiles of the power
and phase information for various modes are obtained by fixing one of the spatial
coordinates in the space and timalependent magnetization and then by performing a
discrete Fourier transform with respect to time domain [37].1t is well known that for
the single circular nanodot the higher and lower frequency modes correspond to the
centre and edge modes [6,32]. The SW spectra for array with= 180 nm showed a
drastic change from that fora = 130 nm, indicating a change in theollective nature of
the mode. This was further confirmed from the bias field dependence of the mode

frequencies.

Figure 6.4 (a) shows although the natures of mode 1 is similar to that fom = 130 nm,
there are indeed some changes in modes 2 and 3. Inateof a backward volumelike
collective mode of the array, mode 2 here corresponds to a nearly uniform distribution
of the edge modes of the dots in the array. On the other hand, the bties like mode
(mode 3) as observed ira= 130 nm [6] is now transformed to a collective edge mode of
the array for a = 180 nm. With increasing lattice constant (a), the strength of collective
nature of SW spectra reduces further causing a sudden change in the nature of modes. A
new collective SW mode (mode 2) appears withts frequency in between that of the

uniform distribution of conventional edge mode (mode 3) and centre mode (mode 1)
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over the array as shown fora = 310 nm in Fig 6.4 (b). Here, mode 2 corresponds to a
non-uniform collective mode with power of the SW modeconcentrated along each
alternative column as shown by the dotted boxes. The phase profile shows that the
spins precess in phase within the dotted boxes but the spins of two consecutive columns

are out of phase with each other.
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Figure 6.4: The power and phase maps for different collective SW modes of permalloy dot
lattices arranged in hexagonal symmetry with lattice constants (ad = 180 nm, (b)a = 310 nm
and (c)a= 490 nm at a bias fied of H= 1.3 kOe. The colour bars of power and phase maps are
shown at the bottom right corner of the image. Sizes of the dots are not in scale.

Thus, it forms collective backward volume like standing SW mode directed along the
applied bias field. With @irther increase in lattice constant the dynamics enters into an
isolated regime, which is also clear from the SW mode profiles. For the sample wilh
490 nm (Fig 6.4 (c)) modes 1 and 2 correspond to the centre and edge modes,
respectively which are distributed uniformly over entire lattice. These modes have

same frequencies and mode profiles as a single nanodot.

We further simulated the SW mode profiles for samplewith a= 180 and 310 nm at two
different magnetic fields to understand how the collective behavior is affected by the
bias field.
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Figures6.5 (a) and (b) show that for the array witha = 180 nm, the nature of all three
modes remain qualitatively same when the bias field is reduced from 1.3 kOe to 0.62
kOe. Only the power in the edges of the dots gets stronger for mode 2 for the lower field
value as the contribution from stray field becanes more prominent when the bias field

is weaker. Similarly, Fig. 65 (c) and (d) show that fora = 390 nm, two distinct modes
remain same as centre mode and edge mode of the whole array with the reduction of
bias magnetic field. Hence, a variation of bséamagnetic field does not cause a transition
between different collective regimes but only causes small changes in the relative

powers of the modes.
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Figure 6.5: The power maps of collective SW modes in permalloy nanodot arrays with lattice
constants (a), (b)a= 180 nm and (c), (d)a = 390 nm. The applied bias fields arél = 0.78 kOe
((@), (c)), 0.62 kOe (b) and 0.52 kOe (d). The colour bar of power profile is sk at the bottom
right corner of the image. Sizes of the dots are not in scale

To gain more insight into the dynamics, we have simulated the magnetostatic field
distribution of the arrays by using LLG micromagnetic simulator as shown in Fi@.6.
The conbur plots of the magnetostatic fields show that dipolar contribution from the
magnetostatic stray field dominates for all arrays but the density of the interacting field
lines reduces significantly with the increase in lattice constant and nearly vanishder
higher lattice constants (Figure 66 (c)). Consequently, the dynamics of arrays of higher

lattice constants are similar to that of a single circular nanodot of diameter 100 nm.
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To quantify the inter-dot interaction, we took line scans along the solided lines as
shown in Figs 6.6 (a) z (c) plotted in Fig.6.7 (a). ForaE pomnm T i h OEA 1 Acil EO
AEAT A AAOxAAT Ox1 AT 1T OAAOOEOGA AiI OO EO | AgQEI
with the increase in the lattice constant and becomes negligibly sritdor a > 310 nm.

The inter-dot interactions across the arrays are modelled simply by considering arrays

of nanomagnets behaving like parallely placed magnetic dipoles. Considering the center

to center distance ¢) between two consecutive hanomagnets (ashown in the inset of

Fig. 67 (b)) as the lattice constant &) of the array, the magnetic field B) of a coupled

dipole system orienting in same direction can be expressed as,

5o 2 o&

Fig. 6.7 (b) shows a good fit of the variation of simulated magnetostaic stray field with

lattice constant using equation 6.2).

(b)

-10 kOe

Figure 6.6: The contour maps of simulated magnetostatic field distribution (x component) are
shown for permalloy nanodot arrays arranged in hexagonal symmetry with lattice constants of
(@) a= 180 nm, (b)a= 310 nm and (c)a = 490 nm.The arrows inside the dots represent the
magnetization states of the dots and the strength of magnetostatic field is represented by the
colour bar given at the bottom right corner of the figure. The red horizontal lines represent the
position of the lattice from where the line scans have been taken. Sizes of the dots are not in
scale.
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This indicates that the interdot interaction is of purely dipolar in nature as opposed to
square nanodots, which showed quadrupolar interaction to be dominant [21]. From &i
6.6 (b), it is clear that ata = 130 nm, the system is strongly coupled via magnetostatic
interaction which can guide a broad spectrum of long wavelength SW to carry and
process information. Hence, they can be considered as promising candidate for
magnonics applications, whereas fora > 310 nm, the arrays behave like
magnetostatically isolated dots, which can be used to store bits, free from any external

disturbances.
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Figure 6.7: (a) Line scans of simulated magnetostatic fields fronthe arrays with different
lattice constants (a) as obtained from the positions indicated by horizontal solid lines (as shown
in Fig. 6.6). (b) The variation of magnetostatic stray field with the lattice constant (circular
symbols: micromagnetic simulation, solid line: fitted curve). The schematic of the dipolar
coupled dots is shown in the inset.

6.4 Conclusions

In essence, we have investigated the variation in collective magnetization dynamics in
permalloy circular nanodot arrays arranged in hexagnal symmetry with systematic
variation of inter-dot separation, by using timeresolved Kerr microscopy. The
experimental results along with the numerical analysis, reveal that the nature of
magnetization dynamics gets modified significantly with interdot separation. For
smaller separation, the dots in the array strongly interact with each other leading
towards a strongly collective dynamics with modes different from the modes of the

individual nanodots. With the increase in interdot separation the dynamcs goes
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through weakly collective regimes with the appearance of new modes in addition to the
uniform distribution of the centre and edge modes of the individual dots in the array. At
larger separation the system enters into an isolated regime with only #h modes of the
individual nanodots. Further, the bias field dependence of the SW modes reveals that
the modes are robust enough to sustain the variation in external bias field. No
gualitative changes are observed with the decreasing bias field values barg a
variation in relative powers of the modes. These salient features of dot arrays with
hexagonal lattice symmetry can make them viable for construction of various
nanomagnet based devices. For smaller separations the arrays can be used as SW-band
pass flter in GHz regime whereas for higher lattice constants, reduction in
magnetostatic coupling strength makes these nanodot arrays suitable for storing
information within them. Besides these, the dots in the arrays, are arranged in
hexagonal lattice symmety which is the most closely packed structure. Consequently,
they will be capable of maintaining reasonable signal to noise ratio for much smaller
nanodots leading towards their potential applications. The above experimental findings
along with circumstantial numerical analyses have a pragmatic approach towards the

development of nanomagnonic devices and patterned magnetic media.
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Chapter 7

7 Influence of Anisotropic Dipolar Interaction
on the Spin Dynamics of NigoFexo Nanodot
Arrays Arranged in Honeycomb and Octagonal
Lattices

7.1 Introduction

Magnetically coupled ferromagnetic nanodots are systemsf profound interest because
of their potential application in high density magnetic storage [1, 2], logic device [3],
magnonic crystal [47], spin torque nancoscillator [8] and various other sensor
applications. Information stored inside the dot relieson its strength and orientation of
magnetization. Static magnetization of coupled nanodots can be reversed [9, 10] and
their spin-wave (SW) dynamics [11, 12] can be modulated due to the influence of
dipolar and multipolar coupling of the neighboring dots.When the dots are closely
packed the magnetic coupling is strong and with the increase in dot separation the
effect of this coupling gradually decreases and disappears. The influences of
magnetostatic field on the magnetization distribution, domain formatn and
magnetization dynamics of the nanomagnets have been subject of interest for long time
[13-15]. The initial static configurations of the spins within the nanodot array are found
to be responsible for the generation of multiple resonant modes with vaous phases
and amplitudes. The aspect ratio of the individual dot as well as the lattice configuration
of the whole array influences the intrinsic and extrinsic configurational anisotropies
arising from the internal magnetic field and the interdot magneistatic coupling. These

eventually modify the dynamic field distribution and SW spectra [16, 17].

The collective behavior in the nanodot array is well studied using various static
characterization techniques [18] including static magneteoptical Kerr effect (SMOKE)
microscopy [19]. Dynamics of the array have been investigated using tirresolved

magneto-optical Kerr effect (TR-MOKE microscopy [20-23], ferromagnetic resonance
(FMR) [24, 25] and Brillouin light scattering [2628] technique. The effects of
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magnetostatic coupling on the collective precessional mode and damping of nanodot
arrays with varying inter-dot separation down to the single dot regime have been
investigated in details [22, 29]. Few reports are also available on the dipolar coupled
binary nanodots [10, 30, 31]. Dvorniket al. used micromagnetic simulation to study the
dipolar interaction between a pair of rectangular nanomagnets [32]. Keatlewt al.
exploited time-resolved scanning Kerr microscopy (TRSKM) to isolate the dynamic
dipolar interaction between a pair of nominallyshaped ferromagnetic disks [33]. Using
cavity enhancedTR-MOKEtechnique, Liu et al. quantified the effect of magnetostatic
interaction on single magnet dynamics while the interdot separation is varied [34]. G.
Shimon et al. [35] used a micrefocused Brillouin light scattering (BLS) technique to
selectively probe the SW mode of coupled nanodots due to anisotropic dipolar
interactions. However, the investigation of variation of collective SW dynamics of
coupled nanodotsarranged in honeycomb and octagonal lattice symmetries by varying

the inter-dot separation has hitherto not been tried.

Here we have explored the collective SW dynamics of hffexo (Permalloy, Py hereon)
nanodot arrays arranged in honeycomb and octagonddttice symmetries with varying
inter-dot separations. Honeycomb lattice can be considered as a Bravais lattice with
two-atom basis where each pair of nanodots is horizontally coupled. On the other hand,
in octagonal lattice, paired nanodots with horizonél as well as vertical coupling
construct the unit cell with complex basis structure providing more control pointsThis
dipolar interaction is highly anisotropic in nature depending on the relative orientation
between the inter-dot coupling and applied bas field. TR-MOKEmicroscopy has been
used to probe the precessional magnetization dynamics of the arrays which reveal rich
SW spectra for both the lattices. Experimentally and numerically we have studied the
effect of the anisotropic dipolar interaction ketween nanodot pairs present through the
entire array. The existence of two seilstanding centre modes (CMs) of octagonal lattice
and their frequency shift with inter-dot separation are completely different from the
dynamics of honeycomb lattice. The SW dwamics of the arrays show transition from
strongly collective to noncollective regime via weakly collective regime with varying
inter-dot separations. In the collective regime, bias field variation of precessional
frequencies establishes the SW mode staliy within the experimental field regime. The
salient features of these dot arrays can make them viable for construction of various

nanomagnet based devices.
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7.2 Experimental D etails

Cylindrical Py nanodots having diameter ) of 100 nm and thickness {) of 20 nm are
fabricated in 10 x10 un® arrays on top of selfoxidized Si (100) substrate. The dots are
arranged in honeycomb and octagonal lattice symmetries with different intedot
separations (§ varying from 30 nm to 300 nm. The number of unit cells presdnn the
array vary from about 30x30 for S = 30 nm to about 12x12 forS = 300 nm. A
combination of electronbeam evaporation and electroAbeam lithography is used for
the fabrication of the nanodots.

Bilayer MMA/PMMA (methyl methacrylate/polymethyl methacylate) resist pattern
was prepared on the Si substrate by using electron beam lithography with 100 pA beam
current for a dose time of 1.0 ms. Subsequently, Py was deposited on the resist pattern
by electron-beam evaporation at a base pressure of about XBO7 Torr. The final
structure is coated with 5nm-thick Al>Oz for preventing the possible degradation
during direct exposure to femtosecond laser or environmental deterioration of sample
due to oxidation. Finally, the residual resist was lifted off and>ygen plasma cleaning
was done to remove the sacrificial material after liftoff.

Figure 7.1 (a) shows the scanning electron micrograph (SEM) of the nanodot arrays
with honeycomb symmetry havingS= 30, 100 and 300 nm. This lattice symmetry can
be considered as a Bravais lattice with tw@atom basis. The unit cell is marked with
white dotted line in the images wherea and b are considered as lattice constantd. is
the angle between two consecutivarms of a unit cell and for honeycomb it is measured
as 60 £ 2. Figure7.1 (b) shows the SEM images of the arrays with octagonal lattice
symmetry which belongs to nonBravais class with lattice constant4) and the anglef =
135 = 3 (as shown in the Fig7.1).

In Fig. 7.1 (c), a schematic of the experimental setup with polar Kerr geometry [21] is
shown. In this two-color pump-probe technique, the fundamental laser beam generated
from Tsunami (Spectra Physics) E ¢gnmmt T 1 h DOl OA xEAORobd®d Yym /A
the magnetization dynamics of the sample. Some part of this fundamental beam is
frequency doubled § = 400 nm) and used as pump beam. The pump beam travels with a
OEIi A AA1I AU | 320Qq OAI AGEOGA OiI OEA poOi AR AARAI

through a microscope objective (MO) with N.A. = 0.65 to excite and probe the sample.
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The spot size of the probe beam is about 800 nm, while the pump beam is slightly

defocused at the focal plane of the probe beam with a spot size of about 1um.
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Figure 7.1: Scanning electron micrograph images of the Py nanodot array arranged in (a)
honeycomb and (b) octagonal lattices. Intedot separations & and corresponding length scales
are mentioned in numerical figures on the top and bottom of each image, respectively. Unit cells
of the honeycomb and octagonal lattices are marked in dotted line in the figure. (c) Schematic of
experimental arrangement u®d in pump-probe technique. (d) Raw and (e) background
subtracted time-resolved Kerr rotation data for honeycomb and octagonal lattices witls= 100
nm. The red and blue solid lines are béxponential fits.

The probe beam is carefully placed at the centref the pump beam to ensure uniform

AgAEOAOETT 1T &£ OEA DPOI AAA AOAA8 ! AEAO i ACT A

about 10°-15°w.r.t. the sample plane (as shown in FigZ.1(c)). The magnitude of the in
plane bias magnetic field K) is 1.3 kOe in our case. The pump pulse results in ultrafast
demagnetization followed by twostep relaxation and a damped precession of
magnetization. Here, we used 1.7 ns time window which captures the full tirgomain
spin dynamics including the damping The probe beam detects the time varying otaf-
plane magnetization component from the sample using the optical bridge detector
(OBD), and lockin-amplifiers in a phase sensitive manner. The probe beam covers up to
about 26 elements from the array whenS = 30 nm for honeycomb lattice, which
gradually decreases with increasingsand single-dot-like behavior is obtained atS= 300

nm. For octagonal lattice, a$varies from 30 nm to 300 nm, the number of probed dots
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varies from 24 to 1. Figure7.1 (d) showsOEA OAGA ®EIN BAA +A00 OOAAA
OEOAA AEEEAOAT O OAI BT OAI OACEI AOs 4EA OA
AAI AcT1 AGEUAOGETT § ° uvmm &£0q AOA O ETAI EAO/
excites the electrons and spins [36]. In regimes Il @hlll, a fast relaxation ¢1) followed

by a slow relaxation g) take place due to the relaxation of electron and spin energies to

the lattice (z1) and then relaxation of lattice energy to the substrate and the
surroundings (z2) [37, 38]. The damped precesional oscillation is superposed on the

top of slow relaxation as shown in this figure. For honeycomb and octagonal lattices

with S= 100 nm,z1 = 9, 11 ps andz, = 58, 65 ps, respectively. Figuré.1 (e) shows the

background subtracted timeresolved Kerr rotation data for the lattices with S= 100

nm, which show multimodal oscillations in both cases.

The experimental data was further reproduced by micromagnetic simulations using

OOMMF software [39]. Here, at first the static magnetic configuration was oled by

applying a large magnetic field to saturate the sample. Then the field was reduced to the

required field value and allowed to reach the equilibrium (maximum torquem x H,

where m = M/ Ms goes well below 18 A/m). The spatial distribution of magnetization

at time steps of 10 ps was recorded for a total duration of 4 ns. The optical excitation in

the experiment was mimicked by a pulsed magnetic field excitation in the simulation,

which reproduced the experimertal results successfully. The samples were discretized

into rectangular prisms of dimensions 2 x 2 x 20 néhwhere the lateral cell size is well

AAT T x OEA A@AEATCA TATCOE T &£ 0o0U B uv8c¢ 11 Qe
dynamic simulations were gyranagnetic ratior>E p y8uv - ( UT/ Aik=0] EOT OO
saturation magnetization Ms= 860 emu/cc, and exchange stiffness constadt= 1.3x1(

erg/cm. The exchange stiffness constan is obtained from literature [40]. The other

parameters were obtained fom the Kittel fit of bias field dependence of precessional

frequency for a Py blanket film with 26nm thickness.

7.3 Results and Discussions

Figure 7.2 shows the fast Fourier transform (FFT) spectra of background subtracted
time-resolved Kerr rotation data for the nanodot arrays. The experimental FFT spectra
(Fig. 7.2(a)) for the honeycomb lattice with S = 30 nm shows a rich band of SW
frequencies staring from 3.5 to 11.5 GHz, indicating a strongly collective behavior of
the array. Out of the five modes, the lower frequency modes have relatively higher
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intensities. For S= 75 nm, the SW spectra is narrowed with only three modes and a
sudden downshift ofthe highest frequency mode (mode 1) is observed. With increasing
S mode 2 and 3, slowly merge together and the collective behavior reduces. Finally, for
SI ¢um Tih TT1TU Oxi 1TAAO APPAAOh xEEAE AOA
single nanodot (mode 1: 9.9 GHz, mode 2: 6.7 GHz) [29]. Micromagnetic simulation
results for all samples are shown at the righttand panel of Fig.7.2 (a). Simulated
modes show decent agreement with the experimental modes except for the broadening
of peaks and relative node intensities. The average disagreement between the peak
frequencies for experiment and simulation is found to be about 10%. This can be
attributed to the difficulty in precise accounting for the detailed roughness and edge
deformation of the real sample in the finite difference method based micromagnetic
simulation. Further, the reduction in signal to noise ratio for the arrays with lower areal
densities may cause in appearance of some spurious modes in the experimental spectra.
Also the disagreement mg arise due to the limitation in total time window of less than

2 ns taken during the measurement where as simulated spectra are obtained for 4 ns.
The line width broadening is more in experimental FFT than simulation and peak
positions for different SW males can be determined less accurately.

For octagonal lattice, the experimental and simulated SW spectra are shown in Fig.
7.2(b). Clearly three modes are present for the array with smallest intedot separation

S= 30 nm, forming a narrow band, which evolgs into rich spectra atS= 75 nm. Mode 1
for S= 30 nm splits into two modes and two additional lower frequency modes appear.
Mode 1 also experiences a red shift. This SW spectra remain nearly unchangedSer
100 nm except for the relative mode intensities. Fo6= 150 nm, two high frequency
modes merge together and three other modes persist in the spectra. However, only two
distinct SW modes appear forSI ¢nm 11 AT OE ET OEA A@bPAOEI
spectra. This observation indicates transition of the dynamics from strongly collective
to completely isolated regime via a weakly collective regime with increasing intedot
separation for the octagonal lattice. The red and blue dotted lines indicate two
precessional modes of a single nanodot having diameter of 100 nm and thickness of 20
nm, obtained from micomagnetic simulation [29]. The three collective regimes have

been represented by three different color bands in the FFT spectra.
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Figure 7.2: The experimental and simulated FFT power spectra of background subtracted
experimental time-resolved Kerr rotation data along with simulated spectra obtained from Py
nanodot arrays with (a) honeycomb and (b) octagonal lattice symmetries. Intedot separations
are mentioned in numerical figures on the righthand side of each panel. The number of peak
corresponds to each SW mode is indicated at the top of the peak for all the spectra. Theaed
blue dotted lines shown in the simulated FFT spectra indicate the peak position of two SW
modes of a single nanodot. Different color shades indicate different magnetostatic interaction
regimes.

For S= 30 nm of the octagonal latie, no mode splitting is observed for the highest

frequency mode but for S = 75 and 100 nm, clear splitting is observed in the
experimental and simulated FFT spectra (as shown in Fig.2 (b)). Figure 7.3 (a) shows

the simulated mode frequencies (mode 1 fohoneycomb and mode 1, 2 for octagonal
lattice) as a functionofS8 7EEIT A 1T AA p OEI xO ASOEADD RKRRAAO
followed by saturation forSI  pom 11 & O AT OE 1 AOOEAAR 11 AA
shows an opposite trend, i.e. itincre@A O OEAODI WBSAEpOnx o i T IE $1 1T xA
saturation at 9.7 GHz, where mode 1 and mode 2 of the octagonal lattice merge to form

a single mode.

To understand it further we have studied biadield dependence of precessional

frequency by varying thein-b1 AT A AEAO 1 Aci ACEA ARSI A 8bin OE
kOe as shown in Figr.3 (b) for honeycomb and octagonal lattice a= 75 nm.
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Figure 7.3: (a) Variation of precessional frequencies of mode 1 obtained from simulated FFT
spectra of honeycomb lattice and mode 1, 2 for octagonal lattice wiConstant field H) of 1.3
kOe is applied as shown in the insets. Precessional frequencies of differ&§\W modes for Py
nanodot array with inter-dot separation,S= 75 nm, arranged in (b) honeycomb and octagonal
lattice symmetries, are plotted as a function of bias fielth. Triangular symbols: experimental
data, circular symbols: micromagnetic simulation reslts, solid line: Kittel fit.

The Kittel formula has been used to fit the high frequency modes after including an
additional uniaxial anisotropy field originating from the dipolar field as given below:

Q 2— ©® 0 O 0O 0 0O 1“0 XP

where fis the precession frequencyHk is the magnetocrystalline anisotropy field, which
is negligible in Py,Hdx is the inter-dot interaction field along xdirection and My is
effective magnetization of the sample along-girection. Other parameters are described
earlier. For horizontally coupled nanodots, the effective field along -direction
responsible for frequencyof the spins precessing at the centre of the dots can be
represented as,

O 00 X&
Fitting the frequency variation of mode 1 of honeycomb lattice we have found thalx =
646 = 13 emu/cc andHgx = 37 Oe. On the other hand, the fitting parameters found from
equation 7.1, for mode 1 of octagonal lattice ar&lx (mode 1) = 657 £ 16 emu/cc andHax
(mode 1) = 97 Oe. For mode 2, these parameters are found to bk,(mode 2) = 657 +
16 emu/cc andHgx (mode 2) =-57 Oe. Earlier reports reveal that for single nanodotd =

100 nm, thickness 20 nm) the effectiveVis value obtained for highest frequency mode
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was 672 emu/cc [29]. The weaker interdot interaction field results in a splitting of the
uniform centre mode of a single dot, which is absent fo§ = 30 nm, where strong
collective dynamics of the array dominate (as shown in Fig.2 (b). The negative value
of Hax indicates that it opposes the bias field due to complex coupling betweerne
vertically situated nanodot pairs [35]. The lower frequency branches for both the
lattices are fitted with a simple Kittel formula by excluding the interaction fieldHax from
ed. 1 to avoid additional complications:

Q 2— O 0 O 0O 1“0 X&

The Mx values obtained for mode 2 and 3 of honeycomb lattice are 236 + 2 emu/cc and
147 + 11 emu/cc. For octagonal lattice, mode 3 and 4 yieldedy values as 367 + 17 and
217 + 2 emul/cc, respectively. The other magnetic parameters are found to be similar to
the 20-nm-thick Py film values. Relatively smaller effective magnetization values for
lower frequency modes indicate the effect of nonuniform intmal field due to
unsaturated spins near the edges of the dots. These modes have similarity with the edge
mode of a single nanodot studied earlier [29]. For octagonal lattice, mode 5 (Fig2 (b))

is hardly identified at the low field regime due to overlg with the low frequency noise
(around 1-2 GHz) in the timeresolved data.Hence, even in their most strongly coupled
regime, the honeycomb and octagonal lattices do not show a continuous tkiim -like
coupled dynamical behavior as observed for the hexagal lattice [29]. In addition, the
opposite trend of variation of frequency with inter-dot separation in mode 1 and mode

2 of the octagonal lattice is a consequence of complex coupling between the horizontal
and vertically paired nanodots. These two modeare found to be stable with bias field.
Figure 7.4 shows the power and phase maps of the SW modes for the honeycomb lattice
having three different inter-dot separations &= 30, 75 and 250 nm). For mode 1, the
power of the SW is mainly concentrated at theentral part of the individual dots. The
phase of a dot is shown in the inset which confirms that the mode is centre mode [29] of
the dot distributed uniformly through the whole array. Mode 2 is the backward volume
(BV) like mode of the nanodots distributel uniformly through the entire array. For
mode 3, the shaded area indicates the region where magnetostatic interaction along the
field is less causing appearance of the asymmetric edge modes between the dots along

each column. Mode 4 has similar nature asymmetric edge mode. Mode 5 is edge mode
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of the array where power of SWs is mainly concentrated along two vertical edges of the

array.

Figure 7.4: Simulated SW poweiphase maps of Py nanodot arraysvith honeycomb lattice
symmetry. Inter-dot separations are mentioned in numerical figures on the lefhand side of
each panel. The mode numbers are indicated at the top of the images. Phase map for individual
dots correspond to each SW mode profile is shawin the inset of each image. The color bars
corresponding to power and phase profiles are indicated with respective scales.

For S= 75 nm, mode 1 is again the centre mode of the dots distributed over the entire
array. Mode 2 is the modified BMike mode of the dots. Mode 3 is an edge mode of
individual dot uniformly distributed through the whole array. Finally, for S> 200 nm,
the collective behavior of the whole array disappears and the SW modes of single
nanodot come up individually. Consequently, a6 = 250 nm, only centre and edged
modes of the dots persist.

Figure 7.5 shows the power and phase profiles of the nanodot arrays arranged in
octagonal symmetry with different inter-dot separations. ForS = 30 nm, mode 1
corresponds to center mode of each dot distributed through the array. Mode 2 is the BV
like mode of the dot placed at each denser row shown in dotted area. Appearance of this
mode is a consequence of strong collective interaction betweehe spins of the edges of
the dot placed very closely with each other. But the dots located in sparser rows have

negligible power. Mode 3 is purely the edge mode of nanodot placed in the vertical
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